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#### Abstract

We consider monotone discretization schemes, using adaptive finite differences on Cartesian grids, of partial differential operators depending on a strongly anisotropic symmetric positive definite matrix. For concreteness, we focus on a linear anisotropic elliptic equation, but our approach extends to divergence form or non-divergence form diffusion, and to a variety of first and second order Hamilton-Jacobi-Bellman PDEs. The design of our discretization stencils relies on a matrix decomposition technique coming from the field of lattice geometry, and related to Voronoi's reduction of positive quadratic forms. We show that it is efficiently computable numerically, in dimension up to four, and yields sparse and compact stencils. However, some of the properties of this decomposition, related with the regularity and the local connectivity of the numerical scheme stencils, are far from optimal. We thus present fixes and variants of the decomposition that address these defects, leading to stability and convergence results for the numerical schemes.
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## 1 Introduction

In this paper, we address a matrix decomposition problem arising in the design of monotone finite difference schemes for strongly anisotropic partial differential equations (PDEs),

[^0]discretized on a Cartesian grid of dimension $d \leq 4$. As an application, we focus on a linear elliptic anisotropic PDE for concreteness, but our results are equally well suited to a variety of linear and non-linear PDEs arising in deterministic and stochastic control, or related with the Monge-Ampere equation, as discussed in Appendix A. The PDEs of interest are usually defined in terms of a field $\mathcal{D}$ of symmetric positive definite matrices, encoding the problem geometry, which is typically anisotropic and whose eigenvectors are not aligned with the discretization grid. A key step of the discretization is the pointwise decomposition of $\mathcal{D}$ as a positively weighted sum of rank one matrices with integer entries, see (6) below, from which a finite difference scheme can be devised. For that purpose, we leverage tools from lattice geometry known as Selling's decomposition and more generally Voronoi's first reduction of positive quadratic forms [28], following [4, 16, 22]. We investigate closely the properties of these matrix decompositions relevant to the implementation and analysis of the numerical schemes, including efficient computation, radius of the support, uniqueness and regularity of the coefficients, and the so-called spanning property which is related to the connectivity of the scheme stencils, and we propose two modified decompositions improving on these aspects.
Outline. We show in Section 1.1 how the monotone discretization of an anisotropic linear elliptic PDE can be related to a symmetric matrix decomposition problem, and how the properties of the decomposition relate with the stability and the convergence rate of the scheme solutions. We present in Section 1.2 some suitable matrix decompositions in dimension $d \leq 4$, leading to efficient numerical schemes and with a low numerical cost. The rest of this paper is devoted to proofs, whose organization is outlined in Sections 1.1 and 1.2 , with the exception of Appendix A which discusses the discretization of other PDEs.

Contributions. We establish stability estimates and convergence rates for a monotone discretization of a linear anisotropic elliptic PDE, given a decomposition of the diffusion tensor field with suitable properties, see Theorems 1.3 and 1.4 . Motivated by this application and others, we investigate the properties of a matrix decomposition related to Voronoi's first reduction of positive quadratic forms, including the radius of its support. Addressing some shortcomings of this construction, we present in particular a variant obeying a local connectivity property in dimension $d=4$ in Theorem 1.6, and a variant with smooth coefficients in dimension $d=2$ in Theorem 1.8.

Notations. Throughout this paper, we denote by $\left(b_{1}, \cdots, b_{d}\right)$ the canonical basis of $\mathbb{R}^{d}$, and let $\mathbb{1}:=(1, \cdots, 1) \in \mathbb{R}^{d}$, where the dimension $d$ is always clear from context; we also let $b_{0}:=-\mathbb{1}$ in such way that $b_{0}+\cdots+b_{d}=0$. The $d \times d$ identity matrix is denoted $\operatorname{Id}_{d}$.

When presenting an estimate, the notation " $C=C(a, b, c, \cdots)$ " means that $C$ is a constant depending only on the specified parameters $a, b, c, \cdots$.

We denote by $\mathcal{Z}_{d}$ the collection of nonzero vectors of length $d \geq 1$ with integer entries, considered up to a global change of sign, and by $\Lambda_{d}$ the collection of all nonnegative maps
$\lambda: \mathcal{Z}_{d} \rightarrow\left[0, \infty\left[\right.\right.$ whose support $\operatorname{supp}(\lambda):=\left\{e \in \mathcal{Z}_{d} \mid \lambda^{e} \neq 0\right\}$ is finite:

$$
\begin{equation*}
\mathcal{Z}_{d}:=\left(\mathbb{Z}^{d} \backslash\{0\}\right) / \pm, \quad \Lambda_{d}:=\left\{\lambda=\left(\lambda^{e}\right)_{e \in \mathcal{Z}_{d}}: \mathcal{Z}_{d} \rightarrow[0, \infty[, \text { finitely supported }\}\right. \tag{1}
\end{equation*}
$$

In practice, we manipulate the elements $e \in \mathcal{Z}_{d}$ like regular vectors, but we take care to only involve them in symmetric expressions. The group of unimodular matrices of shape $d \times d$ is denoted

$$
\begin{equation*}
\mathrm{GL}\left(\mathbb{Z}^{d}\right):=\left\{A \in \mathbb{Z}^{d \times d}| | \operatorname{det} A \mid=1\right\} . \tag{2}
\end{equation*}
$$

We denote by $\mathcal{S}_{d} \supset \mathcal{S}_{d}^{+} \supset \mathcal{S}_{d}^{++}$the sets of symmetric, non-negative, and positive definite matrices respectively. Similarly $\mathbb{R}_{+}:=\left[0, \infty\left[\right.\right.$ and $\left.\mathbb{R}_{++}:=\right] 0, \infty[$ respectively denote nonnegative and positive reals. Symmetric matrices are equipped with the Loewner order: given $M, M^{\prime} \in \mathcal{S}_{d}$, one has $M \preceq M^{\prime}\left(\right.$ resp. $\left.M \prec M^{\prime}\right)$ if $M^{\prime}-M \in \mathcal{S}_{d}^{+}\left(\right.$resp. $\left.M^{\prime}-M \in \mathcal{S}_{d}^{++}\right)$. For each $D \in \mathcal{S}_{d}^{++}$, we define a norm $\|\cdot\|_{D}$ on $\mathbb{R}^{d}$ and anisotropy ratio $\mu(D) \in[1, \infty[$ by

$$
\begin{equation*}
\|v\|_{D}:=\sqrt{\langle v, D v\rangle}, \quad \quad \mu(D):=\sqrt{\|D\|\left\|D^{-1}\right\|} . \tag{3}
\end{equation*}
$$

Here and below we denote by $\langle v, w\rangle:=v^{\top} w$ the Euclidean scalar product of $v, w \in \mathbb{R}^{d}$, by $|v|$ the Euclidean norm, and by $\|A\|:=\max \{|A v|| | v \mid=1\}$ the spectral norm of a matrix $A$. For any $D \in \mathcal{S}_{d}^{++}$, one has $\lambda_{\max }(D)=\|D\|$ and $\lambda_{\min }(D)=\left\|D^{-1}\right\|^{-1}$.

### 1.1 Stability and convergence of an elliptic PDE discretization

We consider an anisotropic elliptic equation, with periodic boundary conditions, as a toy illustrative problem for our approach to monotone PDE discretization. A closely related numerical scheme is studied in [16], but the stability and convergence results Theorems 1.3 and 1.4 are new, see Section 5.2 and Appendix C for their respective proofs. Our discretization method equally applies, possibly more naturally, to non-linear PDEs related to deterministic or stochastic control and to the Monge-Ampere operator, but for concision this discussion is postponed to Appendix A

Denote by $\mathbb{T}:=\mathbb{R} / \mathbb{Z}$ the one dimensional torus, and by $\mathbb{T}_{h}:=(h \mathbb{Z}) / \mathbb{Z}$ its discretization where $h^{-1} \geq 2$ is an integer. Given a a field of positive definite matrices $\mathcal{D}: \mathbb{T}^{d} \rightarrow \mathcal{S}_{d}^{++}$, continuously differentiable, we consider the (negated) elliptic PDE operator

$$
\begin{equation*}
\mathcal{L} u(x):=\operatorname{div}(\mathcal{D}(x) \nabla u(x)) . \tag{4}
\end{equation*}
$$

The considered discrete finite difference operator involves non-negative weights $\left(\lambda^{e}(x)\right)_{x \in \mathbb{T}^{d} d}^{e \in \mathcal{Z}_{d}}$ subject to assumptions discussed later in Definition 1.2, and is defined as

$$
\begin{equation*}
\mathcal{L}_{h} u_{h}(x):=\frac{1}{h} \sum_{\substack{e \in \mathcal{Z}_{d} \\ \sigma= \pm 1}} \frac{\lambda^{e}(x)+\lambda^{e}(x+\sigma h e)}{2} \frac{u_{h}(x+\sigma h e)-u_{h}(x)}{h} . \tag{5}
\end{equation*}
$$

We prove in Theorem 1.3 a coercivity property for the operator $\mathcal{L}_{h}$, and we establish in Theorem 1.4 some first and second order convergence rates of its solutions towards those
of $\mathcal{L}$, under suitable assumptions. Note that similar properties can be established for more standard discretizations $[18, \S 2.6 .1]$, and they do not constitute the main feature of the proposed scheme $\mathcal{L}_{h}$, which is its non-negativity.
Remark 1.1 (Non-negativity). If $-\mathcal{L} u \geq 0$ on $\Omega$, and $u \geq 0$ on $\partial \Omega$, for some $u \in H^{1}(\Omega)$ where $\Omega$ is a smooth and strict subdomain of $\mathbb{T}^{d}$, then $u \geq 0$ on $\Omega$ by the usual maximum principle for elliptic PDEs. Likewise, if $-\mathcal{L}_{h} u_{h} \geq 0$ on a subdomain $\Omega_{h} \subsetneq \mathbb{T}_{h}^{d}$, and $u_{h} \geq 0$ on $\mathbb{T}_{h}^{d} \backslash \Omega_{h}$, and Theorem 1.3 below applies, then $u_{h} \geq 0$ on $\Omega_{h}$. Indeed, the corresponding linear system is defined by an $M$-matrix (by (5) this matrix has a positive and dominant diagonal, non-positive off-diagonal elements, and by the coercivity estimate 9 it is invertible). Nonnegative schemes are a pre-requisite in applications such as geodesic distance computation using the Varadhan formula [3], since $\ln \left(u_{h}\right)$ is considered. Discretizations of other PDEs, based on the same principles, and enjoying similar monotonicity properties, are presented in Appendix A.

The discretization (5) is well behaved when its coefficients obey the following properties.
Definition 1.2. A family of coefficients $\lambda: X \rightarrow \Lambda_{d}$, denoted $\lambda=\left(\lambda^{e}(x)\right)_{x \in X}^{e \in \mathcal{Z}_{d}}$, is said:

- $\mathcal{D}$-Consistent, where $\mathcal{D}: X \rightarrow \mathcal{S}_{d}^{++}$is a positive definite tensor field, if for all $x \in X$

$$
\begin{equation*}
\mathcal{D}(x)=\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}(x) e e^{\top} \tag{6}
\end{equation*}
$$

- $R$-Supported, if $r(x) \leq R$ for all $x \in X$, where

$$
r(x):=\max \left\{|e| \mid e \in \mathcal{Z}_{d}, \lambda^{e}(x)>0\right\}
$$

- $K$-Lipschitz (resp. $K$-grad-Lipschitz), if for all $x, y \in X$ one has

$$
\left|\lambda^{e}(x)-\lambda^{e}(y)\right| \leq K|x-y|, \quad\left(\operatorname{resp} .\left|\nabla \lambda^{e}(x)-\nabla \lambda^{e}(y)\right| \leq K|x-y|\right)
$$

- $\varepsilon$-Spanning, if for all $x \in X$ there exists $e_{1}, \cdots, e_{d} \in \mathcal{Z}_{d}$ such that

$$
\begin{equation*}
\left|\operatorname{det}\left(e_{1}, \cdots, e_{d}\right)\right|=1, \quad \min \left\{\lambda^{e_{1}}(x), \cdots, \lambda^{e_{d}}(x)\right\} \geq \varepsilon \tag{7}
\end{equation*}
$$

One of the main objectives of this paper, postponed to Section 1.2 below, is to propose practical and numerically efficient methods for constructing coefficients $\lambda$ obeying the above properties. For now, we discuss Definition 1.2 and contrast our approach with two-scales discretizations of PDEs, see 12,25 .

- $\mathcal{D}$-Consistency is a qualitative property, which ensures the second order consistency of the scheme $\mathcal{L}_{h}$ with $\mathcal{L}$ (assuming in addition the grad-Lipschitz property), which can be verified by a Taylor expansion as in the proof of Proposition C.14 below.

Alternatively, other works consider a variant of (6) featuring a consistency error, at the price of a more complex numerical analysis. For instance two-scales discretizations [12, 25 feature such an error, depending on an intermediate scale satisfying $h \ll k \ll$ 1 , and vanishing as $k \rightarrow 0$. A consistency error is also unavoidable if one addresses rank deficient semi-definite diffusion tensors [23], unless their kernel is spanned by vectors with integer entries.

- $R$-Support is a quantitative property, controlling the effective discretization scale $k=R h$ of the numerical scheme. The constructions proposed in this paper obey $r(x) \leq C \mu(\mathcal{D}(x))$ where $C=C(d)$, see Theorem 1.6. The radius $R$ is therefore controlled, for our numerical scheme, by the square root of the maximal condition number (3) of the tensor field $\mathcal{D}$, and the effective scale is proportional to the grid scale. In contrast, two scales discretizations of PDEs involve an effective discretization scale $k$ which decreases sub-linearly with $h$, for instance $k=h^{\frac{2}{5}}$ is optimal in 12, and for this reason they suffer from reduced convergence rates.
- To the knowledge of the authors, all practical finite difference schemes based on adaptive tensor decompositions such as (6), feature coefficients with Lipschitz regularity, but not better, see [4, 12, 16, 34]. This is often sufficient to establish the convergence of the numerical methods, yet improved convergence rates may be established if the coefficients have a higher order regularity, see for instance Theorem 1.4 and the discussion of [20, 32] in Appendix A. In this paper, we present a matrix decomposition with Lipschitz coefficients in dimension $d \leq 4$, and a smooth (hence grad-Lipschitz) decomposition in dimension $d=2$, see Theorems 1.6 and 1.8 below respectively.
- The $\varepsilon$-Spanning assumption ensures that the graph underlying the numerical scheme is locally connected, see Section 55. If this was not the case, then the sub-grids of $h \mathbb{Z}^{d}$ corresponding (for instance) to the points with an even or odd sum of coordinates could be disconnected, leading to chessboard artifacts, see (34). In this paper, we establish regularity properties of the solutions of discretized PDEs under this assumption, ruling out these artifacts, see Theorem 1.3 .

We further motivate Definition 1.2 by establishing stability and convergence results under these assumptions for the numerical scheme (5). For that purpose, define

$$
\begin{equation*}
\mathcal{Q}_{h}(u):=h^{d} \sum_{x \in \mathbb{T}_{h}^{d}} \mathcal{Q}_{h}^{x}(u), \quad \text { where } \mathcal{Q}_{h}^{x}(u):=\frac{1}{2} \sum_{\substack{e \in \mathcal{Z}^{d} \\ \sigma= \pm 1}} \lambda^{e}(x)\left(\frac{u(x+\sigma h e)-u(x)}{h}\right)^{2}, \tag{8}
\end{equation*}
$$

for any $u: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$ and any $x \in \mathbb{T}_{h}^{d}$, in such way that $-\left\langle\mathcal{L}_{h} u, u\right\rangle=\mathcal{Q}_{h}(u)$. Our first result is a coercivity estimate relating the discrete elliptic energy $Q_{h}$ to the discrete $L_{h}^{2}$ norm of
the discrete gradient vector $\nabla_{h} u(x) \in \mathbb{R}^{d}$, where $\|u\|_{L_{h}^{2}}^{2}:=\langle u, u\rangle_{L_{h}^{2}}$ and

$$
\nabla_{h} u(x):=\left(\frac{u\left(x+h b_{i}\right)-u(x)}{h}\right)_{1 \leq i \leq d}, \quad\langle u, v\rangle_{L_{h}^{2}}:=h^{d} \sum_{x \in \mathbb{T}_{h}^{d}} u(x) v(x)
$$

Strictly speaking, (9) is only a semi-coercivity estimate, since constant functions are in the kernel of $\mathcal{L}_{h}$, but the semi- prefix is dropped in the text for concision and readability.

Theorem 1.3 (Coercivity of the discrete elliptic energy). Consider weights $\lambda: \mathbb{T}^{d} \rightarrow \Lambda_{d}$ which are bounded by $\lambda_{\max }, R$-supported, $K$-Lipschitz, and $\varepsilon$-Spanning, for some constants $\lambda_{\max }, R, K, \varepsilon>0$. Then for all $0<h \leq h_{0}$ and all $u: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$ one has

$$
\begin{equation*}
c\left\|\nabla_{h} u\right\|_{L_{h}^{2}}^{2} \leq Q_{h}(u) \leq C\left\|\nabla_{h} u\right\|_{L_{h}^{2}}^{2}, \tag{9}
\end{equation*}
$$

where the constants $C, c>0$ and $h_{0}>0$ only depend on $\left(\lambda_{\max }, R, K, \varepsilon\right)$.
We next establish a convergence rate for the scheme solutions, with periodic boundary conditions for simplicity. Let us acknowledge here that adapting the scheme to maintain similar convergence rates on a bounded domain, with e.g. Dirichlet or Neumann boundary conditions, is a non-trivial problem especially in the case of wide stencil schemes such as (5), which we regard as an opportunity for future work. We denote by $\mathrm{T}_{h}^{1}$ the convolution operator with the indicator function of the unit cube $[-h / 2, h / 2]^{d}$.

Theorem 1.4 (Convergence rate, elliptic equation). Consider a diffusion tensor field $\mathcal{D}$ : $\mathbb{T}^{d} \rightarrow \mathcal{S}_{d}^{++}$and coefficients $\lambda: \mathbb{T}^{d} \rightarrow \Lambda_{d}$ obeying the $\mathcal{D}$-consistency, $R$-support, $K$-Lipschitz (resp. K-grad-Lipschitz) and $\varepsilon$-spanning properties. Consider a r.h.s. $f \in L^{2}\left(\mathbb{T}^{d}\right)$, with zero mean, and let $f_{h}:=\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{1} f$. Denote by $u: \mathbb{T}^{d} \rightarrow \mathbb{R}$ and $u_{h}: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$ a solution to $\mathcal{L} u=f$ and $\mathcal{L}_{h} u_{h}=f$ respectively, and assume that $\left\|\nabla^{2} u\right\|_{L^{2}}$ (resp. $\left\|\nabla^{3} u\right\|_{L^{2}}$ ) is finite. Then

$$
\left\|\nabla_{h}\left(\Pi_{h}^{1} u-u_{h}\right)\right\|_{L_{h}^{2}} \leq C h\left\|\nabla^{2} u\right\|_{L^{2}} . \quad\left(\text { resp. }\left\|\nabla_{h}\left(\Pi_{h}^{1} u-u_{h}\right)\right\|_{L_{h}^{2}} \leq C h^{2}\left\|\nabla^{3} u\right\|_{L^{2}},\right)
$$

for all $0<h \leq h_{0}$, where $h_{0}>0$ and $C$ only depend on $\left(\|\mathcal{D}\|_{\infty}, R, K, \varepsilon\right)$.

### 1.2 Voronoi's decomposition and variants

The discretization of anisotropic differential operators by finite differences naturally leads to a matrix decomposition problem, as illustrated in Section 1.1 and Appendix A, whose coefficients should obey a number of properties, summarized in Definition 1.2. In the following, we describe an efficient method for computing such decompositions, leveraging (variants of) a tool from discrete geometry known as Voronoi's first reduction of quadratic forms [28]. For that purpose, define for all $D \in \mathcal{S}_{d}^{++}$

$$
\begin{equation*}
\Lambda(D):=\underset{\lambda \in \Lambda_{d}}{\operatorname{argmax}}\left\{\sum_{e \in \mathcal{Z}_{d}} \lambda^{e} \mid \sum_{e \in \mathcal{Z}_{d}} \lambda^{e} e e^{\top}=D\right\} . \tag{10}
\end{equation*}
$$

In other words, $\Lambda(D)$ collects the decompositions of the symmetric positive definite matrix $D$ whose offsets $e \in \mathcal{Z}_{d}$ have integer entries, and whose sum of weights $\lambda^{e}$ is maximal. Note that the definition (1) of the search space $\Lambda_{d}$ requires that the coefficients $\lambda^{e} \geq 0$ are non-negative (and finitely supported), so that (10) has the structure of a linear program with infinitely many unknowns and constraints.

Voronoi's first reduction [28] is classically defined as the dual linear program to 10], see Section 2. It benefits from invariances and symmetries, under the group GL( $\left.\mathbb{Z}^{d}\right)$ of unimodular change of coordinates (22), which have been extensively studied and enable in particular the classification of the vertices of the skeletal structure of the associated polyhedron in dimension $d \leq 8[7,31]$. The following result describes the set (10] in dimension $d \leq 4$, and specifies an element $\lambda(D)$ within it.

Proposition 1.5. For each $D \in S_{d}^{++}, 2 \leq d \leq 4$, we have the following description of the set $\Lambda(D)$, within which we select the following element $\lambda(D)$ :

- If $d \in\{2,3\}$, then $\Lambda(D)$ is a singleton, and $\lambda(D)$ is defined as its unique element.
- If $d=4$, then $\Lambda(D)$ is either a singleton or an equilateral triangle, and $\lambda(D)$ is defined as either its unique element or its barycenter.

We emphasize that Proposition 1.5 is completely practical, in the sense that $\lambda(D)$ can be computed in a fast and reliable manner. A pseudo-code is presented in Section 3, and numerical codes are provided ${ }^{17}$, extending the works [4, 16]. Recall that the anisotropy ratio $\mu(D):=\sqrt{\|D\|\left\|D^{-1}\right\|}$ is defined as the square root of the condition number of $D \in \mathcal{S}_{d}^{++}$. For concreteness, we illustrate on Fig. 1 the coefficients $\lambda(D)$ as $D \in \mathcal{S}_{d}^{++}$varies, for both the decomposition of Proposition 1.5 and the smooth variant of Theorem 1.8.

Theorem 1.6. The mapping $\lambda: S_{d}^{++} \rightarrow \Lambda_{d}$, where $2 \leq d \leq 4$, obeys the following properties: for any $D, D^{\prime} \in \mathcal{S}_{d}^{++}$, denoting $\mu:=\max \left\{\mu(D), \mu\left(D^{\prime}\right)\right\}$,

- Consistency, in the sense that $D=\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}(D) e e^{\top}$.
- $R(\mu)$-Support, in the sense that $\|e\| \leq R(\mu)$ for all $e \in \operatorname{supp}(\lambda)$.
- $K(\mu)$-Lipschitz, in the sense that $\left|\lambda^{e}(D)-\lambda^{e}\left(D^{\prime}\right)\right| \leq K(\mu)\left\|D_{1}-D_{2}\right\|$.
- $\varepsilon$-Spanning, in the sense that in there exists $e_{1}, \cdots, e_{d} \in \mathcal{Z}_{d}$ such that $\mid \operatorname{det}\left(e_{1}, \cdots\right.$, $\left.e_{d}\right) \mid=1$ and $\min \left\{\lambda^{e_{1}}(D), \cdots, \lambda^{e_{d}}(D)\right\} \geq \varepsilon \lambda_{\min }(D)$.
We denoted $R(\mu):=C \mu, K(\mu):=C \mu^{2}$ with constants $C=C(d)$ and $\varepsilon=\varepsilon(d)>0$.
The $R(\mu)$-support estimate is actually established in arbitrary dimension, see Theorem 4.3. with explicit (but not sharp) constants (31) in dimension $d \leq 4$. It was previously

[^1]only known in dimension $d \in\{2,3\}$ [21], and in arbitrary dimension $d$ with a sub-optimal estimate $R(\mu)=C \mu^{d-1}$ [22, Proposition 1.1]. The Lipschitz and Spanning properties were established in dimension $d \in\{2,3\}$ in [3]. The definition of $\lambda(D)$ in dimension $d=4$ from Proposition 1.5 is original to our knowledge, and ensures that those coefficients are uniquely defined and obey the Lipschitz and Spanning properties of Theorem 1.6. By an immediate composition argument, we obtain the properties of Definition 1.2.

Corollary 1.7. Let $\mathcal{D}: X \rightarrow \mathcal{S}_{d}^{++}$be Lipschitz, bounded, and of bounded condition number, where $2 \leq d \leq 4$ and $X$ is a metric space. Define $\lambda^{e}(x):=\lambda^{e}(\mathcal{D}(x))$, for all $x \in X, e \in \mathcal{Z}_{d}$. Then $\lambda: X \rightarrow \Lambda_{d}$ is $\mathcal{D}$-Consistent, $R$-Supported, $K$-Lipschitz, and $\varepsilon$-Spanning, where $R$, $K$, and $\varepsilon>0$, only depend on $\|\mathcal{D}\|_{\infty},\|\mu(\mathcal{D})\|_{\infty}$, and the Lipschitz constant of $\mathcal{D}$.

A shortcoming of the decomposition of Proposition 1.5 is that $D \in \mathcal{S}_{d}^{++} \mapsto \lambda^{e}(D)$ has Lipschitz regularity but not better, for any $e \in \mathcal{Z}_{d}$. This decomposition coefficient is in fact piecewise linear w.r.t. $D$, a property inherited from the structure of Voronoi's first reduction as a linear program. For this reason we introduce an alternative smooth decomposition, in dimension $d=2$.

Theorem 1.8. There is a computable decomposition $\tilde{\lambda} \in C^{\infty}\left(\mathcal{S}_{2}^{++}, \Lambda_{2}\right)$ which is consistent, $C \mu$-supported, $C \mu^{2}$-Lipschitz, $C \mu^{4} / \lambda_{\min }$-grad-Lipschitz, and $\varepsilon$-Spanning, for some $C, \varepsilon>0$.

Remark 1.9 (Dimensions 5 and 6). For a matrix $D \in \mathcal{S}_{d}^{++}$of arbitrary dimension $d$, the set $\Lambda(D)$ is a finite dimensional compact convex polytope. A decomposition $\lambda(D) \in \Lambda(D)$ may be computed at a reasonable numerical cost if $d \in\{5,6\}$, using a direct extension of the techniques presented in this paper. An important caveat, however, is that no selection principle of $\lambda(D) \in \Lambda(D)$ is able to ensure the spanning property, see (32). Dimension $d=5$ may be relevant in some medical data processing techniques [14], which involve solving anisotropic PDEs on $\mathbb{R}^{3} \times \mathbb{S}^{2}$, whereas dimension $d=6$ may open applications to three dimensional elasticity, whose anisotropy coefficients are gathered in a six-dimensional Hooke tensor. We regard those potential applications are opportunities for future work.

Organization. After some discussion of Voronoi's first reduction in Section 2, we prove Proposition 1.5 in Section 3. The parts of Theorem 1.6 related to Lipschitz regularity, support radius, and spanning property, are established in Sections 3 to 5 respectively. Theorem 1.8 is proved in Section 6. Finally, we discuss in Appendix B the defects of some apparently straightforward constructions of smooth and spanning decompositions.

## 2 Voronoi's first reduction of positive quadratic forms

Voronoi's first reduction [33] is a tool from the field of lattice geometry [28], with applications in sphere packing, arithmetic, and PDE discretizations in this paper and 22. In


Figure 1: Illustration of the proposed decompositions of $D(t)=(1-t) D_{0}+t D_{1}$, where $D_{0}, D_{1} \in S_{d}^{++}$are chosen arbitrarily. The curves represent coefficients $t \in[0,1] \mapsto \lambda^{e}(D(t))$, where the vector $e \in \mathcal{Z}_{d}$ is indicated in the legend. Top : $d=4$, decomposition of Proposition 1.5. Middle : $d=2$, Selling's decomposition, also used in Proposition 1.5 Bottom : $d=2$, with the alternative smooth decomposition of Theorem 1.8.
this section, we show its duality with the matrix decomposition problem 10 in Proposition 2.3, and present a (known) structural result in dimension $d \leq 4$ in Proposition 2.8. This tool was originally intended for classifying positive quadratic forms up to arithmetical equivalence.

Definition 2.1 (Arithmetical equivalence). Two matrices $M, M^{\prime} \in \mathcal{S}_{d}$ are said arithmetically equivalent if there exists $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ such that $M^{\prime}=A^{\top} M A$.

Voronoi's first reduction $\operatorname{Vor}(D)$ of $D \in \mathcal{S}_{d}^{++}$is defined similarly to a linear program, although with infinitely many constraints. Its modern presentation involves an auxiliary object $\mathcal{M}_{d} \subset \mathcal{S}_{d}$, referred to as Ryskov's polyhedron:

$$
\begin{equation*}
\operatorname{Vor}(D):=\min _{M \in \mathcal{M}_{d}} \operatorname{Tr}(D M), \quad \mathcal{M}_{d}:=\left\{M \in \mathcal{S}_{d} \mid \forall e \in \mathcal{Z}_{d},\langle e, M e\rangle \geq 1\right\} \tag{11}
\end{equation*}
$$

The optimization problem $\sqrt[11]{ }$ is well-posed, as proved by Voronoi himself 28,33 .
Theorem 2.2 (Voronoi). Ryskov's polyhedron is a subset of $\mathcal{S}_{d}^{++}$, on which the determinant is positively bounded below. It is a locally finite polyhedron, in the sense that finitely many constraints are active locally in the neighborhood of any point. It has finitely many equivalence classes of vertices for the relation of arithmetical equivalence. The linear program $\operatorname{Vor}(D)$ is well-posed in the sense that the collection of minimizers of (11) is non-empty and compact for any $D \in \mathcal{S}_{d}^{++}$.

For any $M \in \mathcal{S}_{d}^{++}$we define the sets

$$
\begin{equation*}
\mathcal{S}^{++}(M)=\left\{D \in \mathcal{S}_{d}^{++} \mid \operatorname{Vor}(D)=\operatorname{Tr}(D M)\right\}, \quad \Xi(M):=\left\{e \in \mathcal{Z}_{d} \mid\langle e, M e\rangle \leq 1\right\} \tag{12}
\end{equation*}
$$

If $M$ belongs to Ryskov's polyhedron $\mathcal{M}_{d}$, then $\mathcal{S}^{++}(M)$ collects all matrices $D \in \mathcal{S}_{d}^{++}$for which $M$ is optimal in 11 , left), whereas $\Xi(M)$ denotes the set of active constraints in 11 , right). Note that $\mathcal{S}^{++}(M)$ is convex, and that $\Xi(M)$ is finite by Theorem 2.2 .

We establish below some duality relations between the linear program 10 defining our discretization and Voronoi's first reduction (11).

Proposition 2.3. Let $M \in \mathcal{M}_{d}$ and let $D \in \mathcal{S}^{++}(M)$. Then the set $\Lambda(D)$ of maximizers in 10 is a nonempty convex compact polytope characterized by

$$
\begin{equation*}
\Lambda(D)=\left\{\lambda \in \Lambda_{d} \mid \operatorname{supp}(\lambda) \subset \Xi(M), \sum_{e \in \Xi(M)} \lambda^{e} e e^{\top}=D\right\} \tag{13}
\end{equation*}
$$

Proof. For now, we waive the constraint that $\lambda$ is finitely supported in 10 , and we define

$$
\begin{equation*}
\Lambda^{\prime}(D):=\underset{\lambda \in l_{w}^{1}\left(\mathcal{Z}_{d}\right)}{\operatorname{argmax}}\left\{\sum_{e \in \mathcal{Z}_{d}} \lambda^{e} \mid \lambda \succeq 0, \sum_{e \in \mathcal{Z}_{d}} \lambda^{e} e e^{\top}=D\right\}=\underset{\lambda \in l_{w}^{1}\left(\mathcal{Z}_{d}\right)}{\operatorname{argmax}}(-f(\lambda)-g(A \lambda)) \tag{14}
\end{equation*}
$$

where the vector space $l_{w}^{1}\left(\mathcal{Z}_{d}\right):=\left\{\lambda:\left.\mathcal{Z}_{d} \rightarrow \mathbb{R}| | \lambda\right|_{l_{w}^{1}}<+\infty\right\}$ is equipped with the norm $|\cdot|_{l_{w}^{1}}: \lambda \mapsto \sum_{e \in \mathcal{Z}_{d}}|e|^{2}\left|\lambda^{e}\right|$, and

$$
f(\lambda):=\chi_{\{\lambda \succeq 0\}}-\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}, \quad A \lambda:=\sum_{e \in \mathcal{Z}_{d}} \lambda^{e} e e^{\top}, \quad g(P):=\chi_{\{P=D\}},
$$

where $\chi_{A}(x):=0$ if $x \in A$ and $\infty$ otherwise denotes the characteristic function of a set $A$. The choice of the norm $|\cdot|_{l_{w}^{1}}$ is justified by the fact that any admissible $\lambda$ in (14) satisfies

$$
\begin{equation*}
|\lambda|_{l_{w}^{1}}=\operatorname{Tr}\left(\sum_{e \in \mathcal{Z}_{d}} \lambda^{e} e e^{\top}\right)=\operatorname{Tr}(D)<+\infty \tag{15}
\end{equation*}
$$

The minimization problem (11) is the dual to (14), in the sense of Fenchel's duality theorem [1. Theorem 1.113]. Therefore, if $M \in \mathcal{M}_{d}$ is optimal in (11), then for any $\lambda \in l_{w}^{1}$ admissible in (14),

$$
\begin{equation*}
0 \leq \operatorname{Vor}(D)-\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}=\operatorname{Tr}(D M)-\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}=\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}(\langle e, M e\rangle-1) . \tag{16}
\end{equation*}
$$

Moreover, the constraint qualification condition $0 \in \operatorname{int}(\operatorname{dom} g-A \operatorname{dom} f)$ (equivalently $D \in \operatorname{int}(A \operatorname{dom} f)$, where $\left.A \operatorname{dom} f=\left\{\sum_{e \in \mathcal{Z}^{d}} \lambda^{e} e e^{\top} \mid \lambda \in l_{w}^{1}\left(\mathcal{Z}_{d}\right), \lambda \succeq 0\right\}\right)$ is satisfied, since $D$ may be approximated by symmetric positive definite matrices with rational eigenvectors. Therefore the inequality in (16) is an equality if and only if $\lambda \in \Lambda^{\prime}(D)$. Using that all terms in the right-hand side of (16) are nonnegative, we deduce that an admissible $\lambda$ in (14) belongs to $\Lambda^{\prime}(D)$ if and only if it is supported on $\Xi(M)$. In particular, any $\lambda \in \Lambda^{\prime}(D)$ is finitely supported, thus $\Lambda(D)=\Lambda^{\prime}(D)$ and (13) holds. The compactness of $\Lambda(D)$ follows from the fact that any $\lambda$ in the finite-dimensional set $\Lambda(D)$ satisfies (15).

Proposition 2.3 above admits a converse, Proposition 2.4 implying that for all $M \in \mathcal{M}_{d}$

$$
\begin{equation*}
\mathcal{S}^{++}(M)=\mathcal{S}_{d}^{++} \cap\left\{\sum_{e \in \mathcal{Z}_{d}} \lambda^{e} e e^{\top} \mid \lambda: \mathcal{Z}_{d} \rightarrow[0, \infty[, \operatorname{supp}(\lambda) \subset \Xi(M)\} .\right. \tag{17}
\end{equation*}
$$

Proposition 2.4. Let $D \in \mathcal{S}_{d}^{++}$and $M \in \mathcal{M}_{d}$. Assume that $D=\sum_{e \in \Xi(M)} \lambda^{e} e e^{\top}$ and that $\operatorname{supp}(\lambda) \subset \Xi(M)$, for some $\lambda \in \Lambda_{d}$. Then $D \in \mathcal{S}^{++}(M)$ and $\lambda \in \Lambda(D)$.

Proof. Let $M^{\prime} \in \mathcal{M}_{d}$. Then, for any $e \in \Xi(M)$, one has $\left\langle e, M^{\prime} e\right\rangle \geq 1=\langle e, M e\rangle$. It follows that

$$
\operatorname{Tr}\left(D M^{\prime}\right)=\sum_{e \in \Xi(M)} \lambda^{e}\left\langle e, M^{\prime} e\right\rangle \geq \sum_{e \in \Xi(M)} \lambda^{e}\langle e, M e\rangle=\operatorname{Tr}(D M) .
$$

Thus $M$ is optimal in (11), and we deduce using Proposition 2.3 that $\lambda \in \Lambda(D)$.

In order to proceed with the proof of Theorem 1.6, we need a more precise description of Ryskov's polyhedron $\mathcal{M}_{d}$. The vertices of $\mathcal{M}_{d}$ are classically called perfect forms 33], and we denote their set as

$$
\operatorname{Perfect}(d):=\left\{M \in \mathcal{M}_{d} \mid \operatorname{Span}_{\mathbb{R}}\left\{e e^{\top} \mid e \in \Xi(M)\right\}=\mathcal{S}_{d}\right\}
$$

For any perfect form $M \in \operatorname{Perfect}(d)$, we denote by

$$
\mathcal{N}(M):=\left\{M^{\prime} \in \operatorname{Perfect}(d) \mid \operatorname{dim}\left(\operatorname{Span}_{\mathbb{R}}\left\{e e^{\top} \mid e \in \Xi(M) \cap \Xi\left(M^{\prime}\right)\right\}\right)=d(d+1) / 2-1\right\}
$$

the collection of neighbor vertices of $M$ in $\mathcal{M}_{d}$, where $d(d+1) / 2=\operatorname{dim}\left(\mathcal{S}_{d}\right)$. Note that

$$
\begin{equation*}
\mathcal{S}^{++}(M)=\left\{D \in \mathcal{S}_{d}^{++} \mid \operatorname{Tr}(D M) \leq \operatorname{Tr}\left(D M^{\prime}\right), \forall M^{\prime} \in \mathcal{N}(M)\right\} \tag{18}
\end{equation*}
$$

by the usual optimality condition in linear programs. The polyhedral structure of $\mathcal{M}_{d}$ is compatible with the relation of arithmetical equivalence defined in Definition 2.1 .

Proposition 2.5. If $M \in \operatorname{Perfect}(d)$ and $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$, then $A^{\top} M A \in \operatorname{Perfect}(d)$ and

$$
\Xi\left(A^{\top} M A\right)=\left\{A^{-1} e \mid e \in \Xi(M)\right\}, \quad \mathcal{N}\left(A^{\top} M A\right)=\left\{A^{\top} M^{\prime} A \mid M^{\prime} \in \mathcal{N}(M)\right\}
$$

Proof. This follows directly from the definitions of $\mathcal{M}_{d}, \Xi(M)$, and $\mathcal{N}(M)$, and from the fact that for any $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ one has $\left\{A e \mid e \in \mathcal{Z}_{d}\right\}=\mathcal{Z}_{d}$.

The classification of perfect forms up to arithmetical equivalence is a classical problem in lattice geometry [7], whose complexity explodes as dimension increases, see [31] for the latest complete classification in dimension $d=8$. The discussion is fortunately simpler in dimension $d \leq 4$, and the only two relevant perfect forms are described in Propositions 2.6 and 2.7. There is a canonical perfect form, existing in arbitrary dimension $d$, and defined as follows: denoting $\mathbb{1}:=(1, \ldots, 1) \in \mathbb{Z}^{d}$,

$$
M_{d}^{*}:=\frac{1}{2}\left(\operatorname{Id}_{d}+\mathbb{1}^{\top}\right)=\frac{1}{2}\left(\begin{array}{cccc}
2 & 1 & \ldots & 1  \tag{19}\\
1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 1 \\
1 & \ldots & 1 & 2
\end{array}\right)
$$

The following identity will be useful: for any $D \in S_{d}$ with coefficients $\left(D_{i j}\right)_{i, j=1}^{d}$, one has

$$
\begin{equation*}
D=\sum_{1 \leq i \leq d}\left(\sum_{1 \leq j \leq d} D_{i j}\right) b_{i} b_{i}^{\top}-\sum_{1 \leq i<j \leq d} D_{i j}\left(b_{i}-b_{j}\right)\left(b_{i}-b_{j}\right)^{\top} \tag{20}
\end{equation*}
$$

The union of two sets $X$ and $Y$ known to be disjoint is denoted $X \sqcup Y$.

Proposition 2.6. The matrix $M_{d}^{*}$ is a perfect form, in any dimension $d \geq 1$, and

$$
\begin{equation*}
\Xi\left(M_{d}^{*}\right)=\left\{ \pm b_{i} \mid 1 \leq i \leq d\right\} \sqcup\left\{ \pm\left(b_{i}-b_{j}\right) \mid 1 \leq i<j \leq d\right\} . \tag{21}
\end{equation*}
$$

Proof. Let $e \in \mathcal{Z}_{d}$ be such that $1 \geq\left\langle e, M_{d}^{*} e\right\rangle=\left(|e|^{2}+\langle e, \mathbb{1}\rangle^{2}\right) / 2$. Then $|e|^{2} \leq 2$, and therefore $e$ has either one or two nonzero components, equal to $\pm 1$. In the latter case these components have opposite sign, since $\langle e, \mathbb{1}\rangle^{2}=0$. This establishes 21) and that $M_{d}^{*} \in \mathcal{M}_{d}$. Finally (20) shows that $\operatorname{Span}_{\mathbb{R}}\left\{e e^{\top} \mid e \in \Xi\left(M_{d}^{*}\right)\right\}=\mathcal{S}_{d}$, hence $M_{d}^{*} \in \operatorname{Perfect}(d)$.

In dimension $d=4$, the following is also a perfect form, which is not arithmetically equivalent to $M_{4}^{*}$ since it does not have the same determinant:

$$
M_{4}^{\prime}:=\frac{1}{2}\left(\begin{array}{llll}
2 & 1 & 1 & 0  \tag{22}\\
1 & 2 & 1 & 1 \\
1 & 1 & 2 & 1 \\
0 & 1 & 1 & 2
\end{array}\right) .
$$

Proposition 2.7. The matrix $M_{4}^{\prime}$ is a perfect form, and

$$
\begin{align*}
\Xi\left(M_{4}^{\prime}\right)= & \left\{ \pm b_{i} \mid 1 \leq i \leq 4\right\} \sqcup\left\{ \pm\left(b_{i}-b_{j}\right) \mid 1 \leq i<j \leq 4,\{i, j\} \neq\{1,4\}\right\}  \tag{23}\\
& \sqcup\left\{ \pm\left(b_{1}-b_{i}+b_{4}\right) \mid 2 \leq i \leq 3\right\} \sqcup\left\{ \pm\left(b_{1}-b_{2}-b_{3}+b_{4}\right)\right\} . \tag{24}
\end{align*}
$$

Proof. We compute $\Xi\left(M_{4}^{\prime}\right)$ using exhaustive enumeration and a computer assisted procedure, see [7, Proposition 7] for an alternative approach. If $\langle e, M e\rangle \leq 1$, for some $e \in \mathcal{Z}_{d}$ and $M \in \mathcal{S}_{d}^{++}$, then $|e|^{2} \leq \lambda_{\min }(M)^{-1}$. For any of the finitely many vectors $e \in \mathcal{Z}_{d}$ such that $|e|^{2} \leq \lambda_{\min }\left(M_{4}^{\prime}\right)^{-1}=(5+\sqrt{17}) / 2 \approx 4.56$, we check that $\left\langle e, M_{4}^{\prime} e\right\rangle \geq 1$ and gather the cases of equality in the r.h.s. of 23 . It follows that $M_{4}^{\prime} \in \mathcal{M}_{d}$, and since $\operatorname{Span}_{\mathbb{R}}\left\{e e^{\top} \mid e \in \Xi\left(M_{4}^{\prime}\right)\right\}=\mathcal{S}_{d}$, the matrix $M_{4}^{\prime}$ is a perfect form.

Comparing the cardinalities of the sets $\Xi\left(M_{4}^{*}\right)$ and $\Xi\left(M_{4}^{\prime}\right)$ of active constraints at points $M_{4}^{*}$ and $M_{4}^{\prime}$ (respectively 10 and 12 ) with the $\operatorname{dimension} \operatorname{dim}\left(\mathcal{S}_{4}\right)=10$ of the optimization space, we find that $M_{4}^{\prime}$ is a degenerate vertex of Ryskov's polyhedron $\mathcal{M}_{4}$, whereas $M_{4}^{*}$ is a nondegenerate vertex.

In dimension $d \in\{2,3\}$, there is only one equivalence class of perfect forms for the relation of arithmetical equivalence, associated with the representative $M_{d}^{*}$ as established by Gauss [17]. For this reason Voronoi's first reduction (11) is particularly simple to study and to compute, using Selling's algorithm [8, 30], see Section 3.1. In contrast there is in dimension $d=4$ one additional equivalence class of perfect forms, associated with the representative $M_{4}^{\prime}$, see [19].
Proposition $2.8(d \leq 3:[17], d=4:[19])$. Let $d \leq 4$, and define

$$
\begin{equation*}
\operatorname{Perfect}_{0}(d):=\left\{M_{4}^{*}\right\}, d \leq 3, \quad \operatorname{Perfect}_{0}(4):=\left\{M_{4}^{*}, M_{4}^{\prime}\right\} \tag{25}
\end{equation*}
$$

Then $\operatorname{Perfect}_{0}(d) \subset \operatorname{Perfect}(d)$ and each $M \in \operatorname{Perfect}(d)$ is arithmetically equivalent to exactly one element of $\operatorname{Perfect}_{0}(d)$.

In dimension $d \geq 5$, by Theorem 2.2, there exists similarly a finite set $\operatorname{Perfect}_{0}(d)$ containing exactly one representative of each equivalence class of perfect forms. Voronoi's proof is non-constructive, ans this set is only known explicitly in dimension $d \leq 8$ 31.

Elements of proof of Proposition 2.8, and discussion of Voronoi's algorithm. In addition to the historical references [17, 19], a modern proof is also presented in [7, Theorem 5]. Note that the inclusion $\operatorname{Perfect}_{0}(d) \subset \operatorname{Perfect}(d)$ follows from Propositions 2.6 and 2.7 .

Since the set of vertices of any polyhedron is connected for the adjacency relation, and in view of the invariance properties of Ryskov's polyhedron see Proposition 2.5, it suffices to check, for any $M \in \operatorname{Perfect}_{0}(d)$, that any $M^{\prime} \in \mathcal{N}(M)$ is arithmetically equivalent to some $M_{0} \in \operatorname{Perfect}_{0}(d)$. This enumeration technique is known as Voronoi's algorithm.

Remark 2.9. We implemented Voronoi's algorithm following [29], and observe that, in dimension $d=4$, all 10 neighbors of the nondegenerate vertex $M_{4}^{*}$ of $\mathcal{M}_{d}$ are arithmetically equivalent to $M_{4}^{\prime}$, while the degenerate vertex $M_{4}^{\prime}$ has 48 neighbors arithmetically equivalent to $M_{4}^{*}$ and 16 neighbors arithmetically equivalent to $M_{4}^{\prime}$. We also obtain the explicitly the unimodular matrices corresponding to the above arithmetic equivalence relations. This data is needed for the numerical implementation of the decomposition presented in Algorithm 2 .

## 3 Computing the decomposition

We explain in this section how one may compute in practice, and implement numerically, the decomposition $\lambda(D)$ of a matrix $D \in \mathcal{S}_{d}^{++}$defined in Proposition 1.5. After an optional preliminary step described in Remark 3.3, the procedure is to solve the minimization problem (11) known as Voronoi's first reduction using Algorithm 2, and then obtain the explicit coefficients as described in Propositions 3.4 and 3.5. As a side product, we establish in Proposition 3.7 the locally Lipschitz regularity of this decomposition, announced in Theorem 1.6. Finally, we discuss the special case $d \in\{2,3\}$ in Section 3.1.

```
Algorithm 1 Solving Voronoi's first reduction - abstract version
Initialization: Let \(M \in \operatorname{Perfect}(d)\) (for instance \(M \leftarrow M_{d}^{*}\) ).
While there exists \(M^{\prime} \in \mathcal{N}(M)\) such that \(\operatorname{Tr}\left(D M^{\prime}\right)<\operatorname{Tr}(D M)\) do \(M \leftarrow M^{\prime}\).
Return \(M\).
```

Since the cost minimized in (11) is linear, the minimum in attained at some vertex of Ryskov's polyhedron $\mathcal{M}_{d}$, which can be found by iterating over perfect forms in the manner described in Algorithm 1. This algorithm is however not directly implementable since we did not explain how the set $\mathcal{N}(M)$ is computed, for an arbitrary perfect form $M$. In practice, in order to benefit from the symmetries of Ryskov's polyhedron, we represent a perfect form $M$ by a pair $\left(M_{0}, A\right)$, where $M_{0} \in \operatorname{Perfect}_{0}(d), A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$, and $M=A^{\top} M_{0} A$. This yields Algorithm 2, which is equivalent to Algorithm 1 as shown by Proposition 2.5. Finally,

```
Algorithm 2 Solving Voronoi's first reduction — practical version
Initialization:
    Let \(M_{0} \in \operatorname{Perfect}_{0}(d)\) (for instance \(M \leftarrow M_{d}^{*}\) ).
    Let \(A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)\) (for instance \(\left.A \leftarrow I_{d}\right)\).
While there exists \(M \in \mathcal{N}\left(M_{0}\right)\) such that \(\operatorname{Tr}\left(D A^{\top} M A\right)<\operatorname{Tr}\left(D A^{\top} M_{0} A\right)\)
do
    look up a decomposition \(M=\left(A^{\prime}\right)^{\top} M_{0}^{\prime} A^{\prime}\) with \(M_{0}^{\prime} \in \operatorname{Perfect}_{0}(d)\) and \(A^{\prime} \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)\)
    \(M_{0} \leftarrow M_{0}^{\prime}\).
    \(A \leftarrow A^{\prime} A\).
Return \(M_{0}\) and \(A\).
```

given $M_{0} \in \operatorname{Perfect}_{0}(d)$, we use Voronoi's algorithm as described in Remark 2.9 to express each element of $\mathcal{N}\left(M_{0}\right)$ in the form $\left(A^{\prime}\right)^{\top} M_{0}^{\prime} A^{\prime}$, where $M_{0}^{\prime} \in \operatorname{Perfect}_{0}(d)$ and $A^{\prime} \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$. The numerical evaluation of $\operatorname{Tr}\left(D A^{\top} M A\right)=\operatorname{Tr}\left(\left[A D A^{\top}\right] M\right)$, for all $M \in \mathcal{N}\left(M_{0}\right)$, is made efficient by computing only once the matrix product $A D A^{\top}$, and recognizing the Frobenius inner product.

Proposition 3.1. For any $D \in \mathcal{S}_{d}^{++}$, Algorithm 1 terminates and returns a perfect form $M$ such that $D \in \mathcal{S}^{++}(M)$. Equivalently, Algorithm 2 terminates and returns a perfect form $M_{0} \in \operatorname{Perfect}_{0}(d)$ and a matrix $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ such that $D \in \mathcal{S}^{++}\left(A^{\top} M_{0} A\right)$.

Proof. By Theorem 2.2, for any $\alpha>0$, the set $\left\{M \in \mathcal{M}_{d} \mid \operatorname{Tr}(D M) \leq \alpha\right\}$ is a bounded polyhedron, in particular there are finitely many perfect forms $M$ such that $\operatorname{Tr}(D M) \leq \alpha$. Thus Algorithm 1 iterates over finitely many perfect forms $M$. Since the cost $\operatorname{Tr}(D M)$ decreases strictly at each iteration, the algorithm terminates. The returned $M$ satisfies $\operatorname{Tr}(D M) \leq \operatorname{Tr}\left(D M^{\prime}\right)$ for any $M^{\prime} \in \mathcal{N}(M)$, therefore it is a minimizer in 11), see 18).

Algorithm 2 returns a decomposition of the minimizer in the form $A^{\top} M_{0} A$ where $M_{0} \in$ $\operatorname{Perfect}_{0}(d)$ and $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$. This is useful since then, by the following proposition, we only need to know how to compute $\lambda(D)$ for matrices $D \in \mathcal{S}^{++}\left(M_{0}\right)$ for some $M_{0} \in \operatorname{Perfect}_{0}(d)$.

Proposition 3.2. Let $D \in \mathcal{S}^{++}\left(A^{\top} M_{0} A\right)$, for some $M_{0} \in \operatorname{Perfect}_{0}(d)$ and $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$. Then $A D A^{\top} \in \mathcal{S}^{++}\left(M_{0}\right)$, and one has (assuming $d \leq 4$ for the second identity)

$$
\begin{equation*}
\Lambda(D)=\left\{\left(\lambda^{A e}\right)_{e \in \mathcal{Z}_{d}} \mid \lambda \in \Lambda\left(A D A^{\top}\right)\right\}, \quad \lambda(D)=\left(\lambda^{A e}\left(A D A^{\top}\right)\right)_{e \in \mathcal{Z}_{d}} \tag{26}
\end{equation*}
$$

Proof. We deduce from the equality $\mathcal{M}_{d}=\left\{A^{\top} M A \mid M \in \mathcal{M}_{d}\right\}$ that

$$
\begin{aligned}
\operatorname{Vor}\left(A D A^{\top}\right) & =\min _{M \in \mathcal{M}_{d}} \operatorname{Tr}\left(A D A^{\top} M\right)=\min _{M \in \mathcal{M}_{d}} \operatorname{Tr}\left(D A^{\top} M A\right)=\min _{M \in \mathcal{M}_{d}} \operatorname{Tr}(D M)=\operatorname{Vor}(D) \\
& =\operatorname{Tr}\left(D A^{\top} M_{0} A\right)=\operatorname{Tr}\left(A D A^{\top} M_{0}\right) .
\end{aligned}
$$

The announced equalities (26) then follow directly from Propositions 2.3 and 2.5 .

Remark 3.3 (Basis reduction as a preliminary step to Voronoi's reduction). Computing the decomposition of $D \in \mathcal{S}_{d}^{++}$, or of $A^{\top} D A$ for some $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$, are equivalent problems by Proposition 3.2. However, the number of iterations of Algorithms 1 and 2, and thus the numerical cost, may be strongly reduced in the latter case, if the anisotropy ratio $\mu(D)$ is large and if the change of coordinates $A$ is well chosen, using typically a basis reduction method. In the special case of dimension $d \leq 3$, where Algorithm 1 reduces to Selling's algorithm presented Section [3.1, such a preprocessing is alluded to in [8, Remark 7.0.3], and it is shown in [16, Corollary 1 and Proposition 1] that Selling's algorithm terminates in a single step if the greedy lattice basis reduction algorithm [24, Fig 3] is used for preprocessing, which has complexity $\mathcal{O}(\ln \mu(D))$. Similar improvements can be expected in dimension $d=4$. However, these concerns appear mostly relevant for applications related to number theory where $\mu(D) \gg 100$, whereas for the comparably mild anisotropy ratios encountered in PDE discretizations our numerical experience suggests that the basis reduction preprocessing step is not essential.

We describe below how to compute $\lambda(D)$ when $D \in \mathcal{S}^{++}\left(M_{0}\right)$, for some perfect form of reference $M_{0} \in \operatorname{Perfect}_{0}(d)$, in dimension $d \leq 4$.

Proposition 3.4. Let $D \in \mathcal{S}^{++}\left(M_{d}^{*}\right)$, with coefficients $\left(D_{i j}\right)_{i j=1}^{d}$. Then $\Lambda(D)$ is a singleton, and

$$
\lambda^{e}(D)= \begin{cases}\sum_{j=1}^{d} D_{i j} & \text { if } e= \pm b_{i}, 1 \leq i \leq d  \tag{27}\\ -D_{i j} & \text { if } e= \pm\left(b_{i}-b_{j}\right), 1 \leq i<j \leq d \\ 0 & \text { else }\end{cases}
$$

Proof. By Proposition 2.3, the set $\Lambda(D)$ is non-empty, and any $\lambda \in \Lambda(D)$ satisfies supp $(\lambda) \subset$ $\Xi\left(M_{d}^{*}\right)$, where $\Xi\left(M_{d}^{*}\right)$ is described in Proposition 2.6, and moreover and $\sum_{e \in \Xi\left(M_{d}^{*}\right)} \lambda^{e} e e^{\top}=$ $D$. On the other hand, the collection of symmetric matrices $\mathcal{B}:=\left\{e e^{\top} \mid e \in \Xi\left(M_{d}^{*}\right)\right\}$ has cardinality $\#(\mathcal{B}):=d(d+1) / 2=\operatorname{dim}\left(\mathcal{S}_{d}\right)$ and $\operatorname{Span}_{\mathbb{R}} \mathcal{B}=\mathcal{S}_{d}$ as established in Proposition 2.6, thus $\mathcal{B}$ is a basis of $\mathcal{S}_{d}$. It follows that there exists exactly one $\lambda: \Xi\left(M_{d}^{*}\right) \rightarrow \mathbb{R}$ such that $\sum_{e \in \Xi\left(M_{d}^{*}\right)} \lambda^{e} e e^{\top}=D$, namely the one defined by 27 , which concludes.

Proposition 3.5. Let $D \in \mathcal{S}^{++}\left(M_{4}^{\prime}\right)$, with coefficients $\left(D_{i j}\right)_{i, j=1}^{d}$. For any $\alpha, \beta, \gamma \in \mathbb{R}$,
let $\lambda_{\alpha, \beta, \gamma}(D): \mathcal{Z}_{4} \rightarrow \mathbb{R}$ be defined by

$$
\lambda_{\alpha, \beta, \gamma}^{e}(D):= \begin{cases}D_{i 1}+D_{i 2}+D_{i 3}+D_{i 4}+\gamma & \text { if } e= \pm b_{i}, i \in\{1,4\} \\ D_{21}+D_{22}+D_{23}+D_{24}+\alpha & \text { if } e= \pm b_{2}, \\ D_{31}+D_{32}+D_{33}+D_{34}+\beta & \text { if } e= \pm b_{3}, \\ -D_{i 2}-D_{14}+\beta & \text { if } e= \pm\left(b_{i}-b_{2}\right), i \in\{1,4\}, \\ -D_{i 3}-D_{14}+\alpha & \text { if } e= \pm\left(b_{i}-b_{3}\right), i \in\{1,4\}, \\ -D_{23}+D_{14}+\gamma & \text { if } e= \pm\left(b_{2}-b_{3}\right), \\ \alpha & \text { if } e= \pm\left(b_{1}-b_{2}+b_{4}\right), \\ \beta & \text { if } e= \pm\left(b_{1}-b_{3}+b_{4}\right), \\ D_{14}+\gamma & \text { if } e= \pm\left(b_{1}-b_{2}-b_{3}+b_{4}\right), \\ 0 & \text { else. }\end{cases}
$$

Then $\Lambda(D)$ is an equilateral triangle, non-empty but possibly reduced to a single point, characterized by

$$
\Lambda(D)=\left\{\lambda_{\alpha, \beta, \gamma}(D) \mid \alpha \geq \alpha_{*}(D), \beta \geq \beta_{*}(D), \gamma \geq \gamma_{*}(D), \alpha+\beta+\gamma=0\right\}
$$

whose barycenter has parameters $(\alpha, \beta, \gamma)=\left(\alpha_{*}, \beta_{*}, \gamma_{*}\right)-\frac{1}{3}\left(\alpha_{*}+\beta_{*}+\gamma_{*}\right) \mathbb{1}$, and where

$$
\begin{aligned}
\alpha_{*}(D) & :=\max \left\{-D_{21}-D_{22}-D_{23}-D_{24}, D_{13}+D_{14}, D_{34}+D_{14}, 0\right\}, \\
\beta_{*}(D) & :=\max \left\{-D_{31}-D_{32}-D_{33}-D_{34}, D_{12}+D_{14}, D_{24}+D_{14}, 0\right\} \\
\gamma_{*}(D) & :=\max \left\{-D_{11}-D_{12}-D_{13}-D_{14},-D_{41}-D_{42}-D_{43}-D_{44}, D_{23}-D_{14},-D_{14}\right\} .
\end{aligned}
$$

Proof. Let $\Lambda_{*}(D):=\left\{\lambda: \Xi\left(M_{4}^{\prime}\right) \rightarrow \mathbb{R} \mid \operatorname{supp}(\lambda) \subset \Xi\left(M_{4}^{\prime}\right), \sum_{e \in \Xi\left(M_{4}^{\prime}\right)} \lambda^{e} e e^{\top}=D\right\}$, so that $\Lambda(D)=\left\{\lambda \in \Lambda_{*}(D) \mid \lambda \succeq 0\right\}$. Recall that elements of $\Xi\left(M_{4}^{\prime}\right)$ are described in Proposition 2.7. Since $\#\left(\Xi\left(M_{4}^{\prime}\right)\right)=12=\operatorname{dim}\left(\mathcal{S}_{4}\right)+2$, and $\operatorname{Span}_{\mathbb{R}}\left\{e e^{\top} \mid e \in \Xi\left(M_{4}^{\prime}\right)\right\}=\mathcal{S}_{d}$ by definition of a perfect form, the set $\Lambda_{*}(D)$ is a two-dimensional affine space. We compute that $\Lambda_{*}(D)=\left\{\lambda_{\alpha, \beta, \gamma}(D) \mid \alpha, \beta, \gamma \in \mathbb{R}, \alpha+\beta+\gamma=0\right\}$, from which the result follows.

In addition to explaining how to compute $\lambda(D)$, the above propositions also allow us to establish, in Proposition 3.7 below, the part of Theorem 1.6 about the Lipschitz regularity of the coefficients $\lambda$ of the matrix decomposition. We first obtain a lower bound on the norm of the obtained unimodular transformation.
Proposition 3.6. Let $D \in \mathcal{S}^{++}\left(A^{\top} M_{0} A\right)$, with $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ and $M_{0} \in \operatorname{Perfect}_{0}(d)$. Then $\left\|A D^{\frac{1}{2}}\right\| \leq C \lambda_{\max }(D)^{\frac{1}{2}}$, and in particular $\|A\| \leq C \mu(D)$, for some constant $C=C(d)$.
Proof. Using successively (i) the fact that the identity matrix belongs to Ryskov's polyhedron, and (ii) the optimality of $M=A^{\top} M_{0} A$, we obtain that

$$
d \lambda_{\max }(D) \geq \operatorname{Tr}(D) \geq \operatorname{Tr}\left(D A^{\top} M_{0} A\right) \geq \lambda_{\max }\left(A D A^{\top}\right) \lambda_{\min }\left(M_{0}\right)=\left\|A D^{\frac{1}{2}}\right\|^{2} \lambda_{\min }\left(M_{0}\right)
$$

This establishes the first estimate. We conclude noting that $\left\|A D^{\frac{1}{2}}\right\| \geq\|A\| \lambda_{\min }(D)^{\frac{1}{2}}$.

Proposition 3.7. Assume that $d \leq 4$, and equip $\Lambda_{d}$ with the norm $|\cdot|_{\infty}: \lambda \mapsto \max _{e \in \mathcal{Z}_{d}}\left|\lambda^{e}\right|$. Then the mapping $D \in \mathcal{S}_{d}^{++} \mapsto \lambda(D)$ is locally Lipschitz continuous, with dilatation coefficient bounded by $C \mu(D)^{2}$ for some constant $C$.

Proof. We deduce easily from Propositions 3.4 and 3.5 that the mapping $\lambda$ is Lipschitz continuous on $\bigcup_{M_{0} \in \operatorname{Perfect}_{0}(d)} \mathcal{S}^{++}\left(M_{0}\right)$, with some dilatation coefficient $K_{0}>0$.

Let $D_{1}, D_{2} \in \mathcal{S}_{d}^{++}, I:=\left\{t D_{1}+(1-t) D_{2} \mid t \in[0,1]\right\}$, and $\mu:=\max \{\mu(D) \mid D \in$ $I\}=\max \left\{\mu\left(D_{1}\right), \mu\left(D_{2}\right)\right\}$. We consider the restriction of the mapping $\lambda$ to the segment I. If $M=A^{\top} M_{0} A \in \operatorname{Perfect}(d)$, where $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ and $M_{0} \in \operatorname{Perfect}_{0}(d)$, is such that $I \cap \mathcal{S}^{++}(M)$ is nonempty, then $\|A\| \leq C \mu$ by Proposition 3.6. Since there are only finitely many $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ such that $\|A\| \leq C \mu$, it follows that $I$ is the union of finitely many closed segments $I \cap \mathcal{S}^{++}(M)$. By Proposition 3.2 and the above, $\lambda$ is Lipschitz continuous on the segment $I \cap \mathcal{S}^{++}\left(A^{\top} M_{0} A\right)$, with dilatation coefficient $K_{0}\|A\|^{2} \leq K_{0} C^{2} \mu^{2}$. Thus $\lambda$ is $K(\mu)$-Lipschitz on the whole segment $I$, where $K(\mu):=K_{0} C^{2} \mu^{2}$.

### 3.1 Selling's algorithm and formula

Selling's algorithm [8,30 can be regarded as a reformulation and a simplification of Algorithm 2 in dimension $d \in\{2,3\}$, taking advantage of the fact that $\operatorname{Perfect}_{0}(d)$ is a singleton, see Proposition 2.8. We briefly present this approach and the related concept of superbase of a lattice, for concreteness and in order to develop a two-dimensional variant with smooth coefficients in Section 6 .

Definition 3.8. A superbase of $\mathbb{Z}^{d}$ is a tuple $v:=\left(v_{0}, \cdots, v_{d}\right) \in\left(\mathbb{Z}^{d}\right)^{d+1}$ such that $\left|\operatorname{det}\left(v_{1}, \cdots, v_{d}\right)\right|=1$ and $v_{0}+\cdots+v_{d}=0$. We define $M_{v}:=\frac{1}{2} \sum_{0 \leq i \leq d} v_{i} v_{i}^{\top} \in \mathcal{S}_{d}^{++}$.

Remark 3.9. The canonical superbase is $\left(b_{0}, \cdots, b_{d}\right)$ where $\left(b_{i}\right)_{i=1}^{d}$ is the canonical basis of $\mathbb{R}^{d}$, and $b_{0}:=-\mathbb{1}$ in such way that $b_{0}+\cdots+b_{d}=0$. Any superbase ( $v_{0}, \cdots, v_{d}$ ) can be obtained by a linear change of variables, $v_{i}=A b_{i}$ for all $0 \leq i \leq d$, for some $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$, and this defines a bijection between the collections of superbases and of unimodular matrices.

We show in Propositions 3.10 and 3.11 that perfect forms arithmetically equivalent to $M_{d}^{*}$ can be parametrized by superbases, uniquely up to a permutation and a global change of sign. The perfect form's optimality in Voronoi's reduction 11) is characterized by a geometrical obtuseness property of the superbase in Proposition 3.12.

Proposition 3.10. A matrix $M \in \mathcal{S}_{d}^{++}$is arithmetically equivalent to $M_{d}^{*}$ iff $M=M_{v}$ for some superbase $v=\left(v_{0}, \cdots, v_{d}\right)$. Specifically $M_{v}=A M_{d}^{*} A^{\top}$ if $v_{i}=A b_{i}$ for all $0 \leq i \leq d$, with $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$.

Proof. One has $\sum_{i=0}^{d} b_{i} b_{i}^{\top}=\frac{1}{2}\left(\mathbb{1} \mathbb{1}^{\top}+\mathrm{Id}_{d}\right)=M_{d}^{*}$, compare with 19). The result follows noting that a matrix $A$ is unimodular iff the transpose $A^{\top}$ is unimodular.

Proposition 3.11. Let $v=\left(v_{0}, \cdots, v_{d}\right)$ be a superbase, and let $\tilde{M}_{v}:=\sum_{e \in \Xi\left(M_{v}\right)}$ ee ${ }^{\top}$, then $\left\{e \in \mathcal{Z}_{d} \mid\left\langle e, \tilde{M}_{v} e\right\rangle=d\right\}=\left\{ \pm v_{0}, \cdots, \pm v_{d}\right\}$. Thus if a superbase $v^{\prime}$ is such that $M_{v^{\prime}}=M_{v}$, then $v$ and $v^{\prime}$ coincide up to a permutation of their elements and a global change of sign.

Proof. Regarding the first point, we may assume up to a linear change of coordinates that $v$ is the canonical superbase $\left(b_{i}\right)_{0 \leq i \leq d}$. In that case $\Xi\left(M_{v}\right)=\Xi\left(M_{d}^{*}\right)$ is described in (21), and one readily checks that $\left\langle b_{i}, \tilde{M}_{v} \bar{b}_{i}\right\rangle=\sum_{e \in \Xi\left(M_{d}^{*}\right)}\left\langle e, b_{i}\right\rangle^{2}=d$ for any $0 \leq i \leq d$. Conversely, let $x=\left(x_{1}, \cdots, x_{d}\right) \in \mathbb{Z}^{d} \backslash\{0\}$ be such that $\left\langle x, \tilde{M}_{v} x\right\rangle=d$. If $x_{1}=\cdots=x_{d}$, then $\left\langle x, \tilde{M}_{v} x\right\rangle=x_{1}^{2}\left\langle b_{0}, \tilde{M}_{v} b_{0}\right\rangle=d x_{1}^{2}$, and thus $x= \pm b_{0}$ as desired. Otherwise we may assume up to permuting the coordinates that $x_{1} \neq x_{2}$, and we thus obtain using (21) that
$d=\left\langle x, \tilde{M}_{v} x\right\rangle \geq\left[x_{1}^{2}+x_{2}^{2}\right]+\left\{x_{3}^{2}+\cdots+x_{d}^{2}\right\}+\left[\left(x_{1}-x_{2}\right)^{2}\right]+\sum_{i=3}^{d}\left[\left(x_{1}-x_{i}\right)^{2}+\left(x_{2}-x_{i}\right)^{2}\right]$.
There are $d$ terms within square brackets, and one within curly braces. Each bracketed term is a positive integer, and the term between braces is non-negative, hence each bracketed term equals one and the term between braces vanishes. If follows that $x= \pm b_{i}$ for some $1 \leq i \leq d$, as announced.

Now, if $M_{v}=M_{v^{\prime}}$, then $\left\{ \pm v_{0}, \cdots, \pm v_{d}\right\}=\left\{ \pm v_{0}^{\prime}, \cdots, \pm v_{d}^{\prime}\right\}$ by the first point, and therefore $v_{i}^{\prime}=\varepsilon(i) v_{\sigma(i)}$ for some signs $\varepsilon:\{0, \cdots, d\} \rightarrow\{-1,1\}$ and indices $\sigma:\{0, \cdots, d\} \rightarrow$ $\{0, \cdots, d\}$. Recalling that $v^{\prime}$ contains a basis since $\left|\operatorname{det}\left(v_{1}^{\prime}, \cdots, v_{d}^{\prime}\right)\right|=1$, and that $v_{0}^{\prime}+$ $\cdots+v_{d}^{\prime}=0$, one easily obtains that $\varepsilon$ is constant and that $\sigma$ is a permutation, which concludes.

Proposition 3.12. For any $D \in \mathcal{S}_{d}^{++}$and any superbase $v=\left(v_{0}, \cdots, v_{d}\right)$, the following are equivalent: (i) $D \in \mathcal{S}^{++}\left(M_{v}\right)$, and (ii) $v$ is $D$-obtuse, i.e. $\left\langle v_{i}, D v_{j}\right\rangle \leq 0$ for all $0 \leq i<j \leq d$. In particular, each $D \in \mathcal{S}_{d}^{++}$with $d \in\{2,3\}$ admits a $D$-obtuse superbase.

Proof. Up to a unimodular change of coordinates, we may assume that $v=\left(b_{0}, \cdots, b_{d}\right)$ is the canonical superbase, and thus $M_{v}=M_{d}^{*}$. We denote by $\left(D_{i j}\right)_{i, j=1}^{d}$ the coefficients of $D$, and note that $-\left\langle b_{i}, D b_{j}\right\rangle=-D_{i j}$, for all $1 \leq i<j \leq d$, and $-\left\langle b_{0}, D b_{i}\right\rangle=$ $\left\langle b_{1}+\cdots+b_{d}, D b_{i}\right\rangle=\sum_{j=1}^{d} D_{i j}$, for all $1 \leq i \leq d$. Assuming that $D \in \mathcal{S}^{++}\left(M_{v}\right)=\mathcal{S}^{++}\left(M_{d}^{*}\right)$, we obtain by Proposition 3.4 that these negated scalar products are non-negative, as announced. Conversely, if the superbase $\left(b_{i}\right)_{i=0}^{d}$ is $D$-obtuse, we obtain by 20) a non-negative decomposition of $D$ supported on $\Xi\left(M_{d}^{*}\right)$, and thus $D \in \mathcal{S}^{++}\left(M_{d}^{*}\right)$ by Proposition 2.4. This establishes the announced equivalence.

By Voronoi's theorem, for each $D \in \mathcal{S}_{d}^{++}$there exists $M \in \operatorname{Perfect}(d)$ such that $D \in \mathcal{S}^{++}(M)$. In dimension $d \in\{2,3\}, M$ must be arithmetically equivalent to $M_{d}^{*}$ by Proposition 2.8, and thus $M=M_{v}$ for some superbase $v$ by Proposition 3.10. This superbase is then $D$-obtuse by the first point, as announced.

In dimension $d \in\{2,3\}$, the neighbor relation between perfect forms, on the skeleton of Ryskov's polyhedron $\mathcal{M}_{d}$, can be rephrased in terms of superbase transformations discovered by Selling [30], and described in the next result. This turns the solution of Voronoi's first reduction of $D \in \mathcal{S}_{d}^{++}$by Algorithm 1 into a succession of superbase transformations, known as Selling's algorithm [2, Algorithm 1] (with the additional observation that $\operatorname{Tr}\left(M_{v^{\prime}} D\right)<\operatorname{Tr}\left(M_{v} D\right)$ iff $\left\langle\tilde{v}_{0}, D \tilde{v}_{1}\right\rangle>0$, with the notations of Proposition 3.13). The subsequent decomposition of $D$, as described in Propositions 3.2 and 3.4 is then known as Selling's decomposition.

Proposition 3.13 (Selling's superbase transformations). Let $d \in\{2,3\}$, and let $v$ and $v^{\prime}$ be superbases. The following are equivalent : (i) $M_{v^{\prime}} \in \mathcal{N}\left(M_{v}\right)$, and (ii) there are permutations $\tilde{v}$ of $v$, and $\tilde{v}^{\prime}$ of $v^{\prime}$, and a sign $\varepsilon \in\{-1,1\}$ such that

$$
(\text { Case } d=2) \varepsilon \tilde{v}^{\prime}=\left(\tilde{v}_{0},-\tilde{v}_{1}, \tilde{v}_{1}-\tilde{v}_{0}\right), \quad(\text { Case } d=3) \varepsilon \tilde{v}^{\prime}=\left(\tilde{v}_{0},-\tilde{v}_{1}, \tilde{v}_{1}+\tilde{v}_{2}, \tilde{v}_{1}+\tilde{v}_{3}\right)
$$

Proof. It is proved in [2, Corollary 2.11] that $\mathcal{N}\left(M_{v}\right)$ contains the perfect forms associated with $\left(\tilde{v}_{0},-\tilde{v}_{1}, \tilde{v}_{1}-\tilde{v}_{0}\right)$ if $d=2\left(\operatorname{resp} .\left(\tilde{v}_{0},-\tilde{v}_{1}, \tilde{v}_{1}-\tilde{v}_{0}\right)\right.$ if $\left.d=3\right)$, where $\tilde{v}$ is any permutation of $v$, and no other. We conclude using the uniqueness of the superbase associated to a given perfect form, up to a permutation and a global change of sign, established in Proposition 3.11.

## 4 Upper bound on the radius of the stencil

The main results of this section are Proposition 4.2 and Theorem 4.3, which imply the part of Theorem 1.6 about $R(\mu)$-supportedness (but are not restricted to dimension $d \leq 4$ ). These results follow from the next technical lemma, whose proof is postponed, and which relates Voronoi's reductions of a matrix and of its inverse.

Lemma 4.1. For any $M_{0} \in \operatorname{Perfect}_{0}(d)$, there exists a finite subset $\operatorname{Perfect}_{1}\left(M_{0}\right) \subset$ $\operatorname{Perfect}(d)$ such that: for all $D \in \mathcal{S}^{++}\left(M_{0}\right)$, one has $D^{-1} \in \mathcal{S}^{++}\left(M_{1}\right)$ for some $M_{1} \in$ Perfect ${ }_{1}\left(M_{0}\right)$.

The set $\operatorname{Perfect}_{1}\left(M_{0}\right)$ is obtained as the vertices of the Pareto front of a multi-objective linear optimization problem posed on Ryskov's polyhedron, see (30) below. As a numerical experiment, presented in Section 4.1 below and limited to dimension $d \leq 4$, we compute it explicitly and thus obtain the value (31) of the constant involved in our main estimate (28). The following result, together with Proposition 3.6, allows to control the largest and the smallest singular values of the unimodular transformations arising in Voronoi's reduction.

Proposition 4.2. Let $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right), M_{0} \in \operatorname{Perfect}_{0}(d)$, and $D \in \mathcal{S}^{++}\left(A^{\top} M_{0} A\right)$. Then $\left\|D^{-\frac{1}{2}} A^{-1}\right\| \leq C \lambda_{\min }(D)^{-\frac{1}{2}}$, and thus $\left\|A^{-1}\right\| \leq C \mu(D)$, for some constant $C=C(d)$.

Proof. Since $D \in \mathcal{S}^{++}\left(A^{\top} M_{0} A\right)$ one has $A D A^{\top} \in \mathcal{S}^{++}\left(M_{0}\right)$, see Proposition 3.2. Therefore $\left(A D A^{\top}\right)^{-1} \in \mathcal{S}^{++}\left(M_{1}\right)$ for some $M_{1} \in \operatorname{Perfect}_{1}\left(M_{0}\right)$ by Lemma 4.1. Recalling that Perfect ${ }_{0}(d)$ contains a representative of each class of perfect forms, and that its is finite as well as $\operatorname{Perfect}_{1}\left(M_{0}\right)$, we find that $M_{1}=\tilde{A}^{\top} M_{0}^{\prime} \tilde{A}$ for some $M_{0}^{\prime} \in \operatorname{Perfect}_{0}(d)$ and $\tilde{A} \in \mathcal{A}$, where $\mathcal{A} \subset \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ is a fixed and finite subset.

We have obtained that $\left(A D A^{\top}\right)^{-1} \in \mathcal{S}^{++}\left(\tilde{A}^{\top} M_{0}^{\prime} \tilde{A}\right)$, equivalently $D^{-1} \in \mathcal{S}^{++}\left(A^{-1} \tilde{A}^{\top}\right.$ $M_{0}^{\prime} \tilde{A} A^{-\top}$ ). By Proposition 3.6 one has $\left\|\tilde{A} A^{-\top} D^{-\frac{1}{2}}\right\| \leq C \lambda_{\max }\left(D^{-1}\right)^{\frac{1}{2}}$, thus $\left\|A^{-\top} D^{-\frac{1}{2}}\right\| \leq$ $C C^{\prime} \lambda_{\min }(D)^{-\frac{1}{2}}$ where $C^{\prime}:=\max _{\tilde{A} \in \mathcal{A}}\left\|\tilde{A}^{-1}\right\|$. The first estimate follows, by transposition, and we conclude noting that $\left\|D^{-\frac{1}{2}} A^{-1}\right\| \geq \lambda_{\min }\left(D^{-\frac{1}{2}}\right)\left\|A^{-1}\right\|=\left\|A^{-1}\right\| \lambda_{\max }(D)^{-\frac{1}{2}}$.

We next estimate, as announced, the radius of the support of the decomposition of a positive quadratic form obtained from Voronoi's reduction, which is also the stencil of our finite differences scheme. To the best of our knowledge, Theorem 4.3 was previously proved only in dimension $d \leq 3$ [21, Theorem 4.11], while in higher dimension only the weaker estimate $|e| \leq C \mu(D)^{d-1}$ was known [22, Proposition 1.1]. The constant (28), is computed in Section 4.1 in dimension $d \leq 4$, see (31).
Theorem 4.3. For any $D \in \mathcal{S}_{d}^{++}, \lambda \in \Lambda(D), e \in \operatorname{supp}(\lambda)$, one has $\|e\|_{D^{-1}} \leq C \lambda_{\min }(D)^{-\frac{1}{2}}$, and in particular $|e| \leq C \mu(D)$, where a suitable (but not sharp) constant $C=C(d)$ is

$$
\begin{equation*}
C(d)=\sqrt{d} \max \left\{\|e\|_{M_{1}^{-1}} \mid M_{0} \in \operatorname{Perfect}_{0}(d), e \in \Xi\left(M_{0}\right), M_{1} \in \operatorname{Perfect}_{1}\left(M_{0}\right)\right\} . \tag{28}
\end{equation*}
$$

Proof. Up to a unimodular change of coordinates, we may assume that $D \in \mathcal{S}^{++}\left(M_{0}\right)$ for some $M_{0} \in \operatorname{Perfect}_{0}(d)$. Then $D^{-1} \in \mathcal{S}^{++}\left(M_{1}\right)$ for some $M_{1} \in \operatorname{Perfect}_{1}\left(M_{0}\right)$ by Lemma 4.1. and $e \in \operatorname{supp}(\lambda(D)) \subset \Xi\left(M_{0}\right)$ by Proposition 2.3. Thus $\|e\|_{D^{-1}}^{2}=\operatorname{Tr}\left(D^{-1} e e^{\top}\right) \leq$ $\left(C(d)^{2} / d\right) \operatorname{Tr}\left(D^{-1} M_{1}\right) \leq\left(C(d)^{2} / d\right) \operatorname{Tr}\left(D^{-1}\right) \leq C(d)^{2} / \lambda_{\min }(D)$, using that $e e^{\top} \preceq\|e\|_{M_{1}^{-1}}^{2} M_{1}$ for the second inequality, and that $\mathrm{Id}_{d} \in \mathcal{M}_{d}$ for the third. The result follows.

Let us now turn to the proof of Lemma 4.1. For any matrix $A \in \mathbb{R}^{d \times d}$, we denote by $\operatorname{adj}(A)$ its adjugate matrix (if $A$ is invertible, then $A^{-1}=\operatorname{det}(A)^{-1} \operatorname{adj}(A)$ by Cramer's rule), which is also the transposed matrix of cofactors 11. We also denote by Cone $(X)$ the conical hull of a subset $X$ of a vector space, that is the collection of non-negatively weighted linear combinations of elements of $X$.

Lemma 4.4. Let $M_{0} \in \operatorname{Perfect}_{0}(d)$ and $D \in \mathcal{S}^{++}\left(M_{0}\right)$. Then

$$
D^{-1} \in \text { Cone }\left\{D_{E} \mid E \subset \Xi\left(M_{0}\right)\right\}, \quad \text { where } D_{E}:=\operatorname{adj}\left(\sum_{e \in E} e e^{\top}\right)
$$

Proof. For any $A \in \mathbb{R}^{d \times d}, u, v \in \mathbb{R}^{d}$, and $t \in[0,1]$, it holds 11, Proposition 5.65] that

$$
\operatorname{adj}\left(A+t u v^{\top}\right)=t \operatorname{adj}\left(A+u v^{\top}\right)+(1-t) \operatorname{adj}(A)
$$

In our setting, by Proposition 2.3, there are weights $\left(\lambda^{e}\right)_{e \in \Xi\left(M_{0}\right)}$ such that $D=\sum_{e \in \Xi\left(M_{0}\right)} \lambda^{e} e e^{\top}$, and we may assume up to rescaling $D$ that $\lambda^{e} \in[0,1]$, for any $e \in \Xi\left(M_{0}\right)$. Applying the above formula recursively to $\operatorname{adj}(D)=\operatorname{det}(D) D^{-1}$ yields as announced

$$
\operatorname{adj}(D)=\sum_{E \subset \Xi\left(M_{0}\right)}\left(\prod_{e \in E} \lambda^{e}\right)\left(\prod_{e \in \Xi\left(M_{0}\right) \backslash E}\left(1-\lambda^{e}\right)\right) \operatorname{adj}\left(\sum_{e \in E} e e^{\top}\right) .
$$

For any $M_{0} \in \operatorname{Perfect}_{0}(d)$, let us denote by $\mathcal{E}\left(M_{0}\right)$ the set of parts of $\Xi\left(M_{0}\right)$. We define a linear mapping $L_{M_{0}}: \mathcal{S}_{d} \rightarrow \mathbb{R}^{\mathcal{E}\left(M_{0}\right)}$, and the image $\mathcal{L}\left(M_{0}\right)$ of the set of perfect forms, as

$$
\begin{equation*}
L_{M_{0}}(M):=\left(\operatorname{Tr}\left(D_{E} M\right)\right)_{E \in \mathcal{E}\left(M_{0}\right)}, \quad \mathcal{L}\left(M_{0}\right):=L_{M_{0}}(\operatorname{Perfect}(d)) \tag{29}
\end{equation*}
$$

Lemma 4.5. The linear mapping $L_{M_{0}}: \mathcal{S}_{d} \rightarrow \mathbb{R}^{\mathcal{E}\left(M_{0}\right)}$ is injective, for any $M_{0} \in \operatorname{Perfect}_{0}(d)$.
Proof. If $L_{M_{0}}(M)=0$, then $\operatorname{Tr}\left(D^{-1} M\right)=0$ for all $D \in \mathcal{S}^{++}\left(M_{0}\right)$ by Lemma 4.4. Thus $\operatorname{Tr}\left(D^{\prime} M\right)=0$ for all $D^{\prime} \in \mathcal{S}_{d}^{++}$, by linearity since $\mathcal{S}^{++}\left(M_{0}\right)$ has non-empty interior. The result follows by recognizing the Frobenius inner product on $\mathcal{S}_{d}$, and choosing $D^{\prime}=M$.

Lemma 4.6. One has $\mathcal{L}\left(M_{0}\right) \subset \frac{1}{n_{0}(d)} \mathbb{N}^{\mathcal{E}\left(M_{0}\right)}$, for any $M_{0} \in \operatorname{Perfect}_{0}(d)$, where $n_{0}(d) \in \mathbb{N}_{*}$.
Proof. The elements of $\operatorname{Perfect}_{0}(d)$ have rational coefficients, since they are the vertices of a polytope defined by rational inequalities, hence by finiteness there exists a positive integer such that $n_{0}(d) \operatorname{Perfect}_{0}(d) \subset \mathbb{Z}^{d \times d}$. By arithmetical equivalence $n_{0}(d) \operatorname{Perfect}(d) \subset \mathbb{Z}^{d \times d}$, since $\mathrm{GL}\left(\mathbb{Z}^{d}\right) \subset \mathbb{Z}^{d \times d}$, and we conclude noting that $D_{E} \in \mathbb{Z}^{d \times d}$ for any $E \subset \Xi\left(M_{0}\right)$.

We equip $\mathbb{R}_{+}^{\mathcal{E}\left(M_{0}\right)}$ with the componentwise partial ordering. Analogously, the tuples $a=\left(a_{1}, \cdots, a_{n}\right)$ and $b=\left(b_{1}, \cdots, b_{n}\right)$ satisfy $a \preceq b$ iff $\left(a_{i} \leq b_{i}\right.$ for all $\left.1 \leq i \leq n\right)$. An element $a$ of a partially ordered set $A$ is said minimal if there is no $b \in A \backslash\{a\}$ such that $b \preceq a$. There may be several minimal elements.

Corollary 4.7. For any $M_{0} \in \operatorname{Perfect}_{0}(d)$, the set of minimal elements of $\mathcal{L}\left(M_{0}\right)$, denoted $\mathcal{L}_{1}\left(M_{0}\right)$, is finite.

Proof. It suffices to prove that the set of minimal elements of any $A \subset \mathbb{N}^{N}$ is finite, where $N$ is arbitrary. Hence, it suffices to prove that there is no sequence $\left(a_{k}\right)_{k \geq 0}$ of pairwise noncomparable elements of $\mathbb{N}^{N}$. For contradiction, consider such a sequence, whose elements are denoted $a_{k}=\left(a_{k}^{1}, \cdots, a_{k}^{N}\right)$. Then for any $k \geq 0$, there exists $1 \leq i \leq N$ such that $a_{k}^{i}<a_{0}^{i}$. Thus, there exists a fixed $1 \leq i \leq N$ and a strictly increasing $\sigma: \mathbb{N} \rightarrow \mathbb{N}$ such that $a_{\sigma(k)}^{i}$ is independent of $k \in \mathbb{N}$. But this produces an infinite sequence of pairwise noncomparable elements in $\mathbb{N}^{N-1}$, which by induction yields a contradiction (the case $N=1$ being obvious), and the result is proved.

We consider the multi-objective optimization problem consisting in minimizing $L_{M_{0}}$ over a set $\mathcal{M} \subset \mathcal{S}_{d}$ (for instance $\mathcal{M}=\mathcal{M}_{d}$ ). The set of solutions to this problem, often referred to as the Pareto front, is defined as

$$
\operatorname{Pareto}_{M_{0}}(\mathcal{M}):=\left\{M_{1} \in \mathcal{M} \mid \nexists M_{2} \in \mathcal{M} \backslash\left\{M_{1}\right\}, L_{M_{0}}\left(M_{2}\right) \preceq L_{M_{0}}\left(M_{1}\right)\right\}
$$

(note that by Lemma 4.5, the case $L_{M_{0}}\left(M_{2}\right)=L_{M_{0}}\left(M_{1}\right)$ is always excluded). In the following, we define the set $\operatorname{Perfect}_{1}\left(M_{0}\right)$ as follows:

$$
\begin{equation*}
\operatorname{Perfect}_{1}\left(M_{0}\right):=\operatorname{Perfect}(d) \cap \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}\right) . \tag{30}
\end{equation*}
$$

Lemma 4.8. For any $M_{0} \in \operatorname{Perfect}_{0}(d)$, one has $L_{M_{0}}\left(\operatorname{Perfect}_{1}\left(M_{0}\right)\right) \subset \mathcal{L}_{1}\left(M_{0}\right)$.
Proof. Let $M_{1} \in \operatorname{Perfect}_{1}\left(M_{0}\right)$. Since $M_{1} \in \operatorname{Perfect}(d)$, one has $L_{M_{0}}\left(M_{1}\right) \in \mathcal{L}\left(M_{0}\right)$. Assume that $L_{M_{0}}\left(M_{1}\right) \notin \mathcal{L}_{1}\left(M_{0}\right)$. Then there exists $a \in \mathcal{L}\left(M_{0}\right) \backslash\left\{L_{M_{0}}\left(M_{1}\right)\right\}$ such that $a \preceq L_{M_{0}}\left(M_{1}\right)$. By definition of $\mathcal{L}\left(M_{0}\right)$, there exists $M_{2} \in \operatorname{Perfect}(d) \backslash\left\{M_{1}\right\}$ such that $a=L_{M_{0}}\left(M_{2}\right)$. Therefore $L_{M_{0}}\left(M_{2}\right) \preceq L_{M_{0}}\left(M_{1}\right)$, which is impossible since $M_{1} \in$ $\operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}\right)$.

For any $M_{0} \in \operatorname{Perfect}_{0}(d)$ and $\mu \in \mathbb{R}^{\mathcal{E}\left(M_{0}\right)}$, we define

$$
D_{\mu}:=\sum_{E \in \mathcal{E}\left(M_{0}\right)} \mu_{E} D_{E},
$$

so that, for $M \in \mathcal{S}_{d}, \operatorname{Tr}\left(D_{\mu} M\right)=\sum_{E \in \mathcal{E}\left(M_{0}\right)} \mu_{E} \operatorname{Tr}\left(D_{E} M\right)=\left\langle\mu, L_{M_{0}}(M)\right\rangle$.
Lemma 4.9. Let $\mathcal{M} \subset \mathcal{S}_{d}, M_{0} \in \operatorname{Perfect}_{0}(d)$, and $\mu \in \mathbb{R}_{++}^{\mathcal{E}\left(M_{0}\right)}$. Then for any $M_{1} \in$ $\operatorname{argmin}_{M \in \mathcal{M}} \operatorname{Tr}\left(D_{\mu} M\right)$, one has $M_{1} \in \operatorname{Pareto}_{M_{0}}(\mathcal{M})$.

Proof. Assume that $M_{1} \notin \operatorname{Pareto}_{M_{0}}(\mathcal{M})$. Then there exists $M_{2} \in \mathcal{M} \backslash\left\{M_{1}\right\}$ such that $L_{M_{0}}\left(M_{2}\right) \preceq L_{M_{0}}\left(M_{1}\right)$. By Lemma 4.5, $L_{M_{0}}\left(M_{2}\right) \neq L_{M_{0}}\left(M_{1}\right)$. Therefore $\operatorname{Tr}\left(D_{\mu} M_{2}\right)=$ $\left\langle\mu, L_{M_{0}}\left(M_{2}\right)\right\rangle<\left\langle\mu, L_{M_{0}}\left(M_{1}\right)\right\rangle=\operatorname{Tr}\left(\bar{D}_{\mu} M_{1}\right)$, which contradicts the assumptions.

Remark 4.10. When choosing $\mathcal{M}=\mathcal{M}_{d}$, Lemma 4.9 provides a sufficient condition for a perfect form $M_{1} \in \operatorname{Perfect}(d)$ to belong to $\operatorname{Perfect}_{1}\left(M_{0}\right)$. It can be proved that this condition is also necessary, see Corollary 4.14 below.

Proof of Lemma 4.1. We choose $\operatorname{Perfect}_{1}\left(M_{0}\right)$ as in (30). By Corollary 4.7 and Lemma 4.8. $\operatorname{Perfect}_{1}\left(M_{0}\right)$ is a finite set. It remains to prove that for any $D \in \mathcal{S}^{++}\left(M_{0}\right)$, the function $M \mapsto \operatorname{Tr}\left(D^{-1} M\right)$ is minimized by some $M_{1} \in \operatorname{Perfect}_{1}\left(M_{0}\right)$.

Given $D \in \mathcal{S}^{++}\left(M_{0}\right)$, there exist by Lemma 4.4 some weights $\mu \in \mathbb{R}_{+}^{\mathcal{E}\left(M_{0}\right)}$ such that $D^{-1}=D_{\mu}$. For $\varepsilon>0$, we use the notation $\mu+\varepsilon \mathbb{1}:=\left(\mu_{E}+\varepsilon\right)_{E \in \mathcal{E}\left(M_{0}\right)}$. The quantity $\operatorname{Tr}\left(D_{\mu+\varepsilon 1} M\right)$ is minimized for some $M \in \operatorname{Perfect}(d)$, which we call $M_{(\varepsilon)}$. By Lemma 4.9, one has $M_{(\varepsilon)} \in \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}\right)$. Therefore $M_{(\varepsilon)} \in \operatorname{Perfect}_{1}(d)$. We conclude the proof by letting $M_{1}:=\lim _{\varepsilon \rightarrow 0} M_{(\varepsilon)}$, up to extracting a converging subsequence.


Figure 2: Multi-objective optimization over a polygon $K \subset \mathbb{R}^{2}$, and over its vertices. Left: Pareto front of the problem $\min _{x \in K}\left(x_{1}, x_{2}\right)$. Right: Pareto front of the problem $\min _{x}$ vertex of $K\left(x_{1}, x_{2}\right)$. Note that the second Pareto front is not included in the first one.

Remark 4.11. An alternative, arguably simpler, replacement for the set $\operatorname{Perfect}_{1}\left(M_{0}\right)$ in the proof of Lemma 4.1 could be $\operatorname{Perfect}_{1}\left(M_{0}\right):=\operatorname{Pareto}_{M_{0}}(\operatorname{Perfect}(d))$. Note that one has by definition $\mathcal{L}_{1}\left(M_{0}\right)=L_{M_{0}}\left(\operatorname{Pareto}_{M_{0}}(\operatorname{Perfect}(d))\right)$, and therefore, by Lemmas 4.5 and 4.8, $\operatorname{Perfect}_{1}\left(M_{0}\right):=\operatorname{Perfect}(d) \cap \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}\right) \subset \operatorname{Pareto}_{M_{0}}(\operatorname{Perfect}(d))=: \operatorname{Perfect}_{1}\left(M_{0}\right)$. However, it is not obvious whether this inclusion is an equality, and Fig. 2 suggests that it may not be. Our motivation for choosing the definition (30) is that (i) it leads to a potentially sharper estimate in $\sqrt{28}$ ), and (ii) it allows computing $\operatorname{Perfect}_{1}\left(M_{0}\right)$ using the procedure described in Section 4.1.

### 4.1 Construction of the set $\operatorname{Perfect}_{1}\left(M_{0}\right)$ in dimension $d \leq 4$.

In order to compute the constant $C(d)$ in Theorem 4.3, one needs, for any $M_{0} \in \operatorname{Perfect}_{0}(d)$, to compute the set $\operatorname{Perfect}_{1}\left(M_{0}\right)$. This set is defined in (30) using the Pareto front for a multi-objective linear programming problem on Ryskov's polyhedron. Methods for computing Pareto fronts for multi-objective linear programming problems have been well-studied in the literature, see for instance [15]. We describe below such a method in our setting, and we apply it in dimensions $d \leq 4$.

The only non-standard property of our setting is the fact that Ryskov's polyhedron is defined by infinitely many affine constraints. We overcome this by defining, for any $\alpha \in \mathbb{R}$,

$$
\mathcal{M}_{d}^{\alpha}:=\left\{M \in \mathcal{M}_{d} \mid \operatorname{Tr}(M) \leq \alpha\right\}
$$

which for $\alpha$ large enough is a bounded polyhedron in the usual sense. We denote by $\mathcal{V}^{\alpha}(d)$ the set of vertices of $\mathcal{M}_{d}^{\alpha}$, and, for any $M \in \mathcal{V}^{\alpha}(d)$, we denote by $\mathcal{N}^{\alpha}(M) \subset \mathcal{V}^{\alpha}$ its set of neighbors on the skeletal structure of $\mathcal{M}_{d}^{\alpha}$. Similarly to (30), for $M_{0} \in \operatorname{Perfect}_{0}(d)$, we define

$$
\mathcal{V}_{1}^{\alpha}\left(M_{0}\right):=\mathcal{V}^{\alpha}(d) \cap \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}^{\alpha}\right)
$$

Lemma 4.12. Let $M \in \mathcal{S}_{d}, \alpha>\operatorname{Tr}(M)$, and $M_{0} \in \operatorname{Perfect}_{0}(d)$. Then:
(i) $M \in \operatorname{Perfect}(d) \Longleftrightarrow M \in \mathcal{V}^{\alpha}(d)$.
(ii) $M \in \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}\right) \Longleftrightarrow M \in \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}^{\alpha}\right)$.
(iii) $M \in \operatorname{Perfect}_{1}\left(M_{0}\right) \Longleftrightarrow M \in \mathcal{V}_{1}^{\alpha}\left(M_{0}\right)$.

If moreover $M \in \operatorname{Perfect}(d)$ and $\alpha>\operatorname{Tr}\left(M^{\prime}\right)$ for any $M^{\prime} \in \mathcal{N}(M)$, then:
(iv) $\mathcal{N}(M)=\mathcal{N}^{\alpha}(M)$.

Proof. (i) and (iv) are true as local geometric properties of $\mathcal{M}_{d}$. (iii) follows directly from (i) and (ii). It remains to prove (ii). The implication $M_{1} \in \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}\right) \Longrightarrow M_{1} \in$ $\operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}^{\alpha}\right)$ follows directly from the definition of Pareto $M_{0}$. Conversely, assume that $M_{1} \notin \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}\right)$. Then there exists $M_{3} \in \mathcal{M}_{d} \backslash\left\{M_{1}\right\}$ such that $L_{M_{0}}\left(M_{1}\right) \preceq L_{M_{0}}\left(M_{3}\right)$. Let $M_{4}:=M_{1}+t\left(M_{3}-M_{1}\right)$ for $t>0$ small enough so that $\operatorname{Tr}\left(M_{4}\right) \leq \alpha$. Then $M_{4} \in$ $\mathcal{M}_{d}^{\alpha} \backslash\left\{M_{1}\right\}$ and $L_{M_{0}}\left(M_{1}\right) \preceq L_{M_{0}}\left(M_{4}\right)$. Therefore $M_{1} \notin \operatorname{Pareto}_{M_{0}}\left(\mathcal{M}_{d}^{\alpha}\right)$.

We first describe a method for checking whether a perfect form $M \in \operatorname{Perfect}(d)$ belongs to $\operatorname{Perfect}_{1}\left(M_{0}\right)$.

Proposition 4.13. Let $M_{0} \in \operatorname{Perfect}_{0}(d), \alpha \in \mathbb{R}$, and $M_{1} \in \mathcal{V}^{\alpha}(d)$. Then $M_{1} \in \mathcal{V}_{1}^{\alpha}\left(M_{0}\right)$ if and only if there exists $\mu \in \mathbb{R}_{++}^{\mathcal{E}\left(M_{0}\right)}$ satisfying one of the two following equivalent conditions:
(i) $M_{1} \in \operatorname{argmin}_{M \in \mathcal{M}_{d}^{\alpha}} \operatorname{Tr}\left(D_{\mu} M\right)$.
(ii) $\operatorname{Tr}\left(D_{\mu} M_{1}\right) \leq \operatorname{Tr}\left(D_{\mu} M\right), \forall M \in \mathcal{N}^{\alpha}\left(M_{1}\right)$.

Proof. (i) and (ii) are equivalent by the usual optimality condition in linear programs. The result is a direct consequence of [15, Theorem 6.11], and of the fact that $\operatorname{Tr}\left(D_{\mu} M\right)=$ $\left\langle\mu, L_{M_{0}}(M)\right\rangle$.

Corollary 4.14. Let $M_{0} \in \operatorname{Perfect}_{0}(d)$ and $M_{1} \in \operatorname{Perfect}(d)$. Then $M_{1} \in \operatorname{Perfect}_{1}(d)$ if and only if there exists $\mu \in \mathbb{R}_{++}^{\mathcal{E}\left(M_{0}\right)}$ satisfying one of the two following equivalent conditions:
(i) $D_{\mu} \in S^{++}\left(M_{1}\right)$.
(ii) $\operatorname{Tr}\left(D_{\mu} M_{1}\right) \leq \operatorname{Tr}\left(D_{\mu} M\right), \forall M \in \mathcal{N}\left(M_{1}\right)$.

Proof. (i) and (ii) are equivalent by the usual optimality condition in linear programs, see (18).

Let $\alpha>\operatorname{Tr}\left(M_{1}\right)$ be large enough so that $\alpha>\operatorname{Tr}(M)$ for any $M \in \mathcal{N}\left(M_{1}\right)$. Then the result follows from Lemma 4.12 and Proposition 4.13 .

Checking the existence of $\mu \in \mathbb{R}_{++}^{\mathcal{E}\left(M_{0}\right)}$ satisfying the condition (ii) of Corollary 4.14 amounts to checking the feasibility of a linear program, which can be done algorithmically.

Let us now describe a method for checking whether a subset $P$ of $\operatorname{Perfect}_{1}\left(M_{0}\right)$ coincides with the whole of $\operatorname{Perfect}_{1}\left(M_{0}\right)$. To this end, we use the following well-known property about the connectivity of the Pareto front of a multi-objective linear program.

Proposition 4.15. Let $\alpha \in \mathbb{R}, M_{0} \in \operatorname{Perfect}_{0}(d)$, and $M_{1}, M_{2} \in \mathcal{V}_{1}^{\alpha}\left(M_{0}\right)$. Then there exists $I \in \mathbb{N}^{*}$ and a family of matrices $\left(M^{(i)}\right)_{1 \leq i \leq I} \subset \mathcal{V}_{1}^{\alpha}\left(M_{0}\right)$ such that $M^{(1)}=M_{1}$, $M^{(I)}=M_{2}$, and, for any $1 \leq i<I, M^{(i+1)} \in \mathcal{N}^{\alpha}\left(M^{(i)}\right)$.

Proof. This follows from [15, Theorem 7.10].
Corollary 4.16. Let $M_{0} \in \operatorname{Perfect}_{0}(d)$, and let $P \subset \operatorname{Perfect}_{1}\left(M_{0}\right)$ be a nonempty set. If, for any $M \in P$, one has $\mathcal{N}(M) \cap \operatorname{Perfect}_{1}\left(M_{0}\right) \subset P$, then $P=\operatorname{Perfect}_{1}\left(M_{0}\right)$.

Proof. Let us denote by $M_{1}$ some element of $P$. Let $M_{2} \in \operatorname{Perfect}_{1}\left(M_{0}\right)$, and let us show that $M_{2} \in P$.

Since $\operatorname{Perfect}_{1}\left(M_{0}\right)$ is a finite set, we may choose $\alpha \in \mathbb{R}$ large enough so that $\operatorname{Tr}(M)<\alpha$ and $\operatorname{Tr}\left(M^{\prime}\right)<\alpha$ for any $M \in \operatorname{Perfect}_{1}\left(M_{0}\right)$ and $M^{\prime} \in \mathcal{N}(M)$. Then by Lemma 4.12, one has $M_{1}, M_{2} \in \mathcal{V}_{1}^{\alpha}\left(M_{0}\right)$.

Let $I \in \mathbb{N}^{*}$ and $\left(M^{(i)}\right)_{1 \leq i \leq I}$ be as in Proposition 4.15. Since $M^{(I)}=M_{2}$, it suffices to prove by induction that $M^{(\bar{i})} \in P$ for any $1 \leq i \leq I$.

We know that $M^{(1)}=M_{1} \in P$. Now let $1 \leq i<I$ and assume that $M^{(i)} \in P$. Recall that $M^{(i+1)} \in \mathcal{N}^{\alpha}\left(M^{(i)}\right)$ and $M^{(i+1)} \in \mathcal{V}_{1}^{\alpha}\left(M_{0}\right)$. Using Lemma 4.12, we deduce that $M^{(i+1)} \in \mathcal{N}\left(M^{(i)}\right)$ and $M^{(i+1)} \in \operatorname{Perfect}_{1}\left(M_{0}\right)$. Then it follows from the assumptions that $M^{(i+1)} \in P$, which concludes the proof.

In view of the above, we use Algorithm 3 in order to compute $\operatorname{Perfect}_{1}\left(M_{0}\right)$.

```
Algorithm 3 Computing \(\operatorname{Perfect}_{1}\left(M_{0}\right)\)
Initialization:
    Let \(\mu \in \mathbb{R}_{++}^{\mathcal{E}\left(M_{0}\right)}\) (chosen arbitrarily).
    Let \(M_{1} \in \operatorname{Perfect}(d)\) be such that \(D_{\mu} \in S^{++}\left(M_{1}\right)\) (computed using Algorithm 11).
    \(P \leftarrow\left\{M_{1}\right\}\).
```


## Repeat

```
    \(P^{\prime} \leftarrow\left(\bigcup_{M \in P} \mathcal{N}(M) \cap \operatorname{Perfect}_{1}\left(M_{0}\right)\right) \backslash P\)
    \(P \leftarrow P \cup P^{\prime}\).
while \(P^{\prime} \neq \emptyset\).
Return \(P\).
```

Proposition 4.17. Assuming that $M_{0} \in \operatorname{Perfect}_{0}(d)$, Algorithm 3 terminates and returns Perfect $_{1}\left(M_{0}\right)$.

Proof. By Corollary 4.14, one has $M_{1} \in \operatorname{Perfect}_{1}\left(M_{0}\right)$. Therefore, at each iteration, $P$ is a nonempty subset of $\operatorname{Perfect}_{1}\left(M_{0}\right)$. Since the cardinality of $P$ is increased at each iteration, and since $\operatorname{Perfect}_{1}\left(M_{0}\right)$ is finite by Corollary 4.7 and Lemma 4.8, the algorithm must terminate. After the termination condition is met, Corollary 4.16 guarantees that $P=\operatorname{Perfect}_{1}\left(M_{0}\right)$.

Let us describe the results that we obtained by applying Algorithm 3 for $M_{0} \in \operatorname{Perfect}_{0}(d)$, $2 \leq d \leq 4$. We obtain the cardinalities
$\# \operatorname{Perfect}_{1}\left(M_{2}^{*}\right)=1, \quad \# \operatorname{Perfect}_{1}\left(M_{3}^{*}\right)=3, \quad \# \operatorname{Perfect}_{1}\left(M_{4}^{*}\right)=22, \quad \# \operatorname{Perfect}_{1}\left(M_{4}^{\prime}\right)=545$.
For concreteness, the set $\operatorname{Perfect}_{1}\left(M_{2}^{*}\right)=\left\{M_{2}^{\times}\right\}$contains a single element, defined as

$$
M_{d}^{\times}:=\frac{1}{2}\left(3 \operatorname{Id}_{d}-\mathbb{1 1}^{\top}\right)=\frac{1}{2}\left(\begin{array}{cccc}
2 & -1 & \cdots & -1 \\
-1 & 2 & \ddots & \vdots \\
\vdots & \ddots & \ddots & -1 \\
-1 & \cdots & -1 & 2
\end{array}\right) .
$$

The elements of $\operatorname{Perfect}_{1}\left(M_{3}^{*}\right)$ are obtained as

$$
M_{3}^{\times}+b_{i} \otimes b_{j}, \quad 1 \leq i<j \leq 3
$$

where $b_{i} \otimes b_{j}:=\frac{1}{2}\left(b_{i} b_{j}^{\top}+b_{j} b_{i}^{\top}\right)$ stands for the symmetrized outer product. The elements of Perfect $_{1}\left(M_{4}^{*}\right)$ have three possible forms :

$$
\begin{array}{ll}
M_{4}^{\times}+b_{i} \otimes b_{j}+b_{j} \otimes b_{k}+b_{k} \otimes b_{l}, & M_{4}^{\times}+b_{i} \otimes b_{j}+b_{j} \otimes b_{k}+b_{k} \otimes b_{i}, \\
M_{4}^{\times}+b_{i} \otimes b_{j}+2 b_{k} \otimes b_{l}, & \text { where }\{i, j, k, l\}=\{1,2,3,4\} .
\end{array}
$$

We do not describe $\operatorname{Perfect}_{1}\left(M_{4}^{\prime}\right)$, which is larger and more complex.
From the sets $\operatorname{Perfect}_{1}\left(M_{0}\right)$ that we computed, we deduce the following values for the constants $C(d)$ defined in (28):

$$
\begin{equation*}
C(2)=2 \sqrt{2 / 3} \approx 1.633, \quad C(3)=\sqrt{6} \approx 2.449, \quad C(4)=2 \sqrt{6} \approx 4.899 . \tag{31}
\end{equation*}
$$

This result is new in dimension $d=4$, and improves on [21, Theorem 4.11] when $d \in\{2,3\}$. The constants (31) are directly related to the width of our finite difference stencils, and thus to the accuracy, parallelization potential, ease of implementing boundary conditions, of the resulting numerical schemes as discussed Section 1.1.

## 5 Guarantees against checkerboard artifacts

In Section 5.1, we establish Theorem 5.1, which coincides with the part of Theorem 1.6 about the $\epsilon$-spanning property. In Section 5.2 , we show how this property may be used to prove the absence of checkerboard artifacts in some finite difference schemes.

### 5.1 The spanning property

Theorem 5.1. Let $D \in \mathcal{S}_{d}^{++}$, where $d \leq 4$. Then for some constant $\varepsilon=\varepsilon(d)>0$,

$$
\operatorname{Span}_{\mathbb{Z}}\left\{e \in \mathcal{Z}_{d} \mid \lambda^{e}(D) \geq \varepsilon \lambda_{\min }(D)\right\}=\mathbb{Z}^{d}
$$

Theorem 5.1 is a new result in dimension $d=4$. In dimensions $d \in\{2,3\}$ it was established in [3, section 4.3], for the numerical analysis of a discretization of a non-divergence form PDE with a point source singularity.

Lemma 5.2. Let $d \in \mathcal{S}_{d}^{++}$and $\lambda \in \Lambda(D)$. Then for some constant $\varepsilon=\varepsilon(d)>0$

$$
\operatorname{Span}_{\mathbb{R}}\left\{e \in \mathcal{Z}_{d} \mid \lambda^{e} \geq \epsilon \lambda_{\min }(D)\right\}=\mathbb{R}^{d}
$$

Proof. The proof adapts and extends [3, Lemmas B. 7 and B.8]. Let $n \geq d$, and let

$$
c(d, n):=\min \left\{\max _{i_{1}<\cdots<i_{d}} \lambda_{\min }\left(\sum_{1 \leq j \leq d} e_{i_{j}} e_{i_{j}}^{\top}\right) \mid\left(e_{1}, \ldots, e_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}, \sum_{1 \leq i \leq n} e_{i} e_{i}^{\top}=\operatorname{Id}_{d}\right\} .
$$

Then $c(d, n)$ is positive, as the minimum of a positive continuous function over a nonempty compact set. By a simple change of variables, for any $\left(e_{1}, \ldots, e_{n}\right) \in\left(\mathbb{R}^{d}\right)^{n}$ such that $\sum_{i=1}^{n} e_{i} e_{i}^{\top}=D$, there exists $i_{1}<\cdots<i_{d}$ such that $\sum_{j=1}^{d} e_{i_{j}} e_{i_{j}}^{\top} \succeq c(d, n) D$.

We now choose $n_{d}:=\max \left\{\#\left(\Xi\left(M_{0}\right)\right) ; M_{0} \in \operatorname{Perfect}_{0}(d)\right\}$ and let $c_{d}:=c\left(d, n_{d}\right)$. Let $M \in \operatorname{Perfect}(d)$ be minimizing in (11). By Proposition 2.3, one has $D=\sum_{e \in \Xi(M)} \lambda^{e} e e^{\top}$, where $\#(\Xi(M)) \leq n_{d}$. Thus there exists $\Xi \subset \Xi(M), \#(\Xi)=d$, such that $\sum_{e \in \Xi} \lambda^{e} e e^{\top} \succeq$ $c_{d} D$, and therefore $\operatorname{Span}_{\mathbb{R}} \Xi=\mathbb{R}^{d}$.

Let $e \in \Xi$, and let $v \in \mathbb{R}^{d} \backslash\{0\}$ be orthogonal to $\operatorname{Span}_{\mathbb{R}}(\Xi \backslash\{e\})$. Then

$$
c_{d}\|v\|_{D}^{2} \leq \sum_{e^{\prime} \in \Xi} \lambda^{e^{\prime}}\left\langle e^{\prime}, v\right\rangle^{2}=\lambda^{e}\langle e, v\rangle^{2} \leq \lambda^{e}\|e\|_{D^{-1}}^{2}\|v\|_{D}^{2} \leq C \lambda^{e}\|v\|_{D}^{2} / \lambda_{\min }(D)
$$

using Theorem 4.3 for the last inequality, with $C=C(d)$. Therefore $\lambda^{e} \geq\left(c_{d} / C\right) \lambda_{\min }(D)$, which concludes.

Lemma 5.3. Let $d \leq 4$ and $M=A^{\top} M_{0} A \in \operatorname{Perfect}(d)$, where $A \in \mathrm{GL}\left(\mathbb{Z}^{d}\right)$ and $M_{0} \in$ $\operatorname{Perfect}_{0}(d)$. Let also $\Xi \subset \Xi(M)$ be such that $\operatorname{Span}_{\mathbb{R}} \Xi=\mathbb{R}^{d}$ and $\#(\Xi)=$ d. If $M_{0}=M_{d}^{*}$, then $\operatorname{Span}_{\mathbb{Z}} \Xi=\mathbb{R}^{d}$. This remains true if $M_{0}=M_{4}^{\prime}$, except for the following three subsets: $\left\{A^{-1} e \mid e \in \Xi_{i}\right\} \subset \Xi(M), 1 \leq i \leq 3$, where

$$
\begin{aligned}
& \Xi_{1}:=\left\{ \pm b_{1}, \pm b_{4}, \pm\left(b_{2}-b_{3}\right), \pm\left(b_{1}-b_{2}-b_{3}+b_{4}\right)\right\}, \\
& \Xi_{2}:=\left\{ \pm b_{2}, \pm\left(b_{1}-b_{3}\right), \pm\left(b_{4}-b_{3}\right), \pm\left(b_{1}-b_{2}+b_{4}\right)\right\}, \\
& \Xi_{3}:=\left\{ \pm b_{3}, \pm\left(b_{1}-b_{2}\right), \pm\left(b_{4}-b_{2}\right), \pm\left(e_{1}-b_{3}+b_{4}\right)\right\} .
\end{aligned}
$$

Proof, computer assisted. By Proposition 2.5, we may assume without loss of generality that $A=\operatorname{Id}_{d}$. Thus $\Xi=\left\{b_{1}, \cdots, b_{d}\right\}$ is a $d$-element subset of a known set, described in Propositions 2.6 and 2.7. In dimension $d=4$, this gives $C_{\Xi\left(M_{4}^{*}\right)}^{4}=C_{10}^{4}=210$ or $C_{\Xi\left(M_{4}^{\prime}\right)}^{4}=C_{12}^{4}=495$ possibilities. We proceed by exhaustive computer enumeration, and consider all such subsets $\Xi=\left\{e_{1}, \cdots, e_{d}\right\}$ such that $\operatorname{det}\left(e_{1}, \cdots, e_{d}\right) \neq 0$, corresponding to the assumption that $\operatorname{Span}_{\mathbb{R}} \Xi=\mathbb{R}^{d}$. We check that $\left|\operatorname{det}\left(b_{1}, \cdots, b_{d}\right)\right|=1$, which yields the announced result $\operatorname{Span}_{\mathbb{Z}} \Xi=\mathbb{Z}^{d}$, except in the case of $\Xi_{i}, 1 \leq i \leq 3$, where $\left|\operatorname{det}\left(e_{1}, \cdots, e_{d}\right)\right|=2$.

Alternatively, in the case where $M_{0}=M_{d}^{*}$, a formal argument which holds in arbitrary dimension $d$ is presented in [3, Lemma B.6].

Corollary 5.4. Let $D:=\sum_{e \in \Xi_{1}} e e^{\top}$, and let $\lambda \in \Lambda_{d}$ be defined by $\lambda^{e}:=1$ if $e \in \Xi_{1}$, $\lambda^{e}:=0$ otherwise. Then $\lambda \in \Lambda(D)$ and $\operatorname{Span}_{\mathbb{Z}}\left\{e \in \mathcal{Z}_{d} \mid \lambda^{e}>0\right\} \neq \mathbb{Z}^{d}$.

Proof. One has $\operatorname{Span}_{\mathbb{Z}}\left\{e \in \mathcal{Z}_{d} \mid \lambda^{e}>0\right\}=\operatorname{Span}_{\mathbb{Z}}\left(\Xi_{1}\right) \neq \mathbb{Z}^{d}$ by Lemma 5.3. The fact that $\lambda \in \Lambda(D)$ follows from Proposition 2.4, using that $\Xi_{1} \subset \Xi\left(M_{4}^{\prime}\right)$.

Corollary 5.4 above shows that it is important to choose $\lambda(D)$ as the barycenter of $\Lambda(D)$, and not just any point of $\Lambda(D)$, in order for Theorem 5.1 to apply. As a side note, no such selection principle within $\Lambda(D)$ works in dimension $d=5$. Indeed, let us introduce the following perfect form $M_{5}^{\prime \prime} \in \operatorname{Perfect}(5)$ and its minimal vectors $\Xi\left(M_{5}^{\prime \prime}\right)=\left\{e_{1}, \cdots, e_{15}\right\} \subset$ $\mathcal{Z}_{d}$ in column form, see [7]:

$$
M_{5}^{\prime \prime}=\frac{1}{4}\left(\begin{array}{ccccc}
4 & 1 & 1 & -2 & -2  \tag{32}\\
1 & 4 & 1 & -2 & -2 \\
1 & 1 & 4 & -2 & -2 \\
-2 & -2 & -2 & 4 & 1 \\
-2 & -2 & -2 & 1 & 4
\end{array}\right), \quad \Xi\left(M_{5}^{\prime \prime}\right)=\left(\begin{array}{lllllllllllllll}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1
\end{array}\right) .
$$

Let $D=\sum_{i=1}^{15} \lambda_{i} e_{i} e_{i}^{\top}$, where $\lambda_{i} \geq 0$ for all $1 \leq i \leq 15$. Since $\# \Xi\left(M_{5}^{\prime \prime}\right)=15=\operatorname{dim}\left(\mathcal{S}_{5}\right)$, the set of admissible decompositions $\Lambda(D)$ only contains a single element (defined by $\lambda^{e_{i}}=\lambda_{i}$, $1 \leq i \leq 15$, and $\lambda^{e}=0$ if $e \notin \Xi\left(M_{5}^{\prime \prime}\right)$ ). As a result, any selection principle within $\Lambda(D)$ is irrelevant (barycentric or otherwise). Noting that $\operatorname{det}\left(e_{1}, e_{2}, e_{10}, e_{11}, e_{12}\right)=-2$, we conclude that the spanning property fails for $D=\sum_{i \in\{1,2,10,11,12\}} e_{i} e_{i}^{\top}$.

Proof of Theorem 5.1. Let $M=A^{\top} M_{0} A \in \operatorname{Perfect}(d)$ be minimizing in (11), where $A \in$ $\mathrm{GL}\left(\mathbb{Z}^{d}\right)$ and $M_{0} \in \operatorname{Perfect}_{0}(d)$. For now, let $\epsilon$ be as in Lemma 5.2. Then there exists $\Xi \subset \Xi(M), \#(\Xi)=d$, such that $\operatorname{Span}_{\mathbb{R}} \Xi=\mathbb{R}^{d}$ and $\lambda^{e}(D) \geq \epsilon \lambda_{\min }(D)$, for any $e \in \Xi$.

We assume from now on that $M_{0}=M_{4}^{\prime}$ and $\Xi=\left\{A^{-1} e \mid e \in \Xi_{i}\right\}$, for some $1 \leq$ $i \leq 3$, since otherwise Lemma 5.3 concludes the proof. Let $\kappa_{1}:=\min \left\{\lambda^{e}(D) \mid e \in \Xi\right\}$ and $\kappa_{2}:=\min \left\{\lambda^{e}(D) \mid e \in \Xi(M)\right\}$. We know that $\kappa_{1} \geq \epsilon \lambda_{\min }(D)$. Let us show that $\kappa_{2} \geq(\epsilon / 4) \lambda_{\text {min }}(D)$.

Note that $\Xi\left(M_{4}^{\prime}\right)=\Xi_{1} \cup \Xi_{2} \cup \Xi_{3}$ and that $\sum_{e \in \Xi_{i}} e e^{\top}$ is independent of $i \in\{1,2,3\}$ (thus so is $\left.\sum_{e \in \Xi_{i}}\left(A^{-1} e\right)\left(A^{-1} e\right)^{\top}\right)$. We deduce that $\tilde{\lambda} \in \Lambda(D)$, where

$$
\tilde{\lambda}^{e}:= \begin{cases}\lambda^{e}(D)-\kappa_{1} & \text { if } e \in \Xi, \\ \lambda^{e}(D)+\kappa_{1} / 2 & \text { if } e \in \Xi(M) \backslash \Xi, \\ 0 & \text { else. }\end{cases}
$$

Since $\Lambda(D)$ is an equilateral triangle and $\lambda(D)$ is its barycenter, the point $\hat{\lambda}:=(3 / 2) \lambda(D)-$ $(1 / 2) \tilde{\lambda}$ belongs to $\Lambda(D)$. By construction, there is $e_{*} \in \Xi(M) \backslash \Xi$ such that $\kappa_{2}=\lambda^{e_{*}}(D)$. One has

$$
0 \leq \hat{\lambda}^{e_{*}}=\frac{3}{2} \lambda^{e_{*}}(D)-\frac{1}{2}\left(\lambda^{e_{*}}(D)+\kappa_{1} / 2\right)=\kappa_{2}-\kappa_{1} / 4 .
$$

Thus, for any $e \in \Xi(M)$, one has $\lambda^{e}(D) \geq \kappa_{2} \geq \kappa_{1} / 4 \geq(\epsilon / 4) \lambda_{\min }(D)$. This concludes the proof, since $\operatorname{Span}_{\mathbb{Z}} \Xi(M)=\operatorname{Span}_{\mathbb{Z}} \Xi\left(M_{4}^{\prime}\right)=\mathbb{Z}^{d}$.

### 5.2 Absence of checkerboard artifacts

We establish the coercivity property of the discretized elliptic energy announced in Theorem 1.3. The spanning property of scheme coefficients plays a key role, by ensuring the connectivity of the finite differences discretization. Coercivity is used in the proof of the convergence rate Theorem 1.4, and also rules out checkerboard artifacts or similar high frequency oscillations that may arise with ill designed wide stencil finite difference schemes, such as (34) discussed below. The upper and lower estimates announced in Theorem 1.3 are established independently in Proposition 5.7 and Corollary 5.9.

Define $\delta_{h}^{e} u(x):=(u(x+h e)-u(x)) / h$, the first order finite difference of $u: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$ in the direction $e \in \mathbb{Z}^{d}$ at scale $h>0$. The discretized elliptic energy (8) is defined as a sum of squares of finite differences. A basic ingredient of the proof is the ability to control such terms by others.
Lemma 5.5. Let $\left(a_{0}, \ldots, a_{n}\right) \in \mathbb{R}$. Then $\left(a_{0}-a_{n}\right)^{2} \leq n\left(\left(a_{0}-a_{1}\right)^{2}+\cdots+\left(a_{n-1}-a_{n}\right)^{2}\right)$.
Proof. Apply the Cauchy-Schwarz inequality to $\left(a_{0}-a_{1}, \ldots, a_{n-1}-a_{n}\right)$ and $(1, \ldots, 1)$.
Corollary 5.6. Let $e_{0}, \cdots, e_{n-1} \in \mathbb{Z}^{d}$ and $e:=e_{0}+\cdots+e_{n-1}$. Let $h>0, x=x_{0} \in h \mathbb{Z}^{d}$, and $x_{i+1}:=x_{i}+h e_{i}$ for all $0 \leq i<n$. Then for any $u: h \mathbb{Z}^{d} \rightarrow \mathbb{R}$,

$$
\left(\delta_{h}^{e} u(x)\right)^{2} \leq n\left[\left(\delta_{h}^{e_{0}} u\left(x_{0}\right)\right)^{2}+\cdots+\left(\delta_{h}^{e_{n-1}} u\left(x_{n-1}\right)\right)^{2}\right]
$$

Proof. Apply Lemma 5.5 with $a_{i}:=u\left(x_{i}\right), 1 \leq i \leq n$.
Let us mention that, in a spirit similar to Theorem 1.3, a Lipschitz estimate for solutions of the discretized eikonal equation (44) is established in (13), using closely related techniques and starting from the bound $\max \left\{0, \delta_{h}^{e} u(x)\right\} \leq \max \left\{0, \delta_{h}^{e_{0}} u\left(x_{0}\right)\right\}+\cdots+$ $\max \left\{0, \delta_{h}^{e_{n-1}} u\left(x_{n-1}\right)\right\}$.

We next prove the easy part of Theorem 1.3 , which the announced upper bound. For convenience, we denote by $n(d, R):=\#\left\{b \in \mathbb{Z}^{d}| | b \mid \leq R\right\}$ the number of integer points within a radius $R$. Recall that $\mathbb{T}:=\mathbb{R} / \mathbb{Z}$ and $\mathbb{T}_{h}:=(h \mathbb{Z}) / \mathbb{Z}$, for any $h>0$ with $1 / h \in \mathbb{N}$.

Proposition 5.7 (Upper bound for the discrete elliptic energy). Consider weights $\lambda: \mathbb{T}^{d} \rightarrow$ $\Lambda_{d}$ which are bounded by $\lambda_{\max }$ and $R$-supported. Then $Q_{h}(u) \leq C\left\|\nabla_{h} u\right\|_{L_{h}^{2}}^{2}$, for all $h>0$ and $u: h \mathbb{Z}^{d} \rightarrow \mathbb{R}$, where $C=C\left(d, \lambda_{\max }, R\right)$.

Proof. Define for any $x \in \mathbb{T}_{h}$, recalling that $\left(b_{1}, \cdots, b_{d}\right)$ denotes the canonical basis of $\mathbb{R}^{d}$,

$$
\begin{equation*}
E_{h}^{x, R}(u):=\sum_{\substack{|b| \leq R, y:=x+h b}} \sum_{1 \leq i \leq d}\left[\left(\delta_{h}^{b_{i}} u(y)\right)^{2}+\left(\delta_{h}^{-b_{i}} u(y)\right)^{2}\right] \tag{33}
\end{equation*}
$$

where implicitly the offset $b \in \mathbb{Z}^{d}$. Consider $e \in \mathbb{Z}^{d}$ with $|e| \leq R$. Denote $e=\left(\sigma_{1} \alpha_{1}, \cdots, \sigma_{d} \alpha_{d}\right) \in$ $\mathbb{Z}^{d}$, where $\sigma_{1}, \cdots, \sigma_{d} \in\{-1,1\}$ and $\alpha_{1}, \cdots, \alpha_{d} \in \mathbb{N}$, and observe that $e=\sigma_{1} b_{1}+\cdots+\sigma_{1} b_{1}+$ $\sigma_{2} b_{2}+\cdots+\sigma_{2} b_{2}+\cdots$, where each term $\sigma_{i} b_{i}$ is repeated $\alpha_{i}$ times, for all $1 \leq i \leq d$. Then by Corollary 5.6 we successively obtain:

$$
\left(\delta_{h}^{e} u(x)\right)^{2} \leq C_{0} E_{h}^{x, R}(u), \quad \mathcal{E}_{h}^{x}(u):=\sum_{e \in \mathcal{Z}} \lambda^{e}(x)\left[\left(\delta_{h}^{e} u(x)\right)^{2}+\left(\delta_{h}^{-e} u(x)\right)^{2}\right] \leq C_{1} E_{h}^{x, R}(u),
$$

where $C_{0}:=R \sqrt{d} \geq \alpha_{1}+\cdots+\alpha_{d}$ and $C_{1}:=2 \lambda_{\max } n(d, R) C_{0}$. Eventually, we conclude

$$
\mathcal{E}_{h}(u):=\sum_{x \in \mathbb{T}_{h}^{d}} \mathcal{E}_{h}^{x}(u) \leq C_{1} \sum_{x \in \mathbb{T}_{h}^{d}} E_{h}^{x, R}(u)=2 n(d, R) C_{1} \sum_{x \in \mathbb{T}_{h}^{d}}\left\|\nabla_{h} u(x)\right\|^{2}
$$

Before turning to the proof of the lower bound for the discrete elliptic energy, we would like to illustrate a situation where it may fail. The following is an example of a finite difference scheme featuring such undesirable checkerboard artifacts:

$$
\begin{equation*}
\frac{1}{2} \sum_{i=1}^{2} \frac{u\left(x+h e_{i}\right)+u\left(x-h e_{i}\right)-2 u(x)}{h^{2}}=0 \quad \text { in } \mathbb{T}_{h}^{2} \tag{34}
\end{equation*}
$$

where $e_{1}:=(1,1), e_{2}:=(1,-1)$, and $1 / h \in 2 \mathbb{N}$. This scheme is a discretization of the equation $\Delta u(x)=0$ in $\mathbb{T}^{2}$. Its set of solutions is the set of functions that are constant on each one of the two distinct sets

$$
\begin{equation*}
\left(h\left\{(i, j) \in \mathbb{Z}^{2} \mid i+j \in 2 \mathbb{Z}\right\}\right) / \mathbb{Z}^{2}, \quad\left(h\left\{(i, j) \in \mathbb{Z}^{2} \mid i+j \in 2 \mathbb{Z}+1\right\}\right) / \mathbb{Z}^{2} \tag{35}
\end{equation*}
$$

of points of $\mathbb{T}_{h}^{2}$ whose sums of coefficients are respectively even and odd after scaling by $h^{-1}$, but that are not necessarily constant on the whole lattice $\mathbb{T}_{h}^{2}$. The reason underlying this failure is that the offsets $e_{1}, e_{2}$ do not span $\mathbb{Z}^{2}$ with integer coefficients, although they
$\operatorname{span} \mathbb{R}^{2}$ with real coefficients, since $\left|\operatorname{det}\left(e_{1}, e_{2}\right)\right|=2 \neq 1$. The numerical scheme (34) can be obtained as the optimality condition of the discrete elliptic energy $\mathcal{E}_{h}$ defined by (5), with constant coefficients $\lambda^{ \pm e_{1}}(x)=\lambda^{ \pm e_{2}}(x)=1 / 2, \lambda^{e}(x)=0$ otherwise, and r.h.s. $f=0$. These coefficients fail the spanning property, and the energy $\mathcal{E}_{h}$ attains its minimum (which is zero) on maps $u: \mathbb{T}_{h}^{2} \rightarrow \mathbb{R}$ which are constant on each set 35 , but possibly not globally constant.

Lemma 5.8. Consider weights $\lambda: \mathbb{T}^{d} \rightarrow \Lambda_{d}$ which are $R$-supported, $K$-Lipschitz, and $\varepsilon$ spanning. Then for any $0<h \leq h_{0}$ and any $x_{0}, x_{*} \in \mathbb{T}_{h}^{d}$ with $\left|x_{0}-x_{*}\right|=h$, there exists $e_{0}, \cdots, e_{n-1} \in \mathbb{Z}^{d} \backslash\{0\}$ with $n \leq n_{0}$ such that for all $0 \leq i<n$

$$
\lambda^{ \pm e_{i}}\left(x_{i}\right) \geq \varepsilon / 2, \quad \text { with } x_{i+1}:=x_{i}+h e_{i}
$$

and in addition $x_{n}=x_{*}$. The constants $h_{0}>0$ and $n_{0}$ only depend on $(d, R, K, \varepsilon)$.
Proof. A closely related argument appears in [13, Lemma 4.3], in the context of the discretization of a three dimensional eikonal equation based on Selling's algorithm.

Let $h>0$ and $x_{0} \in \mathbb{T}_{h}^{d}$. By the $\varepsilon$-spanning property, there exists $e_{1}^{\prime}, \cdots, e_{d}^{\prime} \in \mathbb{Z}^{d}$ such that $\left|\operatorname{det}\left(e_{1}^{\prime}, \cdots, e_{d}^{\prime}\right)\right|=1$ and $\lambda^{ \pm e_{i}^{\prime}}\left(x_{0}\right) \geq \varepsilon$ for all $1 \leq i \leq d$. Denote by $A \in \operatorname{GL}\left(\mathbb{Z}^{d}\right)$ the matrix whose columns are $\left(e_{1}^{\prime}, \cdots, e_{d}^{\prime}\right)$, and note that $1=|\operatorname{det}(A)| \leq\|A\|^{d-1}\left\|A^{-1}\right\|^{-1}$, thus $\left\|A^{-1}\right\| \leq\|A\|^{d-1} \leq C_{0}:=(R \sqrt{d})^{d-1}$. (In the case where the weights are obtained as in Corollary 1.7, namely $\lambda\left(x_{0}\right):=\lambda\left(\mathcal{D}\left(x_{0}\right)\right)$, one also has the possibly sharper estimate $\left\|A^{-1}\right\| \leq C \mu\left(\mathcal{D}\left(x_{0}\right)\right)$, see Proposition 4.2,

Let $x_{*}=x_{0}+h b$ where $\pm b$ is an element of the canonical basis of $\mathbb{R}^{d}$. Then we have $b=\alpha_{1} e_{1}^{\prime}+\cdots+\alpha_{d} e_{d}^{\prime}$, with $\alpha_{1}, \cdots, \alpha_{d} \in \mathbb{Z}$ such that $n:=\left|\alpha_{1}\right|+\cdots+\left|\alpha_{d}\right|=$ $\left|A^{-1} b\right|_{l^{1}} \leq \sqrt{d}\left\|A^{-1}\right\| \leq n_{0}$ with $n_{0}:=C_{0} \sqrt{d}$. We may assume that $\alpha_{1}, \cdots, \alpha_{d} \geq 0$, w.l.o.g. up to changing some of the $\left(e_{i}^{\prime}\right)_{i=1}^{d}$ into their opposites, and we define $\left(e_{0}, \cdots, e_{n-1}\right):=$ $\left(e_{1}^{\prime}, \cdots, e_{1}^{\prime}, e_{2}^{\prime}, \cdots, e_{2}^{\prime}, \cdots\right)$ where each element $e_{i}^{\prime}$ is repeated $\alpha_{i}$ times, for all $1 \leq i \leq d$.

Letting $x_{i+1}:=x_{i}+h e_{i}$, for all $0 \leq i<n$, we do have $x_{n}=x_{0}+h\left(e_{0}+\cdots+e_{n-1}\right)=$ $x_{0}+h b=x_{*}$. Finally, when $h \leq h_{0}:=1 /\left(2 K n_{0} R\right)$, we conclude that for all $0 \leq i<n$

$$
\lambda^{ \pm e_{i}}\left(x_{i}\right) \geq \lambda^{ \pm e_{i}}\left(x_{0}\right)-K h\left|e_{0}+\cdots+e_{i-1}\right| \geq \varepsilon-K n_{0} R h \geq \varepsilon / 2
$$

Corollary 5.9 (Lower bound for the elliptic energy). With the notations and assumptions of Lemma 5.8. One has $c\left\|\nabla_{h} u\right\|_{L_{h}^{2}}^{2} \leq Q_{h}(u)$, for all $0<h \leq h_{0}$ and $u: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$, where the constant $c>0$ only depends on $(d, R, K, E)$.

Proof. Consider $x_{0} \in \mathbb{T}_{h}^{d}$, and $0<h \leq h_{0}$, and let $x_{*}=x+h b_{i}$ for some $1 \leq i \leq d$ where $\left(b_{i}\right)_{i=1}^{d}$ denotes the canonical basis of $\mathbb{R}^{d}$. Then by Corollary 5.6 and Lemma 5.8

$$
\left(\delta_{h}^{b_{i}} u\left(x_{0}\right)\right)^{2} \leq n\left[\left(\delta_{h}^{e_{0}} u\left(x_{0}\right)\right)^{2}+\cdots+\left(\delta_{h}^{e_{n-1}} u\left(x_{n-1}\right)\right)^{2}\right] \leq \frac{2 n_{0}}{\varepsilon} \mathcal{E}_{h}^{x, R_{1}}(u)
$$

where $\mathcal{E}_{h}^{x, R_{1}}(u):=\sum_{\substack{|b| \leq R_{1} \\ y:=x+h b}} \mathcal{E}_{h}^{y}(u)$ and $R_{1}:=n_{0} R$. We then conclude

$$
\|\nabla u\|_{L_{h}^{2}}^{2}=h^{d} \sum_{x \in \mathbb{T}_{h}} \sum_{1 \leq i \leq d}\left(\delta^{b_{i}} u(x)\right)^{2} \leq \frac{2 d n_{0}}{\varepsilon} h^{d} \sum_{x \in \mathbb{T}_{h}} \mathcal{E}_{h}^{x, R_{1}}(u)=\frac{2 d n_{0} n\left(d, R_{1}\right)}{\varepsilon} \mathcal{E}_{h}(u) .
$$

## 6 Smooth decomposition

In dimensions $d \in\{2,3\}$, the decomposition $\lambda(D)$ of a matrix $D \in \mathcal{S}_{d}^{++}$defined in Proposition 1.5 coincides with Selling's decomposition [8, 30], see Section 3.1, and has piecewise linear coefficients. In this section, we construct a smooth variant of Selling's decomposition in dimension $d=2$, as announced in Theorem 1.8 which gathers the results of Theorems 6.4 and 6.11 and Propositions 6.12 and 6.13 below. The extension of this construction to dimension $d=3$ does not appear straightforward, and is an opportunity for future work. For that purpose, we introduce two auxiliary functions, which are smooth approximations of the absolute value and of the median of three values.

Lemma 6.1 (Regularization of the absolute value). Let $\phi \in C^{\infty}(\mathbb{R} ;[0,1])$ be even and such that $\phi=1$ on a neighborhood of the origin, and $\phi=0$ on $[1,+\infty)$. Define

$$
\operatorname{sabs}(x):=\phi(x)\left(1+x^{2}\right) / 2+(1-\phi(x))|x|,
$$

for all $x \in \mathbb{R}$. Then $\operatorname{sabs} \in C^{\infty}(\mathbb{R} ; \mathbb{R})$, and $g(x):=\operatorname{sabs}(x)-|x|$ obeys $0 \leq g \leq 1 / 2$ on $\mathbb{R}$, and $g=0$ on $[1,+\infty)$.

Proof. The function sabs is smooth as a sum of products of smooth functions, and since the coefficient $(1-\phi(x))$ vanishes in a neighborhood of the origin where the absolute value $|x|$ has a singularity.

Define $f(x):=\left(1+x^{2}\right) / 2-x$, so that $g(x)=\phi(x) f(|x|)$ for all $x \in \mathbb{R}$. Observing that $f(x)=(1-x)^{2} / 2$ we obtain that $0 \leq f \leq 1 / 2$ on $[0,1]$. Since $0 \leq \phi \leq 1$ this implies $0 \leq g \leq 1 / 2$ on $[-1,1]$. Finally, $g$ vanishes like $\phi$ outside of $[-1,1]$.

In numerical applications, we may choose $\phi(x)=\mathbb{1}_{|x| \leq 1}$, which is not smooth but nevertheless yields a regularized absolute value sabs with a Lipschitz gradient, and thus a modified Selling decomposition with a Lipschitz gradient. This convention is used in Fig. 1 (bottom). In a similar spirit, the next lemma introduces a smooth approximation of the median of three values, which in addition is expressed in terms of quantities obeying some invariance properties under Selling's superbase transformations, see the proof of Theorem 6.4.

Lemma 6.2 (Regularization of the median value). Define

$$
\begin{equation*}
\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right):=S /(2 \sqrt{Q+2 S}), \quad \text { with } S:=\rho_{0} \rho_{1}+\rho_{1} \rho_{2}+\rho_{2} \rho_{0}, \quad Q:=\left(\rho_{2}-\rho_{1}\right)^{2}, \tag{36}
\end{equation*}
$$

when $Q+2 S>0$. If $0 \leq \rho_{0} \leq \rho_{1} \leq \rho_{2}$ and $\rho_{1}>0$, then $\rho_{1} /(2 \sqrt{2}) \leq \operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)<\rho_{1}$.

Proof. Assume that $0 \leq \rho_{0} \leq \rho_{1} \leq \rho_{2}$ and $\rho_{1}>0$. Noting that $Q+2 S \geq \rho_{1}^{2}+\rho_{2}^{2}>0$, we obtain that $\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)$ is well-defined. Since $f_{0}(t):=t / \sqrt{1+t}$ is non-decreasing on $[0,+\infty)$, and indeed $f_{0}^{\prime}(t)=(1+t / 2)(1+t)^{-3 / 2} \geq 0$ over that interval, we obtain that $S / \sqrt{Q+2 S}$ is a non-decreasing function of $S$ when $Q$ is fixed, and thus that $\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)$ is a non-decreasing function of $\rho_{0} \in\left[0, \rho_{1}\right]$ when $\rho_{1}$ and $\rho_{2}$ are fixed. Thus it suffices to show that $\rho_{1} /(2 \sqrt{2}) \leq \operatorname{smed}\left(0, \rho_{1}, \rho_{2}\right)$ and that $\operatorname{smed}\left(\rho_{1}, \rho_{1}, \rho_{2}\right)<\rho_{1}$. By homogeneity, one may assume without loss of generality that $\rho_{1}=1$, hence it suffices to show that for $t=\rho_{2} \geq 1$,

$$
\begin{aligned}
1 / \sqrt{2} & \leq 2 \operatorname{smed}(0,1, t)=t / \sqrt{(t-1)^{2}+2 t}=t / \sqrt{1+t^{2}}=: f_{1}(t), \\
2 & >2 \operatorname{smed}(1,1, t)=(1+2 t) / \sqrt{(t-1)^{2}+2(1+2 t)}=(1+2 t) / \sqrt{t^{2}+2 t+3}=: f_{2}(t) .
\end{aligned}
$$

Observing that $f_{1}$ and $f_{2}$ are strictly increasing on $[1,+\infty)$, by differentiation similarly to $f_{0}$, and that $f_{1}(1)=1 / \sqrt{2}$ and $f_{2}(t) \rightarrow 2$ as $t \rightarrow+\infty$, we conclude the proof.

Similarly to Selling's original decomposition, the regularized decomposition that we introduce is defined using the notion of superbase of $\mathbb{Z}^{2}$, see Definition 3.8. By Proposition 3.12, any matrix $D \in \mathcal{S}_{2}^{++}$admits a $D$-obtuse superbase $\left(v_{0}, v_{1}, v_{2}\right) \in\left(\mathbb{Z}^{2}\right)^{3}$. It satisfies $\left|\operatorname{det}\left(v_{1}, v_{2}\right)\right|=1, v_{0}+v_{1}+v_{2}=0$, and $\rho_{i} \geq 0$ for any $i \in\{0,1,2\}$ where

$$
\begin{equation*}
\rho_{0}:=-\left\langle v_{1}, D v_{2}\right\rangle, \quad \rho_{1}:=-\left\langle v_{0}, D v_{2}\right\rangle, \quad \rho_{2}:=-\left\langle v_{0}, D v_{1}\right\rangle . \tag{37}
\end{equation*}
$$

Selling's formula, which can be deduced from Propositions 3.4 and 3.12 , then asserts that

$$
\begin{equation*}
D=\sum_{0 \leq i \leq 2} \rho_{i} e_{i} e_{i}^{\top}, \quad \text { where } e_{i}:=v_{i}^{\perp} \tag{38}
\end{equation*}
$$

Lemma 6.3. Let $D \in \mathcal{S}_{2}^{++}$, and let $v=\left(v_{0}, v_{1}, v_{2}\right)$ be a $D$-obtuse superbase. Assume, up to permuting $v$, that the Selling weights satisfy $0 \leq \rho_{0} \leq \rho_{1} \leq \rho_{2}$. Then $\rho_{2}\left\|v_{2}\right\|^{2} \leq \lambda_{\max }(D)$ and $\rho_{0}+\rho_{1} \geq\left\|v_{2}\right\|^{2} \lambda_{\min }(D)$, and in particular $\rho_{2} \leq \lambda_{\max }(D)$ and $\rho_{1} \geq \lambda_{\min }(D) / 2>0$.

Proof. The existence of a suitable permutation of $v$ is clear. Denoting $e_{i}:=v_{i}^{\perp}$, for all $0 \leq$ $i \leq 2$, we obtain $\rho_{2}\left\|e_{2}\right\|^{4} \leq\left\langle e_{2}, D e_{2}\right\rangle \leq \lambda_{\max }(D)\left\|e_{2}\right\|^{2}$. On the other hand $\lambda_{\min }(D)\left\|v_{2}\right\|^{2} \leq$ $\left\langle v_{2}, D v_{2}\right\rangle=\rho_{0}+\rho_{1}$, since $\left|\left\langle e_{0}, v_{2}\right\rangle\right|=\left|\left\langle e_{1}, v_{2}\right\rangle\right|=\left|\operatorname{det}\left(e_{1}, e_{2}\right)\right|=1$. We conclude noting that $\left\|e_{2}\right\|=\left\|v_{2}\right\| \geq 1$, since $v_{2} \in \mathbb{Z}^{2} \backslash\{0\}$.

Consider $D \in \mathcal{S}_{2}^{++}$and a $D$-obtuse superbase $v=\left(v_{0}, v_{1}, v_{2}\right)$ permuted so that $\rho_{0} \leq$ $\rho_{1} \leq \rho_{2}$. Then the regularized Selling decomposition $\tilde{\lambda}(D): \mathcal{Z}_{2} \rightarrow \mathbb{R}$ is defined as

$$
\tilde{\lambda}^{e}(D):= \begin{cases}\rho_{0}+w / 2 & \text { if } e:= \pm v_{0}^{\perp},  \tag{39}\\ \rho_{1}-w & \text { if } e:= \pm v_{1}^{\perp}, \\ \rho_{2}-w & \text { if } e:= \pm v_{2}^{\perp}, \\ w / 2 & \text { if } e:= \pm\left(v_{1}-v_{2}\right)^{\perp}, \\ 0 & \text { else },\end{cases}
$$

where $w:=m \operatorname{sabs}\left(\rho_{0} / m\right)-\rho_{0}$, with $m:=\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)$. For comparison, the coefficients $\lambda(D) \in \Lambda_{2}$ of Proposition 1.5, which correspond to the usual Selling decomposition (38), are obtained by by choosing $w=0$ in (39).

Theorem 6.4. Let $D \in \mathcal{S}_{2}^{++}$. Then the decomposition $\tilde{\lambda}(D)$ is independent of the choice of superbase $v$, provided it is $D$-obtuse and such that $\rho_{0} \leq \rho_{1} \leq \rho_{2}$. It is consistent, in the sense that

$$
\begin{equation*}
\sum_{e \in \mathcal{Z}_{2}} \tilde{\lambda}^{e}(D) e e^{\top}=D \tag{40}
\end{equation*}
$$

and its weights are nonnegative and have $C^{\infty}$ regularity.
The next four lemmas are devoted to the proof of Theorem 6.4. We prove in Lemma 6.5 that the equality (40) holds and that the weights (39) of the regularized Selling decomposition are nonnegative. We establish in Lemma 6.7 that these weights are smooth (and in particular uniquely defined) in the neighborhood of a matrix admitting a strictly $D$-obtuse superbase, and in Lemma 6.8 a similar regularity result in the complementary case.

Lemma 6.5. The regularized Selling decomposition is consistent and has nonnegative weights.
Proof. Since $D$ is nondegenerate, at most one of Selling's nonnegative weights $\rho_{0}, \rho_{1}, \rho_{2}$ vanishes, see (38). Upon sorting, this yields $0 \leq \rho_{0} \leq \rho_{1} \leq \rho_{2}$ and $\rho_{1}>0$, and in particular $\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)$ is well-defined and obeys the bounds of Lemma 6.2. It follows that $0 \leq w:=m g\left(\rho_{0} / m\right) \leq m / 2<\rho_{1} / 2$, by Lemmas 6.1 and 6.2 , hence the weights (39) are nonnegative as announced. Using again (39) we compute

$$
\sum_{e \in \mathcal{Z}_{2}} \tilde{\lambda}^{e}(D) e e^{\top}=\sum_{0 \leq i \leq 2} \rho_{i} e_{i} e_{i}^{\top}+\frac{w}{2}\left(e_{0} e_{0}^{\top}-2 e_{1} e_{1}^{\top}-2 e_{2} e_{2}^{\top}+\left(e_{1}-e_{2}\right)\left(e_{1}-e_{2}\right)^{\top}\right)
$$

where $e_{i}:=v_{i}^{\perp}$. Observing that $e_{0}=-e_{1}-e_{2}$ and recalling the parallelogram identity $\left(e_{1}+e_{2}\right)\left(e_{1}+e_{2}\right)^{\top}+\left(e_{1}-e_{2}\right)\left(e_{1}-e_{2}\right)^{\top}=2\left(e_{1} e_{1}^{\top}+e_{2} e_{2}^{\top}\right)$, one obtains that the second term in the r.h.s. vanishes, and consistency (40) therefore follows from Selling's formula (38).

A superbase $v$ is said strictly $D$-obtuse, where $D \in \mathcal{S}_{2}^{++}$, if the weights (37) are positive.
Lemma 6.6. Let $D \in \mathcal{S}_{2}^{++}$, and let $v=\left(v_{0}, v_{1}, v_{2}\right)$ be a $D$-obtuse superbase with Selling weights $\rho_{0} \leq \rho_{1} \leq \rho_{2}$. If $v$ is strictly $D$-obtuse, i.e. $\rho_{0}>0$, then any other $D$-obtuse superbase coincides with $v$ up to a permutation and a global change of sign. Otherwise if $\rho_{0}=0$ then $\tilde{v}:=\left(v_{2}-v_{1}, v_{1},-v_{2}\right)$ is also $D$-obtuse, and any other $D$-obtuse superbase coincides with $v$ or $\tilde{v}$ up to a permutation and a global change of sign.

Proof. Let us recall that Selling's decomposition (38) corresponds to the coefficients $\lambda\left(D^{*}\right)$ of Proposition 1.5 in dimension $d \in\{2,3\}$, which are uniquely defined. Let $\hat{v}=\left(\hat{v}_{0}, \hat{v}_{1}, \hat{v}_{2}\right)$ be an arbitrary $D$-obtuse superbase. If $\rho_{0}>0$ then $\left\{ \pm v_{0}^{\perp}, \pm v_{1}^{\perp}, \pm v_{2}^{\perp}\right\}=\operatorname{supp}\left(\lambda\left(D^{*}\right)\right)=$ $\left\{ \pm \hat{v}_{0}^{\perp}, \pm \hat{v}_{1}^{\perp}, \pm \hat{v}_{2}^{\perp}\right\}$, from which the first point follows. If $\rho_{0}=0$, then recalling that $\rho_{1}>0$
by Lemma 6.3 we obtain that $\left\{ \pm v_{1}^{\perp}, \pm v_{2}^{\perp}\right\}=\operatorname{supp}\left(\lambda\left(D^{*}\right)\right) \subset \mathcal{Z}_{2}$ contains two elements of $\hat{v}$. Thus $\hat{v}_{1}=v_{1}$ and either $\hat{v}_{2}=v_{2}$ or $\hat{v}_{2}=-v_{2}$, up to a global change of sign and permutation of $\hat{v}$, and therefore $\hat{v}=v$ or $\hat{v}=\tilde{v}$ respectively, since $\hat{v}_{0}=-\hat{v}_{1}-\hat{v}_{2}$, as announced. Finally, we note that $\left\langle v_{1}, D v_{2}\right\rangle=-\rho_{0}=0,\left\langle v_{2}-v_{1}, D v_{1}\right\rangle=-\left\|v_{1}\right\|_{D}^{2} \leq 0$ and $\left\langle v_{2}-v_{1},-D v_{2}\right\rangle=-\left\|v_{2}\right\|_{D}^{2} \leq 0$, so that $\tilde{v}$ is $D$-obtuse as announced, which concludes.

Lemma 6.7. The weights of the regularized Selling decomposition are smooth in the neighborhood of any $D^{*} \in \mathcal{S}_{2}^{++}$which admits a strictly $D^{*}$-obtuse superbase $v=\left(v_{0}, v_{1}, v_{2}\right)$

Proof. Denote by $0<\rho_{0}^{*} \leq \rho_{1}^{*} \leq \rho_{2}^{*}$ the Selling weights of $D^{*}$ defined by (37), up to permuting the superbase $v$.

- Case $\rho_{0}^{*}=\rho_{1}^{*}$. Then $m^{*}=\operatorname{smed}\left(\rho_{0}^{*}, \rho_{1}^{*}, \rho_{2}^{*}\right)<\rho_{1}^{*}=\rho_{0}^{*}$ by Lemma 6.2. Thus

$$
m^{*} \operatorname{sabs}\left(\rho_{0}^{*} / m^{*}\right)=m^{*} \rho_{0}^{*} / m^{*}=\rho_{0}^{*},
$$

by Lemma 6.1 since $\rho_{0}^{*} / m^{*}>1$. Therefore $w^{*}:=m^{*} \operatorname{sabs}\left(\rho_{0}^{*} / m^{*}\right)-\rho_{0}^{*}=0$ and the weights (39) coincide with those of Selling's original decomposition. In particular, they are uniquely defined.
Likewise, for $D$ close enough to $D^{*}$, we obtain $\rho_{0} / m>1$ by continuity, and thus $w=0$, with obvious notations. As a result, the classical and regularized Selling decompositions have the same weights and offsets. The weights $\rho_{0}, \rho_{1}, \rho_{2}$ of Selling's decomposition (37) are linear functions of $D$, in a neighborhood of $D^{*}$, hence they are smooth as announced.

- Case $\rho_{0}^{*}<\rho_{1}^{*}$. Then for $D$ close enough to $D^{*}$ one has likewise $\rho_{0}<\rho_{1}$. Noting that (36) is a symmetric expression of $\rho_{1}$ and $\rho_{2}$, we obtain that $m=\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)$ depends smoothly on $D$ in a neighborhood of $D^{*}$, even in the case where $\rho_{1}^{*}=\rho_{2}^{*}$. (This also shows that the weights (39) are uniquely defined, even when $\rho_{1}^{*}=\rho_{2}^{*}$.) Thus $w$ and the weights (39) are also smooth by composition, which concludes.

Lemma 6.8. The weights of the regularized Selling decomposition are smooth in the neighborhood of any $D^{*} \in \mathcal{S}_{2}^{++}$which does not admit a strictly $D^{*}$-obtuse superbase.

Proof. By Proposition 3.12 there exists a $D^{*}$-obtuse superbase $v=\left(v_{0}, v_{1}, v_{2}\right)$, whose weights $\rho_{0}^{*} \leq \rho_{1}^{*} \leq \rho_{2}^{*}$ defined by (37) satisfy $\rho_{0}^{*}=0$ since $v$ is not strictly $D^{*}$-obtuse, and $\rho_{1}^{*}>0$ since $D$ is non-degenerate. The only other $D^{*}$-obuse superbase is $\tilde{v}:=\left(\tilde{v}_{0}, \tilde{v}_{1}, \tilde{v}_{2}\right):=$ $\left(v_{1}-v_{2},-v_{1}, v_{2}\right)$ by Lemma 6.6, up to a global change of sign and a permutation. The change of sign is irrelevant, and the permutation is fixed by imposing that $0=\rho_{0}^{*}=-\left\langle\tilde{v}_{1}, D^{*} \tilde{v}_{2}\right\rangle$, $\rho_{1}^{*}=-\left\langle\tilde{v}_{0}, D^{*} \tilde{v}_{2}\right\rangle$, and $\rho_{2}^{*}=-\left\langle\tilde{v}_{0}, D^{*} \tilde{v}_{1}\right\rangle$ (an ambiguity remains in the special case where $\rho_{1}^{*}=\rho_{2}^{*}$, but it is harmless since (36) and (39) are symmetric expressions of $\rho_{1}$ and $\rho_{2}$ ).

Consider $D$ in the neighborhood of $D^{*}$, and denote by ( $\rho_{0}, \rho_{1}, \rho_{2}$ ) and ( $\tilde{\rho}_{0}, \tilde{\rho}_{1}, \tilde{\rho}_{2}$ ) the weights of Selling's formula associated with the superbases $v$ and $\tilde{v}$, namely $\rho_{i}:=$
$-\left\langle v_{i-1}, D v_{i+1}\right\rangle$ and $\tilde{\rho}_{i}:=-\left\langle v_{i-1}, D v_{i+1}\right\rangle$ with circular indexing (note that one of $v$ or $\tilde{v}$ may not be $D$-obtuse, and thus define negative weights). Then

$$
\begin{aligned}
& \tilde{\rho}_{0}=-\left\langle-v_{1}, D v_{2}\right\rangle=-\rho_{0}, \\
& \tilde{\rho}_{1}=-\left\langle v_{1}-v_{2}, D v_{2}\right\rangle=-\left\langle 2 v_{1}+v_{0}, D v_{2}\right\rangle=\rho_{1}+2 \rho_{0}, \\
& \tilde{\rho}_{2}=-\left\langle v_{1}-v_{2},-D v_{1}\right\rangle=-\left\langle-2 v_{2}-v_{0},-v_{1}\right\rangle=\rho_{2}+2 \rho_{0} .
\end{aligned}
$$

Therefore $m:=\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)=\operatorname{smed}\left(\tilde{\rho}_{0}, \tilde{\rho}_{1}, \tilde{\rho}_{2}\right)=: \tilde{m}$, in view of the identities

$$
\begin{aligned}
Q & :=\left(\rho_{2}-\rho_{1}\right)^{2}=\left(\tilde{\rho}_{2}-\tilde{\rho}_{1}\right)^{2}=: \tilde{Q}, \\
S & :=\rho_{0} \rho_{1}+\rho_{1} \rho_{2}+\rho_{2} \rho_{0}=\operatorname{det}\left(\begin{array}{cc}
\rho_{0}+\rho_{2} & \rho_{0} \\
\rho_{0} & \rho_{0}+\rho_{1}
\end{array}\right)=\operatorname{det}(D)=\tilde{\rho}_{0} \tilde{\rho}_{1}+\tilde{\rho}_{1} \tilde{\rho}_{2}+\tilde{\rho}_{2} \tilde{\rho}_{0}=: \tilde{S} .
\end{aligned}
$$

Note that the matrix in the second line represents the quadratic form (38) in the unimodular basis $\left(v_{1}, v_{2}\right)$. It follows that $\omega:=m \operatorname{sabs}\left(\rho_{0} / m\right)=\tilde{m} \operatorname{sabs}\left(\tilde{\rho}_{0} / \tilde{m}\right)$, since sabs is even, and therefore $w=\omega-\rho_{0}$ and $\tilde{w}=\omega+\rho_{0}$. The weights and offsets of Selling's regularized formula with $\tilde{v}$ are thus

$$
\begin{aligned}
\left(\tilde{\rho}_{0}+\tilde{w} / 2, \tilde{\rho}_{1}-\tilde{w}, \tilde{\rho}_{2}-\tilde{w}, \tilde{w} / 2\right) & =\left(\omega / 2-\rho_{0} / 2, \rho_{1}-\omega+\rho_{0}, \rho_{2}-\omega+\rho_{0}, \omega / 2+\rho_{0} / 2\right), \\
\left(\tilde{v}_{0}^{\perp}, \tilde{v}_{1}^{\perp}, \tilde{v}_{2}^{\perp}, \tilde{v}_{1}^{\perp}-\tilde{v}_{2}^{\perp}\right) & =\left(v_{1}^{\perp}-v_{2}^{\perp},-v_{1}^{\perp}, v_{2}^{\perp},-v_{1}^{\perp}-v_{2}^{\perp}\right) .
\end{aligned}
$$

Compare with the weights and offsets of Selling's regularized formula with $v$, namely

$$
\begin{aligned}
\left(\rho_{0}+w / 2, \rho_{1}-w, \rho_{2}-w, w / 2\right) & =\left(\omega / 2+\rho_{0} / 2, \rho_{1}-\omega+\rho_{0}, \rho_{2}-\omega+\rho_{0}, \omega / 2-\rho_{0} / 2\right), \\
\left(v_{0}^{\perp}, v_{1}^{\perp}, v_{2}^{\perp}, v_{1}^{\perp}-v_{2}^{\perp}\right) & =\left(-v_{1}^{\perp}-v_{2}^{\perp}, v_{1}^{\perp}, v_{2}^{\perp}, v_{1}^{\perp}-v_{2}^{\perp}\right) .
\end{aligned}
$$

The decompositions agree, up to permuting the first and last weight and offset, and changing the sign of the second offset. Since they are defined by smooth expressions, the result follows.

Quantitative regularity estimates. We quantify below the Lipschitz constant of the coefficients and of their gradients, with respect to the square root $\mu(D)$ of the condition number of the matrix $D \in \mathcal{S}_{2}^{++}$. From now on, all results of this section remain valid if $\phi(x)=\mathbb{1}_{|x| \leq 1}$ is chosen in Lemma 6.1 instead of $\phi \in C^{\infty}(\mathbb{R} ;[0,1])$, except that the weights of the decomposition only have $W_{\text {loc }}^{2, \infty}$ regularity (i.e. continuous first order derivatives, locally bounded second order derivatives) rather than $C^{\infty}$ regularity.

The mapping considered in Lemma 6.9(i) is known as the perspective function of $f$.
Lemma 6.9. The following holds for any $f \in C^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$.
(i) Define $g(x, \rho):=\rho f(x / \rho)$. Then $|\nabla g(x, \rho)| \leq 5 \max \{|f(x / \rho)|,|\nabla f(x / \rho)|\}$, and $\left\|\nabla^{2} g(x, \rho)\right\| \leq(16 / \rho)\left\|\nabla^{2} f(x / \rho)\right\|$, for all $x \in \mathbb{R}^{d}$ and all $\rho>0$ such that $|x| \leq 3 \rho$.
(ii) Define $h(x):=f(B x)$, where $B$ is a matrix of shape $d^{\prime} \times d$. Then $|\nabla h(x)| \leq$ $\|B\||\nabla f(B x)|$ and $\left\|\nabla^{2} h(x)\right\| \leq\|B\|^{2}\left\|\nabla^{2} f(B x)\right\|$, for all $x \in \mathbb{R}^{d}$.

Proof. Note that $\nabla g=\left(\nabla_{x} g, \partial_{\rho} g\right) \in \mathbb{R}^{d+1}$, and that the hessian $\nabla^{2} g$ is built of the blocks $\left(\nabla_{x}^{2} g, \partial_{\rho} \nabla_{x} g, \partial_{\rho}^{2} g\right)$. The announced estimates easily follow from the exact expressions

$$
\begin{array}{rlrl}
\partial_{\rho} g(x, \rho) & =f\left(\frac{x}{\rho}\right)-\frac{1}{\rho}\left\langle\nabla f\left(\frac{x}{\rho}\right), x\right\rangle, & \nabla_{x} g(x, \rho) & =\nabla f\left(\frac{x}{\rho}\right), \\
\partial_{\rho}^{2} g(x, \rho) & =\frac{1}{\rho^{3}}\left\langle x, \nabla f^{2}\left(\frac{x}{\rho}\right) x\right\rangle, & \partial_{\rho} \nabla_{x} g(x, \rho) & =-\frac{1}{\rho^{2}} \nabla^{2} f\left(\frac{x}{\rho}\right) x, \\
\nabla h(x) & =B^{\top} \nabla f(B x), & \nabla_{x}^{2} g(x, \rho)=\frac{1}{\rho} \nabla^{2} f\left(\frac{x}{\rho}\right), \\
\nabla^{\top} h(x) & =B^{\top} \nabla^{2} f(B x) B .
\end{array}
$$

Lemma 6.10. Define the triangular domain $T:=\{(s, t) \mid 0 \leq s \leq t \leq 1\}$, and the functions $m: T \rightarrow \mathbb{R}$ and $\omega: T \backslash\{(0,0)\} \rightarrow \mathbb{R}$ by

$$
m(s, t):=\operatorname{smed}(s, t, 1)=\frac{s+t+s t}{2 \sqrt{1+t^{2}+2 s+2 s t}}, \quad \omega(s, t):=m(s, t) \operatorname{sabs}\left(\frac{s}{m(s, t)}\right) .
$$

Then $|\nabla \omega(s, t)| \leq C_{0}$ and $\left\|\nabla^{2} \omega(s, t)\right\| \leq C_{1} / t$, with constants $C_{0}, C_{1}$ depending only on $\phi$.
Proof. One has $\omega=g \circ \tilde{m}$ where $g(x, \rho):=\rho \operatorname{sabs}(x / \rho)$ and $\tilde{m}(s, t):=(s, m(s, t))$. One has $m \in C^{\infty}(T)$, as a composition of smooth functions and since the denominator does not vanish, and thus $\nabla m$ and $\nabla^{2} m$ are uniformly bounded over $T$, hence also $\nabla \tilde{m}$ and $\nabla^{2} \tilde{m}$.

Applying Lemma 6.9 (i) to sabs, and noting that sabs' and sabs" are bounded over $\mathbb{R}$, we obtain that $|\nabla g(x, \rho)| \leq C$ and $\left\|\nabla^{2} g(x, \rho)\right\| \leq C / \rho$ for some constant $C$. Furthermore, over the domain of evaluation, one has $|x|=s \leq t \leq 3 m(s, t)=3 \rho$ as required, recalling that $m(s, t) \geq t /(2 \sqrt{2})$ by Lemma 6.1. The announced estimates follows by composition.

Theorem 6.11. For any $D_{*} \in \mathcal{S}_{2}^{++}$and $e \in \mathcal{Z}_{2}$, one has for some constant $K=K(\phi)$

$$
\left|\nabla \tilde{\lambda}^{e}\left(D_{*}\right)\right| \leq K \mu\left(D_{*}\right)^{2}, \quad\left\|\nabla^{2} \tilde{\lambda}^{e}\left(D_{*}\right)\right\| \leq K \mu\left(D_{*}\right)^{4} / \lambda_{\min }\left(D_{*}\right)
$$

Proof. Let $\left(v_{0}^{*}, v_{1}^{*}, v_{2}^{*}\right)$ be a $D_{*}$-obtuse superbase, sorted such that the Selling weights 37) obey $\rho_{0}^{*} \leq \rho_{1}^{*} \leq \rho_{2}^{*}$. Let also $A \in \mathrm{GL}\left(\mathbb{Z}^{2}\right)$ be such that $v_{i}^{*}=A b_{i}$, for all $0 \leq i \leq 2$, where $\left(b_{0}, b_{1}, b_{2}\right)$ is the canonical superbase see Remark 3.9, and note that $\|A\| \leq C_{0} \mu(D)$ for some constant $C_{0}$ by Propositions 3.6 3.10 and 3.12. For $D \in S_{2}^{++}$close enough to $D_{*}$, the coefficients of Selling's smoothed decomposition (39) are obtained as the composition of

$$
\begin{aligned}
f_{1}: D & \mapsto D^{\prime}:=A^{\top} D A \\
f_{2}: D^{\prime} & \mapsto\left(\rho_{0}, \rho_{1}, \rho_{2}\right):=-\left(\left\langle b_{1}, D^{\prime} b_{2}\right\rangle,\left\langle b_{2}, D^{\prime} b_{0}\right\rangle,\left\langle b_{0}, D^{\prime} b_{1}\right\rangle\right) \\
f_{3}:\left(\rho_{0}, \rho_{1}, \rho_{2}\right) & \mapsto \omega:=\rho_{2} \omega\left(\rho_{0} / \rho_{2}, \rho_{1} / \rho_{2}\right),
\end{aligned}
$$

followed by the fixed linear mapping $\left(\rho_{0}, \rho_{1}, \rho_{2}, \omega\right) \mapsto\left(\rho_{0}+w / 2, \rho_{1}-w, \rho_{2}-w, w / 2\right)$ where $w:=\omega-\rho_{0}$. Therefore

$$
\left|\nabla\left(f_{3} \circ f_{2} \circ f_{1}\right)\left(D_{*}\right)\right| \leq C\|A\|^{2}, \quad\left\|\nabla^{2}\left(f_{3} \circ f_{2} \circ f_{1}\right)\left(D_{*}\right)\right\| \leq C\|A\|^{4} \frac{1}{\rho_{2}^{*}} \frac{1}{\rho_{1}^{*} / \rho_{2}^{*}}=C \frac{\|A\|^{4}}{\rho_{1}^{*}}
$$

where we applied Lemma 6.9 (ii) to the linear mappings $f_{1}: \mathcal{S}_{2} \rightarrow \mathcal{S}_{2}$ and $f_{2}: \mathcal{S}_{2} \rightarrow$ $\mathbb{R}^{3}$, noting that $\left\|f_{1}(D)\right\|=\left\|A^{\top} D A\right\| \leq\|A\|^{2}\|D\|$ and that $f_{2}$ is fixed hence bounded independently of $D_{*}$. Regarding $f_{3}$ we used the estimates of Lemma 6.10, and applied Lemma 6.9 (i) with $x:=\left(\rho_{0}^{*}, \rho_{1}^{*}\right)$ and $\rho:=\rho_{2}^{*}$, noting that $|x| \leq \rho_{0}^{*}+\rho_{1}^{*} \leq 2 \rho_{2}^{*}$ as required. We conclude recalling that $\|A\| \leq \mu(D)$, and that $\rho_{1}^{*} \geq \lambda_{\min }\left(D_{*}\right) / 2$ by Lemma 6.3.

Radius and spanning property. The next results complete the proof of Theorem 1.8 .
Proposition 6.12. For any $D \in \mathcal{S}_{2}^{++}$and $e \in \operatorname{supp}(\tilde{\lambda}(D))$ one has $\|e\|_{D^{-1}} \leq C \lambda_{\min }(D)^{-\frac{1}{2}}$, and in particular $|e| \leq C \mu(D)$, where $C$ is an absolute constant.

Proof. Let $v=\left(v_{0}, v_{1}, v_{2}\right)$ be a $D$-obtuse superbase, sorted such that $\rho_{0} \leq \rho_{1} \leq \rho_{2}$, and denote $e_{i}:=v_{i}^{\perp}$ for all $0 \leq i \leq 2$. Since $0<\rho_{1} \leq \rho_{2}$ by Lemma 6.3, the offsets $\left\{ \pm e_{1}, \pm e_{2}\right\}$ are contained in the support Selling's decomposition (38), and therefore $\max \left\{\left\|e_{1}\right\|_{D^{-1}},\left\|e_{2}\right\|_{D^{-1}}\right\} \leq C_{0} \lambda_{\min }(D)^{-\frac{1}{2}}$ by Theorem 4.3. Using the triangular inequality, we obtain $\|e\|_{D^{-1}} \leq 2 C_{0} \lambda_{\min }(D)^{-\frac{1}{2}}$ for all $e \in \operatorname{supp}(\tilde{\lambda}(D)) \subset\left\{ \pm e_{0}, \pm e_{1}, \pm e_{2}, \pm\left(e_{1}-e_{2}\right)\right\}$ since $e_{0}=-e_{1}-e_{2}$, as announced. We conclude noting that $|e| \leq\|e\|_{D^{-1}} \lambda_{\max }(D)^{\frac{1}{2}}$.

Proposition 6.13. For any $D \in \mathcal{S}_{2}^{++}, \operatorname{Span}_{\mathbb{Z}}\left\{e \in \mathcal{Z}_{2} \mid \tilde{\lambda}^{e}(D) \geq \lambda_{\min }(D) / 4\right\}=\mathbb{Z}^{2}$.
Proof. Let $v$ be a $D$-obtuse superbase with Selling weights $\rho_{0} \leq \rho_{1} \leq \rho_{2}$, and denote $e_{i}:=v_{i}^{\perp}$ for all $0 \leq i \leq 2$. Since $v$ is a superbase, one has $\left|\operatorname{det}\left(e_{1}, e_{2}\right)\right|=\left|\operatorname{det}\left(v_{1}, v_{2}\right)\right|=1$. Let $m:=\operatorname{smed}\left(\rho_{0}, \rho_{1}, \rho_{2}\right)$ and $w:=m \operatorname{sabs}\left(\rho_{0} / m\right)-\rho_{0}$. Then $w \leq m g\left(\rho_{0} / m\right) \leq m / 2 \leq$ $\rho_{1} / 2$, using successively Lemmas 6.1 and 6.2. We conclude, using Lemma 6.3 for the last inequality

$$
\tilde{\lambda}^{e_{2}}(D):=\rho_{2}-w \geq \tilde{\lambda}^{e_{1}}(D):=\rho_{1}-w \geq \rho_{1} / 2 \geq \lambda_{\min }(D) / 4
$$
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## A Discretization of degenerate elliptic PDEs

Degenerate ellipticity is a property of differential operators, which is at the foundation of the theory of viscosity solutions of PDEs [9], and of the related comparison principles. Degenerate elliptic (DE) operators arise in a variety of contexts, such as deterministic or stochastic optimal control problems, optimal transport problems, and more generally Hamilton-Jacobi-Bellman PDEs, see the discussion below. Decompositions of symmetric positive definite matrices can be used to discretize these DE operators in a way that preserves their structure, and leads to the discrete degenerate ellipticity (DDE) property, which is a key tool in the subsequent convergence analysis [26]. In this appendix, we illustrate the relevance of relevance of Definition 1.2 and Theorems 1.6 and 1.8 for the discretization of several PDEs.

For completeness, let us recall the formal definition of the DE and DDE properties [9|26], omitting for simplicity the discussion of boundary conditions.

Definition A.1. Let $\mathfrak{F}$ be a differential operator on an open domain $\Omega \subset \mathbb{R}^{d}$, of the form

$$
\begin{equation*}
\mathfrak{F} u(x):=\tilde{\mathfrak{F}}\left(x, u(x), \nabla u(x), \nabla^{2} u(x)\right), \tag{41}
\end{equation*}
$$

for all $x \in \Omega$ and all $u \in C^{2}(\Omega)$. We say that $\mathfrak{F}$ is degenerate elliptic if $\tilde{\mathfrak{F}}=\tilde{\mathfrak{F}}(x, v, p, M)$ is non-decreasing w.r.t. the second variable $v \in \mathbb{R}$, and non-increasing w.r.t. the last variable $M \in \mathcal{S}_{d}$ with respect to the Loewner order.

Definition A. 2 (Discrete degenerate ellipticity 26 ). Let $X$ be a finite set, and let $F$ : $\mathbb{R}^{X} \rightarrow \mathbb{R}^{X}$ be a finite differences scheme, of the form

$$
\begin{equation*}
F u(x):=\tilde{F}\left(x, u(x),[u(y)-u(x)]_{y \in X \backslash\{x\}}\right) \tag{42}
\end{equation*}
$$

We say that $F$ is degenerate elliptic if $\tilde{F}=\tilde{F}\left(x, v,\left[\delta_{y}\right]_{y \in X \backslash\{x\}}\right)$ is non-decreasing w.r.t the second variable $v$, and non-increasing w.r.t the last variable $\left[\delta_{y}\right]_{y \in X} \backslash\{x\}$ componentwise.

In each of the following subsections, we consider a DE operator defined via a field of symmetric positive definite matrices $\mathcal{D}: \Omega \rightarrow \mathcal{S}_{d}^{++}$over a domain $\Omega \subset \mathbb{R}^{d}$, and a DDE scheme involving coefficients $\lambda: \Omega \rightarrow \Lambda_{d}$ (or a family of such fields $\mathcal{D}_{\alpha}$ and coefficients $\lambda_{\alpha}$, indexed by some parameter $\alpha \in \mathcal{A})$. We of course recommend setting $\lambda(x):=\lambda(\mathcal{D}(x))$, following Corollary 1.7 , which is a practical choice that ensures the properties ( $\mathcal{D}$-consistency, $R$-support, $K$-Lipschitz, $\varepsilon$-Spanning) of Definition 1.2 whose relevance is discussed.

## A. 1 The Riemannian eikonal equation.

The eikonal equation is a first order Hamilton-Jacobi PDE, non-linear and static, which characterizes geodesic distance maps. Consider a domain $\Omega \subset \mathbb{R}^{d}$, open and bounded for simplicity, and equipped with a Riemannian metric $\mathcal{M} \in \operatorname{Lip}\left(\bar{\Omega}, \mathcal{S}_{d}^{++}\right)$. Then the geodesic distance from the boundary $\partial \Omega$, is the unique viscosity solution 9 to the Riemannian eikonal PDE

$$
\begin{equation*}
\|\nabla u(x)\|_{\mathcal{D}(x)}=1, \forall x \in \Omega, \quad u(x)=0, \forall x \in \partial \Omega \tag{43}
\end{equation*}
$$

where $\mathcal{D}(x):=\mathcal{M}(x)^{-1}$. The differential operator $\tilde{\mathfrak{F}}(x, v, p, M):=\|p\|_{\mathcal{D}(x)}$ is DE. Indeed it complies with the monotonicity conditions of Definition A. 1 since it is independent both $v$ and $M$. The eikonal equation operator $\|\nabla u(x)\|_{\mathcal{D}(x)}^{2}$ may be discretized as follows $22 \mid$ :

$$
\begin{equation*}
F_{h} u(x):=\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}(x) \max \left\{0,-\delta_{h}^{e} u(x),-\delta_{h}^{-e} u(x)\right\}^{2} \tag{44}
\end{equation*}
$$

where $x \in \Omega_{h}:=\Omega \cap h \mathbb{Z}^{d}$, and $\lambda^{e}(x) \geq 0$ for all $e \in \mathcal{Z}_{d}$. The discrete counterpart of (43) is the system of equations $F_{h} u=1$ on $\Omega_{h}$, where the unknown $u: \Omega_{h} \rightarrow \mathbb{R}$ is extended by 0 outside $\Omega_{h}$. The scheme $F_{h}$ is degenerate elliptic, since it is a non-increasing function of the finite differences $\delta_{h}^{e} u(x):=(u(x+h e)-u(x)) / h$.

The $\mathcal{D}$-consistency property, of the scheme coefficients $\lambda$, implies the first order consistency of the scheme: $F_{h} u(x)=\|\nabla u(x)\|_{\mathcal{D}(x)}^{2}+\mathcal{O}(h)$, for smooth $u$, by a Taylor expansion. The scheme 44 introduced in 22 is in fact an anisotropic generalization of the classical scheme 27, made possible by this consistency property. The stable and consistent decomposition obtained in Theorem 1.6 allows its extension to general domains of dimension $d=4$. In contrast, previous implementations relied on Selling's decomposition and were
thus limited to domains of dimension $d \leq 3$. A five dimensional Reeds-Shepp model posed on $\mathbb{R}^{3} \times \mathbb{S}^{2}$ could nevertheless be addressed in 22 , by observing that the matrices of the metric have a block diagonal structure with blocks of shape $3 \times 3$ and $2 \times 2$.

The $R$-support property leads to the error estimate $\left\|u_{h}^{*}-u^{*}\right\|_{L^{\infty}\left(\Omega_{h}\right)}=\mathcal{O}(\sqrt{R h})$, between the continuous solution $u^{*}$ of (43) and the discrete solution $u_{h}^{*}$, see [22, Theorem 1.3]. Using the decomposition of Theorem 1.6 we obtain $R \leq C \mu_{\max }$, where $\mu_{\max }:=\max \{\mu(\mathcal{D}(x)) \mid$ $x \in \Omega\}$. In dimension $d \geq 4$, this is an improvement over the estimate $R \leq C \mu_{\max }^{d-1}$ obtained in [22, Proposition 1.1], which in addition yields improved convergence rates when one considers a relaxed sub-Riemannian model. More precisely, assume that $\mathcal{D}_{\varepsilon}=\mathcal{D}_{0}+$ $\varepsilon^{2} \mathrm{Id}_{d}$ for some relaxation parameter $\varepsilon>0$, where $\mathcal{D}_{0} \in \operatorname{Lip}\left(\bar{\Omega}, \mathcal{S}_{d}^{+}\right)$is only positive semidefinite pointwise. Then one has $\mu_{\max }^{\varepsilon}=\mathcal{O}\left(\varepsilon^{-1}\right)$, thus $R_{\varepsilon}=\mathcal{O}\left(\varepsilon^{-1}\right)$, with straightforward notations. Therefore the error estimate $\left\|u^{*}-u_{h, \varepsilon}^{*}\right\|_{L^{\infty}\left(\Omega_{h}\right)}=\mathcal{O}\left(\varepsilon+\sqrt{R_{\varepsilon} h}\right)$, between the subRiemannian distance $u^{*}$ to the boundary and the approximation $u_{h, \varepsilon}^{*}$ obtained by relaxation and discretization $\left[22\right.$, Theorem 1.8] (under suitable assumptions), boils down to $\mathcal{O}\left(h^{\frac{1}{3}}\right)$ with the optimal parameter choice $\varepsilon=h^{\frac{1}{3}}$.

The $K$-Lipschitz and $\varepsilon$-Spanning properties lead to a Lipschitz estimate of the discrete solution $u_{h}^{*}$, namely $\left|u_{h}^{*}(x)-u_{h}^{*}(y)\right| \leq C|x-y|$, for any $x, y \in \Omega_{h}$ and any sufficiently small scale $h>0$, see [13, Proposition 4.4]. This estimate rules out numerical instabilities such as checkerboards artifacts, and is also a necessary property if one wants to consider point source boundary conditions, so as to compute the geodesic distance from a single seed rather than from the domain's boundary. The proof relies on a strategy similar to the coercivity estimate obtained for elliptic PDEs in Theorem 1.3. Note that this Lipschitz estimate is established in dimension $d \in\{2,3\}$ in 13 using Selling's decomposition for the inverse metric tensors, yet it only uses the properties of Definition 1.2 , and therefore it extends in a straightforward manner to dimension $d=4$ using Theorem 1.6.

## A. 2 Linear non-divergence form diffusion.

Linear non-divergence form operators arise in the study of stochastic processes, through the Feynman-Kac formula, and they are also the building blocks of the non-linear Hamilton-Jacobi-Bellman operators discussed in Appendix A.3 below. A non-divergence form diffusion operator, and its discretization, take the form

$$
\begin{equation*}
\mathfrak{F} u(x)=-\operatorname{Tr}\left(\mathcal{D}(x) \nabla^{2} u(x)\right), \quad F_{h} u(x)=-\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}(x) \Delta_{h}^{e} u(x) \tag{45}
\end{equation*}
$$

where $\mathcal{D} \in \operatorname{Lip}\left(\bar{\Omega}, \mathcal{S}_{d}^{++}\right)$is a field of diffusion tensors, and where $\lambda^{e}(x) \geq 0$ is a non-negative coefficient. We denoted by $\Delta_{h}^{e} u(x):=(u(x-h e)-2 u(x)+h(x+h e)) / h^{2}$ the second order centered finite difference operator. The operator $\tilde{\mathfrak{F}}(x, v, p, M):=-\operatorname{Tr}(\mathcal{D}(x) M)$ is DE since the trace of a product of non-negative symmetric matrices is non-negative, and likewise $F_{h}$ is DDE by observing that it is a negatively weighted linear combination of the finite differences $u(x+h e)-u(x), e \in \mathcal{Z}_{d}$.

The $\mathcal{D}$-consistency property, of the scheme coefficients $\lambda$, yields the second order consistency of the scheme: $F_{h} u(x)=\mathfrak{F} u(x)+\mathcal{O}\left(h^{2}\right)$ for smooth $u$ using a straightforward Taylor expansion. In the case where $\mathcal{D}$ is only positive semi-definite pointwise, on may consider a relaxation procedure as discussed in Appendix A.1.

The $R$-support property keeps the size of the discretization stencil under control. This is necessary to establish convergence, but also needed to ensure the DDE property for some modified schemes. Indeed, consider an inhomogeneous operator featuring an additional linear first order term: $\mathfrak{F} u(x)=-\operatorname{Tr}\left(\mathcal{D}(x) \nabla^{2} u(x)\right)+\langle\omega(x), \nabla u(x)\rangle$. Two approaches can be envisioned to discretize the first order term, the first one being upwind finite differences, which are first order accurate and DDE. Alternatively, a second order consistent discretization using centered finite differences is proposed in [2, Definition 1.5], which is also DDE provided $\left|\left\langle\omega(x), \mathcal{D}(x)^{-1} e\right\rangle\right| \leq h^{-1}$ for any $e \in \operatorname{supp}(\lambda)$. By Theorem4.3, this condition is met when $\|\omega(x)\|_{\mathcal{D}^{-1}(x)} \leq C / h$ for all $x \in \Omega$, where $C=C(d)$.

The $K$-Lipschitz and $\varepsilon$-spanning properties are used in the analysis of a numerical scheme for the computation of geodesic distances based on the solution of linear nondivergence form diffusion equations [3] (this approach differs from Appendix A.1 where such distances are computed by solving a non-linear eikonal PDE). The method applies to Randers metrics, a generalization of Riemannian metrics, and provides both an anisotropic generalization and a first convergence analysis for a popular minimal path computation technique in geometry processing [10]. The $K$-Lipschitz and $\varepsilon$-spanning properties are used in the convergence analysis in the case of point sources [3, Theorem 4.1], a.k.a. computing geodesic distances from a single seed. The proof is stated in dimension $d \leq 3$ for a scheme based on Selling's decomposition, but extends in a straightforward manner to dimension $d=4$ since it only relies on the properties of Definition 1.2 .

The $\varepsilon$-spanning property also allows to establish discrete interior Schauder estimates for the solutions of elliptic difference operators [32], provided the scheme coefficients are smooth. Both properties are ensured if they are obtained from the matrix decomposition of Theorem 1.8. More precisely, 32 assumes that the principal Fourier symbol of the scheme is invertible, but as shown in the next proposition this is equivalent to the spanning property in the case of second order operators.

Proposition A.3. Let $\lambda^{e} \geq 0$ for all $e \in \mathcal{Z}_{d}$, with only finitely many positive coefficients. Then the following properties are equivalent:

- (Spanning) $\operatorname{Span}_{\mathbb{Z}}\left\{e \in \mathcal{Z}_{d} \mid \lambda^{e}>0\right\}=\mathbb{Z}^{d}$.
- (Ellipticity, in the sense of $[32 \mid)$ For all $\theta \in[-1 / 2,1 / 2]^{d} \backslash\{0\}$, one has $p(\theta) \neq 0$, where

$$
\begin{equation*}
p(\theta):=\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}[\cos (2 \pi\langle\theta, e\rangle)-1] \tag{46}
\end{equation*}
$$

Proof. Assume first that the spanning property holds. Observe that $\cos (2 \pi t)-1 \leq 0$ for
all $t \in \mathbb{R}$, with equality iff $t \in \mathbb{Z}$. Therefore $p(\theta) \leq 0$ for all $\theta \in \mathbb{R}^{d}$, with equality iff

$$
\begin{equation*}
\forall e \in \mathcal{Z}_{d}, \lambda^{e}>0 \Rightarrow\langle\theta, e\rangle \in \mathbb{Z} \tag{47}
\end{equation*}
$$

Using the spanning property, and the linearity of the scalar product, we obtain that $\langle\theta, e\rangle \in$ $\mathbb{Z}$ for all $e \in \mathbb{Z}^{d}$. This implies $\theta \in \mathbb{Z}^{d}$, hence $\theta \notin[-1 / 2,1 / 2]^{d} \backslash\{0\}$, as announced.

Assume now that the spanning property does not hold. Denote $L:=\operatorname{Span}_{\mathbb{Z}}\left\{e \in \mathcal{Z}_{d} \mid\right.$ $\left.\lambda^{e}>0\right\}$, and introduce the dual lattice $L^{*}:=\left\{\theta \in \mathbb{R}^{d} \mid\langle\theta, e\rangle \in \mathbb{Z}, \forall e \in L\right\}$. Then $L \subsetneq \mathbb{Z}^{d}$, and therefore $L^{*} \supsetneq \mathbb{Z}^{d}$. Consider $\theta_{0} \in L^{*} \backslash \mathbb{Z}^{d}$, and define $\theta:=\theta_{0}-\operatorname{round}\left(\theta_{0}\right)$, where the rounding operator returns a closest integer componentwise. Then $\theta \in L^{*}$, thus $p(\theta)=0$, and by construction $\theta \in[-1 / 2,1 / 2]^{d} \backslash\{0\}$, which concludes the proof.

## A. 3 Non-linear second order degenerate elliptic PDEs.

A natural avenue to define and study fully non-linear differential operators, is to introduce them in the form of a maximum, or sometimes a minimum, of a family of linear operators. Consider an arbitrary set $\mathcal{A}$ of parameters (in practice, $\mathcal{A}$ is usually a domain of $\mathbb{R}^{n}$ ), an open domain $\Omega \subset \mathbb{R}^{d}$, and define
$\mathfrak{F} u(x):=\sup _{\alpha \in \mathcal{A}} \mathfrak{F}^{\alpha} u(x), \quad \mathfrak{F}^{\alpha} u(x):=a_{\alpha}(x)+b_{\alpha}(x) u(x)+\left\langle c_{\alpha}(x), \nabla u(x)\right\rangle-\operatorname{Tr}\left(\mathcal{D}_{\alpha}(x) \nabla^{2} u(x)\right)$.
We assume that $b_{\alpha}(x) \geq 0, c_{\alpha}(x) \in \mathbb{R}^{d}$, and $\mathcal{D}_{\alpha}(x) \in \mathcal{S}_{d}^{++}$, for each point $x \in \Omega$ and parameter $\alpha \in \mathcal{A}$. In this way, the linear operator $\mathfrak{F}^{\alpha}$ is DDE, and likewise $\mathfrak{F}$ is DDE, provided the extremum over $\alpha \in \mathcal{A}$ is well defined. Extremal operators such as $\mathfrak{F}$ naturally arise in Hamilton-Jacobi-Bellman (HJB) PDEs related with stochastic control problems, but they are also encountered in relation with optics and optimal transport since the MongeAmpere operator $\operatorname{det}\left(\nabla^{2} u\right)$ can be written in this form.

In order to define a numerical scheme for the non-linear operator $\mathfrak{F}$, a natural first step is to discretize each linear operator $\mathfrak{F}^{\alpha}$. For that purpose, on a Cartesian grid $\Omega_{h}:=\Omega \cap h \mathbb{Z}^{d}$ of scale $h>0$, we proceed as in Appendix A.2 and in particular we introduce the coefficients $\lambda_{\alpha}^{e}(x), e \in \mathcal{Z}_{d}$, of some decomposition of $\overline{\mathcal{D}_{\alpha}}(x) \in \mathcal{S}_{d}^{++}$, for any $x \in \Omega, \alpha \in \mathcal{A}$.

The $\mathcal{D}_{\alpha}$-consistency property means that the discretization $F_{h}^{\alpha}$ of the linear operator $\mathfrak{F}^{\alpha}$ is either first or second order accurate, depending on the treatment of the first order term. From this point, one may consider a finite subset $\mathcal{A}_{h} \subset \mathcal{A}$, and introduce the discretization $F_{h}:=\max _{\alpha \in \mathcal{A}_{h}} F_{h}^{\alpha}$ of the non-linear operator $\mathfrak{F}$. For consistency, the cardinality of $\mathcal{A}_{h}$ needs to grow to infinity as $h \rightarrow 0$, but for numerical efficiency, this cardinality should not be excessively large either, which leads to compromises. Alternatively the scheme $F_{h}^{\prime}:=\max _{\alpha \in \mathcal{A}} F_{h}^{\alpha}$, where the optimization is over the full set of parameters $\mathcal{A}$, may often be computed in closed form. This leads to second order accurate DDE discretizations of the Monge-Ampere equation [6, Remark 3.4] (in the most favourable case) and of the Pucci equation (5] in dimension $d=2$, and a similar approach is used in [13] for a first order PDE with a complex anisotropy in dimension $d=3$. A key ingredient to computing the
accurate discretization $F_{h}^{\prime}$ in closed form is, in each of these cases, the piecewise linear structure of the coefficients of Selling's decomposition $D \in \mathcal{S}_{d}^{++} \mapsto \lambda^{e}(D)$, where $e \in \mathcal{Z}_{d}$. Since the matrix decomposition introduced in Proposition 1.5 is similarly piecewise linear, these techniques may in principle be extended in dimension $d=4$.

The $R$-support property controls the effective discretization scale of the numerical scheme. In many cases of interest, including the Monge-Ampere operator, the condition number of the diffusion tensors is unbounded over the parameter set: $\sup \left\{\mu\left(D_{\alpha}(x)\right) \mid \alpha \in\right.$ $\mathcal{A}\}=+\infty$. This leads to a compromise when choosing the discrete parameter set $\mathcal{A}_{h} \subset \mathcal{A}$, since including strongly anisotropic tensors improves the consistency with the differential operator, but also leads to large stencils and thus degraded finite difference truncation errors, see [6, Remark 3.4]. The improved support radius estimate obtained in this paper allows to conduct similar analyses in dimension $d=4$, and is also relevant when $\mathcal{D}_{\alpha}$ is only positive semi-definite and a relaxation procedure is used as discussed in Appendix A.1.

The $\varepsilon$-Spanning property so far has not been used in the context of extremal operators such as $\mathfrak{F}$, to our knowledge. A significant obstruction, at least to naive approaches, is that the active parameter $\alpha(u, x) \in \mathcal{A}_{h}$, such that $F_{h} u(x)=F^{\alpha(u, x)} u(x)$ where $u: \Omega_{h} \rightarrow \mathbb{R}$ and $x \in \Omega_{h}$, varies possibly discontinuously from point to point. This lack of local consistency between the active stencils prevents simple arguments based on the concatenation of their offsets as in the proof of the coercivity property Theorem 1.3 .

The K-Lipschitz property of the numerical scheme coefficients, or higher smoothness properties, are often ingredients of the analysis of the convergence rate of the numerical solution. For concreteness, consider the evolution $\operatorname{PDE} \partial_{t} u=\mathfrak{F} u$ over the domain $\left[0, \infty\left[\times \mathbb{R}^{d}\right.\right.$. The convergence rate $\mathcal{O}\left(\tau^{1 / 4}+h^{1 / 2}\right)$ is established in 20], where $\tau$ denotes the time step and $h$ the grid scale, for finite differences discretizations similar to the one described in this section, under suitable assumptions (and with possibly time dependent coefficients). One key assumption of 20$]$ is that the square root of the scheme coefficients $x \mapsto \sqrt{\lambda^{e}(x)}$ be Lipschitz, for any $e \in \overline{\mathcal{Z}}_{d}$. This can be ensured by choosing a $K$-grad Lipschitz decomposition, such as the one described in Theorem 1.8 in dimension $d=2$, as shown below.

Lemma A.4. Let $\alpha: \mathbb{R}^{d} \rightarrow[0, \infty[$ be such that $\nabla \alpha$ is K-Lipschitz. Then $\sqrt{\alpha}$ is $\sqrt{K / 2}$ Lipschitz.

Proof. Assume that $d=1$, up to restricting to a line, and that $K=1$, up to considering $\alpha / K$. Then $0 \leq \alpha(x+h) \leq \alpha(x)+h \alpha^{\prime}(x)+h^{2} / 2$ for any $x, h \in \mathbb{R}$. The discriminant of the r.h.s, seen as a quadratic function of $h$, thus obeys $\alpha^{\prime}(x)^{2}-2 \alpha(x) \leq 0$. If follows that $\left|\frac{d}{d x} \sqrt{\alpha}\right|=\left|\alpha^{\prime}(x)\right| /(2 \sqrt{\alpha(x)}) \leq 1 / \sqrt{2}$, whenever $\alpha(x)>0$, which concludes the proof.

## B Alternative smooth and spanning decompositions

One of the main objectives of this paper, achieved in Theorems 1.6 and 1.8 , is the design of computable matrix decompositions obeying the spanning property, and suitable smoothness
properties. We anticipate in this appendix a possible objection, which is that an arbitrary given decomposition may be modified so as to obey these properties.

For simplicity, we assume in this section that the eigenvalues of the decomposed symmetric matrices are positively bounded below, and for that purpose we denote $\mathcal{S}_{d}^{\varepsilon}:=$ $\left\{D \in \mathcal{S}_{d}^{++} \mid D \succeq \varepsilon \operatorname{Id}_{d}\right\}$, for any $\varepsilon>0$. We assume given some measurable coefficients $\lambda: \mathcal{S}_{d}^{\varepsilon} \rightarrow \Lambda_{d}$ (not necessarily those of Proposition 1.5), which are consistent in the sense that $\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}(D) e e^{\top}=D$ for all $D \in \mathcal{S}_{d}^{\varepsilon}$, and are $R(\mu)$-supported in the sense that $|e| \leq R(\mu(D))$ for all $e \in \operatorname{supp}(\lambda(D))$, where $R$ is some given function.

The modified coefficients $\tilde{\lambda}, \hat{\lambda}: \mathcal{S}_{d}^{2 \varepsilon} \rightarrow \Lambda_{d}$, constructed in 48) and 49) below, enjoy additional spanning and smoothness properties. The modifications are simple if not trivial from the theoretical standpoint, and yet we do not recommend them in practice for the three following reasons. (1. Quantitative argument) The matrix decompositions $\tilde{\lambda}$ and $\hat{\lambda}$ are respectively $R(\mu \sqrt{2})$ and $R(\mu \sqrt{3})$ supported, hence lead to schemes with wider stencils and thus larger truncation error than the original $\lambda$. (2. Qualitative argument) $\tilde{\lambda}$ and $\hat{\lambda}$ fail the unimodular invariance property, established in Proposition 2.5 for the constructions proposed in this paper. (3. Implementation argument) The definition of $\hat{\lambda}$ involves a $d(d+$ 1)/2-dimensional convolution (49) whose numerical computation is likely impractical.

Obtaining the spanning property. Define, for any $D \in \mathcal{S}_{d}^{2 \varepsilon}$, the modified coefficients

$$
\begin{equation*}
\tilde{\lambda}^{e}(D):=\varepsilon \mathbb{1}_{|e|=1}+\lambda^{e}\left(D-\varepsilon \operatorname{Id}_{d}\right), \tag{48}
\end{equation*}
$$

for all $e \in \mathcal{Z}_{d}$. Note that $|e|=1$ iff $e= \pm b_{i}$ for some $1 \leq i \leq d$, where $\left(b_{i}\right)_{i=1}^{d}$ denotes the canonical basis of $\mathbb{R}^{d}$. The consistency of the modified coefficients follows:

$$
\sum_{e \in \mathcal{Z}_{d}} \tilde{\lambda}^{e}(D) e e^{\top}=\varepsilon \sum_{1 \leq i \leq d} b_{i} b_{i}^{\top}+\sum_{e \in \mathcal{Z}_{d}} \lambda^{e}\left(D-\varepsilon \operatorname{Id}_{d}\right) e e^{\top}=\varepsilon \operatorname{Id}_{d}+\left(D-\varepsilon \operatorname{Id}_{d}\right)=D .
$$

The modified coefficients $\tilde{\lambda}$ obey the $\varepsilon$-Spanning property (7), since $\operatorname{det}\left(b_{1}, \cdots, b_{d}\right)=1$ and $\lambda^{b_{i}}(D) \geq \varepsilon$ for all $1 \leq i \leq d$. Since the defining expression (7) of $\tilde{\lambda}$ involves $\lambda\left(D-\varepsilon \operatorname{Id}_{d}\right)$, and since $\mu(D) \leq \mu\left(D-\varepsilon \operatorname{Id}_{d}\right) \leq \mu(D) \sqrt{2}$, we find as announced that it is $R(\mu \sqrt{2})$-supported.

Obtaining smooth coefficients. We proceed by mollification in the space of symmetric matrices. For that purpose we introduce a function $\rho \in C^{\infty}(\mathbb{R})$, which is even, non-negative, supported on $[-1,1]$, and not identically zero. We also denote by $\|A\|_{F}:=\sqrt{\operatorname{Tr}\left(A^{\top} A\right)}=$ $\sqrt{\sum_{i, j=1}^{n} A_{i j}^{2}}$ the Frobenius norm of a matrix, which is related to the spectral norm by $\|A\| \leq\|A\|_{F} \leq\|A\| \sqrt{d}$. The modified coefficients are defined for each $D \in \mathcal{S}_{d}^{2 \varepsilon}$ as

$$
\begin{equation*}
\hat{\lambda}^{e}(D):=\int_{\mathcal{S}_{d}} \lambda^{e}(D-S) \rho_{\varepsilon}(S) \mathrm{d} S, \quad \text { with } \rho_{\varepsilon}(S):=\frac{1}{c(d, \varepsilon)} \rho\left(\frac{\|S\|_{F}^{2}}{\varepsilon^{2}}\right), \tag{49}
\end{equation*}
$$

where $c(d, \varepsilon)$ is a normalization constant such that $\int_{\mathcal{S}_{d}} \rho_{\varepsilon}(S) \mathrm{d} S=1$. The mapping $D \in$ $\mathcal{S}_{d}^{2 \varepsilon} \mapsto \hat{\lambda}^{e}(D)$ is non-negative and smooth for any $e \in \mathcal{Z}_{d}$, by an immediate mollification argument and in view of the local bound $0 \leq \lambda^{e}(D) \leq\|D\| /\|e\|^{2} \leq\|D\|$. Note that for any $S \in \mathcal{S}_{d}$ such that $\rho_{\varepsilon}(S)>0$, one has $\|S\| \leq\|S\|_{F} \leq \varepsilon$. It follows that $D-S \in \mathcal{S}_{d}^{\varepsilon}$ for any $D \in \mathcal{S}_{d}^{2 \varepsilon}$, and that $\mu(D-S) \leq \mu(D) \sqrt{3}$, hence $\hat{\lambda}$ is $R(\mu \sqrt{3})$-supported as announced. Finally, noting that $\int_{\mathcal{S}_{d}} S \rho_{\varepsilon}(S) \mathrm{d} S=0$ by anti-symmetry, we establish consistency

$$
\sum_{e \in \mathcal{Z}_{d}} \hat{\lambda}^{e}(D) e e^{\top}=\int_{\mathcal{S}_{d}} \sum_{e \in \mathcal{Z}_{d}} \lambda^{e}(D-S) e e^{\top} \rho_{\varepsilon}(S) \mathrm{d} S=\int_{\mathcal{S}_{d}}(D-S) \rho_{\varepsilon}(S) \mathrm{d} S=D
$$

## C Elliptic equations: convergence rates

In this appendix, we establish convergence rates for the monotone discretization (5) of the anisotropic elliptic PDE (4), with periodic boundary conditions, as announced in Theorem 1.4. The proof is an adaptation of [18, §2.6.1], originally addressing a classical twodimensional 7 point stencil scheme, lacking the non-negativity property which motivates our wide-stencil design, see Remark 1.1. The monotonicity property is not used in the proof; in fact, monotonicity offers an independent avenue for proving rates of convergence, which is briefly investigated in Appendix C.1. Let us mention that [18] presents a much wider catalog of estimates, in the $L_{h}^{2}, W_{h}^{1}$, and $W_{h}^{2}$ discrete Sobolev norms, with minimal regularity assumptions, etc. We see no obstruction in principle to their adaptation to the proposed scheme (5), yet this remains outside of the scope of this paper.

Throughout this section, we assume that the scheme coefficients $\lambda: \mathbb{T}^{d} \rightarrow \Lambda_{d}$ obey the $\mathcal{D}$-consistency, $R$-support, $K$-Lipschitz, and $\varepsilon$-spanning properties, following the assumptions of Theorem 1.4. For convenience, we define the shorthands

$$
M_{\mathcal{L}}:=\max \left\{d,\|\mathcal{D}\|_{\infty}, R,\|\nabla \lambda\|_{\infty}, \varepsilon\right\}, \quad \mathcal{Z}_{d}^{R}:=\left\{e \in \mathcal{Z}_{d}| | e \mid \leq R\right\}
$$

For any $v \in L^{2}\left(\mathbb{T}^{d}\right)$, we (abusively) consider the quantities $\|\nabla v\|_{L^{2}},\left\|\nabla^{2} v\right\|_{L^{2}}$, and $\left\|\nabla^{3} v\right\|_{L^{2}}$. If $v$ does not belong to the appropriate Sobolev space, then this quantity is defined as $+\infty$, and any estimate involving it is simply vacuous. Likewise, estimates involving the quantity $\left\|\nabla^{2} \lambda\right\|_{\infty}$ are vacuous unless we assume $K$-grad-Lipschitz coefficients. The classical Poincare-Wirtinger inequality on the one-dimensional torus states that $\|f\|_{L^{2}} \leq\left\|f^{\prime}\right\|_{L^{2}}$, for any $f \in H^{1}(\mathbb{T})$ such that $\int_{\mathbb{T}} f=0$. From this one easily shows that on $\mathbb{T}^{d}$

$$
\begin{equation*}
\|\nabla u\|_{L^{2}} \leq\left\|\nabla^{2} u\right\|_{L^{2}} \leq\left\|\nabla^{3} u\right\|_{L^{3}}, \quad\|\nabla \lambda\|_{\infty} \leq\left\|\nabla^{2} \lambda\right\|_{\infty} \tag{50}
\end{equation*}
$$

For any $u: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$ one has the (semi-)coercivity estimate

$$
\begin{equation*}
-\left\langle\mathcal{L}_{h} u, u\right\rangle_{L_{h}^{2}}=\mathcal{Q}_{h}(u) \geq c_{Q}\left\|\nabla_{h} u\right\|_{L_{h}^{2}}^{2}, \tag{51}
\end{equation*}
$$

where the equality holds by construction of $\mathcal{L}_{h}$ and $\mathcal{Q}_{h}$, and the inequality by Theorem 1.3 for all sufficiently small grid scales $0<h \leq h_{0}$ (we assume that this condition is satisfied
in the following), and where $h_{0}>0$ and $c_{\mathcal{Q}}>0$ only depend on $M_{\mathcal{L}}$. As a first step, we prove that the problems considered are well posed.
Lemma C.1. For any $f \in L^{2}\left(\mathbb{T}^{d}\right)$ with $E[f]=0$, there exists $u \in H^{1}\left(\mathbb{T}^{d}\right)$ such that $\mathcal{L} u=f$ and $E[u]=0$. For any $f_{h}: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$ with $E_{h}\left[f_{h}\right]=0$, there exists $u_{h}: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$ such that $\mathcal{L}_{h} u_{h}=f_{h}$ and $E_{h}\left[u_{h}\right]=0$. We denoted $E[f]:=\int_{\mathbb{T}^{d}} f(x) \mathrm{d} x$ and $E_{h}\left[f_{h}\right]:=h^{d} \sum_{x \in \mathbb{T}_{h}^{d}} f_{h}(x)$.
Proof. By construction, the operator $\mathcal{L}_{h}$ is self-adjoint and vanishes on constant functions, hence it leaves invariant the subspace $V_{h}:=\left\{u_{h}: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R} \mid E_{h}\left[u_{h}\right]=0\right\}$. If $\mathcal{L}_{h} u_{h}=0$ then $u_{h}$ is constant by (51), and if $u_{h} \in V_{h}$ this implies $u_{h}=0$. Therefore the restriction $\mathcal{L}_{h \mid V_{h}}$ is invertible, hence the existence of $u_{h}$. We only sketch the argument in the continuous case, which is analogous and extremely classical [18]. Again $\mathcal{L}$ is self adjoint and vanishes on constant functions, hence maps $V:=\left\{u \in H^{1}\left(\overline{\mathbb{T}^{d}}\right) \mid E[u]=0\right\}$ to $V^{*}:=\left\{f \in H^{-1}\left(\mathbb{T}^{d}\right) \mid\right.$ $E[f]=0\}$. Noting that $\|u\|_{L^{2}} \leq\|\nabla u\|_{L^{2}}$ for all $u \in V$ by the Poincare-Wirtinger inequality, we obtain that $V$ is a Hilbert space when equipped with the norm $N(u):=\|\nabla u\|_{L^{2}}$. By the coercivity estimate $-\langle\mathcal{L} u, u\rangle=\int_{\mathbb{T}^{d}}\langle\nabla u(x), \mathcal{D}(x) \nabla u(x)\rangle \mathrm{d} x \geq \lambda_{*}\|\nabla u\|_{L^{2}}^{2}$, and the LaxMilgram theorem, the restriction $\mathcal{L}_{\mid V}$ is boundedly invertible, hence the existence of $u$.

We introduce a centered finite difference operator $\partial_{h}^{e}$, and locally averaged coefficients $\lambda_{h}^{e}$, defined as

$$
\begin{equation*}
\partial_{h}^{e} u(x):=\frac{u(x+h e / 2)-u(x-h e / 2)}{h}, \quad \lambda_{h}^{e}(x):=\frac{\lambda^{e}(x+h e / 2)+\lambda^{e}(x-h e / 2)}{2}, \tag{52}
\end{equation*}
$$

for any $x \in \mathbb{T}$ and $e \in \mathbb{Z}^{d} \backslash\{0\}$. Denoting by $\partial^{e} u(x):=\langle\nabla u(x), e\rangle$ the directional differentiation operator, we obtain the strikingly similar expressions

$$
\begin{equation*}
\mathcal{L}_{h} u=\sum_{e \in \mathcal{Z}_{d}} \partial_{h}^{e}\left(\lambda_{h}^{e} \partial_{h}^{e} u\right), \quad \mathcal{L} u:=\sum_{e \in \mathcal{Z}_{d}} \partial^{e}\left(\lambda^{e} \partial^{e} u\right), \tag{53}
\end{equation*}
$$

which follow respectively from (5) and from the $\mathcal{D}$-consistency property. Note $u$ and $\lambda$ are in 53. left) only evaluated at grid points $x \in \mathbb{T}_{h}^{d}$, contrary to what (52) may suggest, because of operator composition. Define the additional operators

$$
\delta_{h}^{e} u(x):=\frac{u(x+h e)-u(x)}{h}, \quad \tau_{h}^{e} u(x):=u(x+h e / 2)
$$

Lemma C.2. One has $\left\langle\partial_{h}^{e} \eta, v\right\rangle_{L_{h}^{2}}=-\left\langle\tau_{h}^{e} \eta, \delta_{h}^{e} v\right\rangle_{L_{h}^{2}}$, for any $e \in \mathcal{Z}_{d}$ and $\tau_{h}^{e} \eta, v: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$.
Proof. We compute, using a translation by he in the second sum of the second line

$$
\begin{aligned}
h^{d}\left\langle\partial_{h}^{e} \eta, v\right\rangle_{L_{h}^{2}} & =\sum_{x \in \mathbb{T}_{h}^{d}} \eta(x+h e / 2) v(x)-\sum_{x \in \mathbb{T}_{h}^{d}} \eta(x-h e / 2) v(x) \\
& =\sum_{x \in \mathbb{T}_{h}^{d}} \eta(x+h e / 2) v(x)-\sum_{x \in \mathbb{T}_{h}^{d}} \eta(x+h e / 2) v(x+h e)=-h^{d}\left\langle\tau_{h}^{e} \eta, \delta_{h}^{e} v\right\rangle_{L_{h}^{2}} . \square
\end{aligned}
$$

Proposition C.3. Assume that $\mathcal{L}_{h} u=\sum_{e \in \mathcal{Z}_{d}^{R}} \partial_{h}^{e} \eta_{e}$, where $u, \tau_{h}^{e} \eta_{e}: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$, for all $e \in \mathcal{Z}_{d}^{R}$. Then $\left\|\nabla_{h} u\right\|_{L_{h}^{2}} \leq C \sum_{e \in \mathcal{Z}_{d}^{R}}\left\|\tau_{h}^{e} \eta_{e}\right\|_{L_{h}^{2}}$ for some constant $C=C\left(M_{\mathcal{L}}\right)$.

Proof. Any vector $e \in \mathbb{Z}^{d}$ can be written as $e=e_{0}+\cdots+e_{n-1}$, where $\pm e_{i}$ belongs to the canonical basis, and $n=|e|_{l^{1}}$. Thus $n \leq n_{0}:=R \sqrt{d}$ if $|e| \leq R$. By Corollary 5.6, we obtain

$$
\begin{equation*}
\left\|\delta_{h}^{e} v\right\|_{L_{h}^{2}}^{2} \leq n\left[\left\|\delta_{h}^{e} v\right\|_{L_{h}^{2}}^{2}+\cdots+\left\|\delta_{h}^{e_{n-1}} v\right\|_{L_{h}^{2}}^{2}\right] \leq n_{0}^{2}\left\|\nabla_{h} v\right\|_{L_{h}^{2}}^{2}, \tag{54}
\end{equation*}
$$

for any $v: \mathbb{T}_{h}^{d} \rightarrow \mathbb{R}$. It follows that

$$
\left|\left\langle\mathcal{L}_{h} u, v\right\rangle_{L_{h}^{2}}\right| \leq \sum_{e \in \mathcal{Z}_{d}}\left|\left\langle\tau_{h}^{e} \eta_{e}, \delta_{h}^{e} v\right\rangle\right| \leq n_{0} \sum_{e \in \mathcal{Z}_{d}}\left\|\tau_{h}^{e} \eta_{e}\right\|_{L_{h}^{2}}\left\|\nabla_{h} v\right\|_{L_{h}^{2}}
$$

where we used successively (i) the assumption, and the discrete integration by parts of Lemma C.2, and (ii) the Cauchy-Schwartz inequality and (54). We conclude the proof by choosing $v:=u$ and using 51.

We define convolution operators $\mathrm{T}_{h}^{e}, \mathrm{~T}_{h}^{r}, \mathrm{~T}_{h}$, as well as a formal inverse $\hat{\mathrm{T}}_{h}^{e}$, as follows

$$
\begin{equation*}
\mathrm{T}_{h}^{e} u(x):=\int_{-\frac{1}{2}}^{\frac{1}{2}} u(x+t h e) \mathrm{d} t, \quad \mathrm{~T}_{h}^{r}:=\prod_{e \in \mathcal{Z}_{d}^{r}} \mathrm{~T}_{h}^{e}, \quad \mathrm{~T}_{h}:=\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{R}, \quad \hat{\mathrm{~T}}_{h}^{e} \mathrm{~T}_{h}^{e}:=\mathrm{Id} \tag{55}
\end{equation*}
$$

for any $e \in \mathcal{Z}_{d}$ and any $r \geq 1$. Thus $\mathrm{T}_{h}^{e}$ denotes convolution along the segment [ $-h e / 2, h e / 2$ ], and $\mathrm{T}_{h}^{1}$ denotes convolution with the indicator function of the unit cube $[-h / 2, h / 2]^{d}$, as already mentioned in Section 1.1. The larger convolution kernel $\mathrm{T}_{h}$ is the composition of $\mathrm{T}_{h}^{1}$ with convolutions in all directions $e \in \mathcal{Z}_{d}^{R}$ potentially arising in the discretization stencils. Note that convolution operators commute with each other, with the differentiation operator $\partial^{e}$, with the finite difference $\partial_{h}^{e}$, and with the translation operator $\tau_{h}^{e}$. The formal inverse $\hat{\mathrm{T}}_{h}^{e}$ of $\mathrm{T}_{h}^{e}$ is never considered alone, but always within a product of convolution operators featuring $\mathrm{T}_{h}^{e}$, and this grouping is often emphasized by the use of square brackets; for instance the expressions $\left[\hat{\mathrm{T}}_{h}^{e} \mathrm{~T}_{h}^{R}\right]$ and $\left[\hat{\mathrm{T}}_{h}^{b_{i}} \mathrm{~T}_{h}^{1}\right]$ make sense for any $e \in \mathcal{Z}_{d}^{R}, 1 \leq i \leq d$.

Lemma C.4. One has $\mathrm{T}_{h}^{e} \partial^{e}=\partial_{h}^{e}$, and in particular $\mathrm{T}_{h} \partial^{e}=\left[\hat{\mathrm{T}}_{h}^{e} \mathrm{~T}_{h}\right] \partial_{h}^{e}$ for any $e \in \mathcal{Z}_{d}^{R}$.
Proof. The first claim is established by direct integration. Assuming w.l.o.g. that $d=1$ and $e=1$

$$
\int_{-\frac{1}{2}}^{\frac{1}{2}} u^{\prime}(x+t h) \mathrm{d} t=\frac{u(x+h / 2)-u(x-h / 2)}{h} .
$$

The second claim follows, since convolutions and differentiations commute.

Proposition C.5. Assume that $\mathcal{L} u=f$ and $\mathcal{L}_{h} u_{h}=f_{h}:=\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{1} f$. Then

$$
\mathcal{L}_{h}\left(\mathrm{~T}_{h} u-u_{h}\right)=\sum_{1 \leq i \leq d} \partial_{h}^{b_{i}} \eta_{1}^{i}+\sum_{e \in \mathcal{Z}_{d}^{R}} \partial_{h}^{e}\left(\eta_{2}^{e}+\eta_{3}^{e}+\eta_{4}^{e}\right)
$$

on $\mathbb{T}_{h}^{d}$, where denoting $u_{e}:=\partial^{e} u$ and $u_{i}:=\left\langle b_{i}, D \nabla u\right\rangle$ one has

$$
\begin{array}{ll}
\eta_{1}^{i}=\left[\hat{\mathrm{T}}_{h}^{b_{i}} \mathrm{~T}_{h}^{1}\right]\left(\mathrm{T}_{h}^{1}-\mathrm{T}_{h}^{R}\right) u_{i}, & \eta_{2}^{e}:=\left(\lambda_{h}^{e}-\lambda^{e}\right)\left[\mathrm{T}_{h}^{e} \mathrm{~T}_{h}\right] u_{e}, \\
\eta_{3}^{e}:=\lambda^{e}\left[\mathrm{~T}_{h}^{e} \mathrm{~T}_{h}-\hat{\mathrm{T}}_{h}^{e} \mathrm{~T}_{h}\right] u_{e} . & \eta_{4}^{e}:=\lambda^{e}\left[\mathrm{~T}_{h}^{e} \mathrm{~T}_{h}\right] u_{e}-\left[\hat{\mathrm{T}}_{h}^{e} \mathrm{~T}_{h}\right]\left(\lambda^{e} u_{e}\right),
\end{array}
$$

Proof. We first define and compute, using Lemma C.4,

$$
\eta_{1}:=\sum_{i=1}^{d} \partial_{h}^{b_{i}} \eta_{1}^{i}=\left(\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{1}-\mathrm{T}_{h}\right) \sum_{i=1}^{d} \partial^{b_{i}}(D \nabla u)=\left(\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{1}-\mathrm{T}_{h}\right) f .
$$

Then, again by direct computation, using (53) and Lemma C.4.

$$
\begin{aligned}
\mathcal{L}_{h} \mathrm{~T}_{h} u & =\sum_{e \in \mathcal{Z}_{d}^{R}} \partial_{h}^{e}\left(\lambda_{h}^{e} \partial_{h}^{e} \mathrm{~T}_{h} u\right)=\sum_{e \in \mathcal{Z}_{d}^{R}} \partial_{h}^{e}\left(\lambda_{h}^{e}\left[\mathrm{~T}_{h}^{e} \mathrm{~T}_{h}\right] \partial^{e} u\right), \\
\mathcal{L}_{h} u_{h}-\eta_{1} & =\mathrm{T}_{h} f=\sum_{e \in \mathcal{Z}_{d}^{R}} \mathrm{~T}_{h} \partial^{e}\left(\lambda^{e} \partial^{e} u\right)=\sum_{e \in \mathcal{Z}_{d}^{R}} \partial_{h}^{e}\left(\left[\hat{\mathrm{~T}}_{h}^{e} \mathrm{~T}_{h}\right]\left(\lambda^{e} \partial^{e} u\right)\right),
\end{aligned}
$$

We conclude observing that $\eta_{2}^{e}+\eta_{3}^{e}+\eta_{4}^{e}=\lambda_{h}^{e}\left[\mathrm{~T}_{h}^{e} \mathrm{~T}_{h}\right] \partial^{e} u-\left[\hat{\mathrm{T}}_{h}^{e} \mathrm{~T}_{h}\right]\left(\lambda^{e} \partial^{e} u\right)$.
Combining Propositions C. 3 and C. 5 we obtain

$$
\begin{equation*}
\left\|\nabla\left(\mathrm{T}_{h} u-u_{h}\right)\right\|_{L_{h}^{2}} \leq C \max \left\{\left\|\tau_{h}^{b_{i}} \eta_{1}^{i}\right\|_{L_{h}^{2}},\left\|\tau_{h}^{e} \eta_{2}^{e}\right\|_{L_{h}^{2}},\left\|\tau_{h}^{e} \eta_{3}^{e}\right\|_{L_{h}^{2}},\left\|\tau_{h}^{e} \eta_{4}^{e}\right\|_{L_{h}^{2}} \mid 1 \leq i \leq d, e \in \mathcal{Z}_{d}^{R}\right\} \tag{56}
\end{equation*}
$$

for some constant $C=C\left(M_{\mathcal{L}}\right)$. In the rest of this section, we present basic estimates of the norms of convolutions, see Lemmas C.6, C. 8 and C.12, followed by specializations to the members of (56, r.h.s.), see Corollaries C.7, C.10, C.11 and C.13, which together imply that $\left\|\nabla\left(\mathrm{T}_{h} u-u_{h}\right)\right\|_{L_{h}^{2}} \leq C \min \left\{h\left\|\nabla^{2} u\right\|_{L^{2}}, h^{2}\left\|\nabla^{3} u\right\|_{L^{2}}\right\}$. The additional estimate Corollary C.9 concludes the proof of Theorem 1.4 .

Lemma C.6. For any $v \in L^{2}\left(\mathbb{T}^{d}\right)$, and any $e \in \mathcal{Z}_{d}$, one has

$$
\begin{equation*}
\left\|\mathrm{T}_{h}^{e} v\right\|_{L^{2}} \leq\|v\|_{L^{2}} \quad\left\|\mathrm{~T}_{h}^{1} v\right\|_{L_{h}^{2}} \leq\|v\|_{L^{2}} \tag{57}
\end{equation*}
$$

Also $E_{h}\left[f_{h}\right]=0$ (recall that $f_{h}:=\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{1} f$ and $E[f]=0$ ), with the notations of Lemma C. 1 .

Proof. The estimate (57, left) holds by convexity of the norm and since $\mathrm{T}_{h}^{e}$ is the convolution with a non-negative kernel of unit integral. Denote by $Z:=[-1 / 2,1 / 2]^{d}$ the unit cube, and observe that that $(x, z) \in \mathbb{T}_{h}^{d} \times Z \mapsto x+h z \in \mathbb{T}$ is a.e. bijective with Jacobian $h^{d}$. One has $\left|\mathrm{T}_{h}^{1} v(x)\right|^{2}=\left(\int_{Z} v(x+h z) \mathrm{d} z\right)^{2} \leq \int_{Z} v(x+h z)^{2} \mathrm{~d} z$, by the Cauchy-Schwartz inequality, and by summation over $x \in \mathbb{T}_{h}^{d}$ we obtain (57, right) as announced.

Similarly, one has $E\left[\mathrm{~T}_{h}^{e} v\right]=E[v]$ and $E_{h}\left[\mathrm{~T}_{h}^{1} v\right]=E[v]$, for any $e \in \mathcal{Z}_{d}$. Thus $E_{h}\left[f_{h}\right]=$ $E_{h}\left[\mathrm{~T}_{h}^{1} \mathrm{~T}_{h}^{1} f\right]=E\left[\mathrm{~T}_{h}^{1} f\right]=E[f]$ which concludes the proof.

Corollary C.7. One has $\left\|\tau_{h}^{e} \eta_{2}^{e}\right\|_{L_{h}^{2}} \leq C h\|\nabla u\|_{L^{2}}$, for some constant $C=C\left(M_{\mathcal{L}}\right)$ (resp. $\left\|\tau_{h}^{e} \eta_{2}^{e}\right\|_{L_{h}^{2}} \leq C h^{2}\|\nabla u\|_{L^{2}}$ for some constant $C=C\left(M_{\mathcal{L}},\left\|\nabla^{2} \lambda\right\|_{\infty}\right)$ ), and all $e \in \mathcal{Z}_{d}^{R}$.

Proof. One has $\left\|\tau_{h}^{e} \eta_{2}^{e}\right\|_{L_{h}^{2}} \leq\left\|\lambda_{h}^{e}-\lambda^{e}\right\|_{\infty}\left\|\tau_{h}^{e} \mathrm{~T}_{h}^{e} \mathrm{~T}_{h} u_{e}\right\|_{L_{h}^{2}}$. Also, $\left\|\lambda_{h}^{e}-\lambda^{e}\right\|_{\infty} \leq \min \left\{h|e|\left\|\nabla \lambda^{e}\right\|_{\infty}\right.$, $\left.h^{2}|e|^{2}\left\|\nabla^{2} \lambda^{e}\right\|_{\infty}\right\}$ by construction (52). In addition $\left\|\tau_{h}^{e} \mathrm{~T}_{h}^{e} \mathrm{~T}_{h} u_{e}\right\|_{L_{h}^{2}}=\left\|\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{e} \mathrm{~T}_{h}^{R} \tau_{h}^{e} u_{e}\right\|_{L_{h}^{2}} \leq$ $\left\|\mathrm{T}_{h}^{e} \mathrm{~T}_{h}^{R} \tau_{h}^{e} u_{e}\right\|_{L^{2}} \leq\left\|u_{e}\right\|_{L^{2}} \leq|e|\|\nabla u\|_{L^{2}}$, using successively (57, right) and (57, left).

Lemma C.8. Let $e_{1}, \cdots, e_{n} \in \mathcal{Z}_{d}^{R}$ and $\mathrm{T}_{h}^{\mathrm{e}}:=\mathrm{T}_{h}^{e_{1}} \cdots \mathrm{~T}_{h}^{e_{n}}$. Then for any $v: \mathbb{T}^{d} \rightarrow \mathbb{R}$

$$
\left\|\mathrm{T}_{h}^{\mathrm{e}} v-v\right\|_{L^{2}} \leq n R h\|\nabla v\|_{L^{2}}, \quad\left\|\mathrm{~T}_{h}^{\mathrm{e}} v-v\right\|_{L^{2}} \leq n R^{2} h^{2}\left\|\nabla^{2} v\right\|_{L^{2}}
$$

Proof. For any smooth $f:[-1 / 2,1 / 2] \rightarrow \mathbb{R}$ and $|t| \leq 1 / 2$, by the Taylor integral formula

$$
|f(t)-f(0)| \leq \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|f^{\prime}(s)\right| \mathrm{d} s, \quad|f(t)+f(-t)-2 f(0)| \leq \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|f^{\prime \prime}(s)\right| \mathrm{d} s
$$

It follows that $\left|\int_{-1 / 2}^{1 / 2} f(t) \mathrm{d} t-f(0)\right| \leq \min \left\{\int_{-1 / 2}^{1 / 2}\left|f^{\prime}(s)\right| \mathrm{d} s, \int_{-1 / 2}^{1 / 2}\left|f^{\prime \prime}(t)\right| \mathrm{d} t\right\}$. Choosing $f(t):=$ $v\left(x+t h e\right.$ ), where w.l.o.g. $v$ is assumed to be smooth, $e \in \mathcal{Z}_{d}$, and $x \in \mathbb{T}^{d}$ is arbitrary, we obtain $\left|\mathrm{T}_{h}^{e} v-v\right| \leq \min \left\{h \mathrm{~T}_{h}^{e}|\langle e, \nabla v\rangle|, h^{2} \mathrm{~T}_{h}^{e}\left|\left\langle e, \nabla^{2} v e\right\rangle\right|\right\}$ pointwise. Thus $\| \mathrm{T}_{h}^{e} v-$ $v \|_{L^{2}} \leq \min \left\{h\|\langle e, \nabla v\rangle\|_{L^{2}}, h^{2}\left\|\left\langle e, \nabla^{2} v e\right\rangle\right\|_{L^{2}}\right\} \leq \min \left\{h|e|\|\nabla v\|_{L^{2}}, h^{2}|e|^{2}\left\|\nabla^{2} v\right\|_{L^{2}}\right\}$, by ,57, left), which establishes the case $n=1$. Observing that $\mathrm{T}_{h}^{\mathrm{e}} v-v=\sum_{k=1}^{n} \mathrm{~T}_{h}^{e_{1}} \cdots \mathrm{~T}_{h}^{e_{k-1}}\left(\mathrm{~T}_{h}^{e_{k}} v-\right.$ $v$ ), we obtain the announced estimates using again $\sqrt{57}$, left).

Corollary C.9. $\left\|\nabla_{h}\left(\mathrm{~T}_{h}^{1} u-\mathrm{T}_{h} u\right)\right\|_{L_{h}^{2}} \leq C \min \left\{h\left\|\nabla^{2} u\right\|_{L^{2}}, h^{2}\left\|\nabla^{3} u\right\|_{L^{2}}\right\}$, with $C=C\left(M_{\mathcal{L}}\right)$.
Proof. One has $\partial_{h}^{b_{i}}\left(\mathrm{~T}_{h}^{1} u-\mathrm{T}_{h} u\right)=\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{b_{i}}\left(\mathrm{Id}-\mathrm{T}_{h}^{R}\right) v_{i}$, for any $1 \leq i \leq d$ and with $v_{i}:=\partial^{b_{i}} u$, using Lemma C.4. Then $\left\|\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{b_{i}}\left(\mathrm{Id}-\mathrm{T}_{h}^{R}\right) v_{i}\right\|_{L_{h}^{2}} \leq C h\left\|\nabla v_{i}\right\|_{L^{2}}$ (resp. $\left.\leq C h^{2}\left\|\nabla^{2} v_{i}\right\|_{L^{2}}\right)$ using successively (57, right), (57, left), and Lemma C.8. Summing over $i$ we conclude.

Corollary C.10. One has $\left\|\eta_{1}^{i}\right\|_{L_{h}^{2}} \leq C h\left\|\nabla^{2} u\right\|_{L^{2}}$ for some constant $C=C\left(M_{\mathcal{L}}\right)$ (resp. $\left\|\eta_{1}^{i}\right\|_{L_{h}^{2}} \leq C h^{2}\left\|\nabla^{3} u\right\|_{L^{2}}$ for some constant $\left.C=C\left(M_{\mathcal{L}},\left\|\nabla^{2} \lambda\right\|_{\infty}\right)\right)$, and all $1 \leq i \leq d$.

Proof. Define $\mathrm{T}_{h}^{*}:=\prod_{e \in \mathcal{Z}_{d}}^{1<|e| \leq R} \mathrm{~T}_{h}^{e}$, in such way that $\mathrm{T}_{h}^{R}=\mathrm{T}_{h}^{1} \mathrm{~T}_{h}^{*}$. By construction $\eta_{1}^{i}=$ $\mathrm{T}_{h}^{1}\left[\hat{\mathrm{~T}}_{h}^{b_{i}} \mathrm{~T}_{h}^{1}\right]\left(u_{i}-\mathrm{T}_{h}^{*} u_{i}\right)$, and therefore $\left\|\eta_{1}^{i}\right\|_{L_{h}^{2}} \leq C \min \left\{h\left\|\nabla u_{i}\right\|_{L^{2}}, h^{2}\left\|\nabla^{2} u_{i}\right\|_{L^{2}}\right\}$, using successively (57, right), 57, left), and Lemma C.8.

Recalling that $u_{i}:=\left\langle b_{i}, D \nabla u\right\rangle$, we obtain $\left\|\nabla u_{i}\right\|_{L^{2}} \leq C\left(\|\nabla \mathcal{D}\|_{\infty}\|\nabla u\|_{L^{2}}+\|\mathcal{D}\|_{\infty}\left\|\nabla^{2} u\right\|_{L^{2}}\right)$, and $\left\|\nabla^{2} u_{i}\right\|_{L^{2}} \leq C\left(\left\|\nabla^{2} \mathcal{D}\right\|_{\infty}\|\nabla u\|_{L^{2}}+\|\nabla \mathcal{D}\|_{\infty}\left\|\nabla^{2} u\right\|_{L^{2}}+\|\mathcal{D}\|_{\infty}\left\|\nabla^{3} u\right\|_{L^{2}}\right)$, by the Leibniz rule for the differentiation of a product. We conclude using (50).

Corollary C.11. One has $\left\|\eta_{3}^{e}\right\|_{L_{h}^{2}} \leq C h\left\|\nabla^{2} u\right\|_{L^{2}}$ (resp. $\left\|\eta_{3}^{e}\right\|_{L_{h}^{2}} \leq C h^{2}\left\|\nabla^{3} u\right\|_{L^{2}}$ ), for some constant $C=C\left(M_{\mathcal{L}}\right)$, and all $e \in \mathcal{Z}_{d}^{R}$.
Proof. Observing that $\eta_{3}^{e}=\lambda^{e} \mathrm{~T}_{h}^{1}\left[\mathrm{~T}_{h}^{R} \hat{\mathrm{~T}}_{h}^{e}\right]\left(\mathrm{T}_{h}^{e} \mathrm{~T}_{h}^{e} u_{e}-u_{e}\right)$, we obtain as announced that $\left\|\eta_{3}^{e}\right\|_{L_{h}^{2}} \leq C h\|\lambda\|_{\infty}\left\|\nabla u_{e}\right\|_{L^{2}}$ (resp $\left\|\eta_{3}^{e}\right\|_{L_{h}^{2}} \leq C h^{2}\|\lambda\|_{\infty}\left\|\nabla^{2} u_{e}\right\|_{L^{2}}$ ) using successively 57 , right), (57, left), and Lemma C.8.

Lemma C.12. Let $e_{1} \cdots, e_{n} \in \mathcal{Z}_{d}^{R}$ and $\mathrm{T}_{h}^{\mathrm{e}}:=\mathrm{T}_{h}^{e_{1}} \cdots \mathrm{~T}_{h}^{e_{n}}$. Let also $\alpha, v: \mathbb{T}^{d} \rightarrow \mathbb{R}$, and $\eta:=\alpha \mathrm{T}_{h}^{\mathrm{e}} v-\mathrm{T}_{h}^{\mathrm{e}}(\alpha v)$. Then one has pointwise

$$
\begin{equation*}
|\eta| \leq n h R\|\nabla \alpha\|_{\infty} \mathrm{T}_{h}^{\mathrm{e}}|v|, \quad|\eta| \leq n h^{2} R^{2} \mathrm{~T}_{h}^{\mathrm{e}}\left(\left\|\nabla^{2} \alpha\right\|_{\infty}|v|+\|\nabla \alpha\|_{\infty}|\nabla v|\right) \tag{58}
\end{equation*}
$$

If the canonical basis is among the $\left(e_{i}\right)_{i=1}^{n}$ (e.g. $n \geq d$ and $e_{i}=b_{i}$ for all $1 \leq i \leq d$ ), then

$$
\begin{equation*}
\|\eta\|_{L_{h}^{2}} \leq n h R\|\nabla \alpha\|_{\infty}\|v\|_{L^{2}}, \quad\|\eta\|_{L_{h}^{2}} \leq n h^{2} R^{2}\left(\left\|\nabla^{2} \alpha\right\|_{\infty}\|v\|_{L^{2}}+\|\nabla \alpha\|_{\infty}\|\nabla v\|_{L^{2}}\right) . \tag{59}
\end{equation*}
$$

Proof. Consider smooth $f, g:[-1 / 2,1 / 2] \rightarrow \mathbb{R}$, and let $|t| \leq 1 / 2$. Clearly one has,

$$
\begin{equation*}
|E(t)| \leq\left\|f^{\prime}\right\|_{\infty}|g(t)|, \quad \text { where } E(t):=(f(t)-f(0)) g(t) . \tag{60}
\end{equation*}
$$

Yet, using the identity $2(a b+c d)=(a+c)(b+d)+(a-c)(b-d)$ we also note that

$$
2(E(t)+E(-t))=(f(t)+f(-t)-2 f(0))(g(t)+g(-t))+(f(t)-f(-t))(g(t)-g(-t)),
$$

leading to the finer estimate

$$
\begin{equation*}
2|E(t)+E(-t)| \leq\left\|f^{\prime \prime}\right\|_{\infty}(|g(t)|+|g(-t)|)+\left\|f^{\prime}\right\|_{\infty} \int_{-1 / 2}^{1 / 2}\left|g^{\prime}(s)\right| \mathrm{d} s \tag{61}
\end{equation*}
$$

Defining $E:=\int_{-1 / 2}^{1 / 2}(f(t)-f(0)) g(t) \mathrm{d} t$, hence $E=\int_{-1 / 2}^{1 / 2} E(t) \mathrm{d} t=\int_{0}^{1 / 2}(E(t)+E(-t)) \mathrm{d} t$, we thus obtain by 60 and 61)

$$
|E| \leq\left\|f^{\prime}\right\|_{\infty} \int_{-1 / 2}^{1 / 2}|g(t)| \mathrm{d} t, \quad|E| \leq\left\|f^{\prime \prime}\right\|_{\infty} \int_{-1 / 2}^{1 / 2}|g(t)| \mathrm{d} t+\left\|f^{\prime}\right\|_{\infty} \int_{-1 / 2}^{1 / 2}\left|g^{\prime}(t)\right| \mathrm{d} t .
$$

Applying these estimates to $f(t):=\alpha(x+t h e)$ and $g(t):=v(x+t h e)$, where $e \in \mathcal{Z}_{d}^{R}$ and $x \in \mathbb{T}^{d}$ is arbitrary, we obtain (58) in the case $n=1$. The general case follows noting that $\eta=\sum_{1 \leq k \leq n} \mathrm{~T}_{h}^{e_{1}} \cdots \mathrm{~T}_{h}^{e_{k-1}}\left(\alpha \mathrm{~T}_{h}^{e_{k}}-\mathrm{T}_{h}^{e_{k}} \alpha\right) \mathrm{T}_{h}^{e_{k+1}} \cdots \mathrm{~T}_{h}^{e_{n}} v$. Finally, we obtain (59) by Lemma C.6. which concludes the proof.

Corollary C.13. One has $\left\|\tau_{h}^{e} \eta_{4}^{e}\right\|_{L_{h}^{2}} \leq C h\|\nabla u\|_{L^{2}}$ for some constant $C=C\left(M_{\mathcal{L}}\right)$ (resp. $\left\|\tau_{h}^{e} \eta_{4}^{e}\right\|_{L_{h}^{2}} \leq \tilde{C} h^{2}\left\|\nabla^{2} u\right\|_{L^{2}}$ for some constant $C=C\left(M_{\mathcal{L}},\left\|\nabla^{2} \lambda\right\|_{\infty}\right)$ ), for all $e \in \mathcal{Z}_{d}^{R}$.

Proof. Recall that $\eta_{3}^{e}:=\lambda^{e}\left[\mathrm{~T}_{h}^{1} \hat{\mathrm{~T}}_{h}^{e} \mathrm{~T}_{h}^{R}\right] u_{e}-\left[\mathrm{T}_{h}^{1} \hat{\mathrm{~T}}_{h}^{e} \mathrm{~T}_{h}^{R}\right]\left(\lambda^{e} u_{e}\right)$. The result follows from (59), applied to $\alpha:=\lambda^{e}$ and $v:=u_{e}=\langle e, \nabla u\rangle$, and from (50).

## C. 1 Establishing a convergence rate using discrete monotonicity

The monotonicity of a finite differences scheme yields an alternative avenue for establishing convergence rates, independent from the previous arguments which rely on the Lax-Milgram theorem, exploited in Proposition C.14 to establish a convergence rate for this specific elliptic equation. See 20 for more refined techniques, and Appendix A for a general discussion. This approach is in a sense more direct, since the proof essentially only consists in checking the scheme consistency. In comparison with the previous section, we obtain convergence rates in the uniform norm, rather than the $L^{2}$ norm of the discrete gradient. For simplicity, we introduce a zero-th order term in the PDE, so as to break the invariance of the solution under the addition of a constant. Note that it is often possible to exploit the comparison principle for PDEs whose set of solutions is invariant under addition of a constant, and for their discretizations, but this leads to additional technicalities, see [6] for a discussion in the case of the Monge-Ampere equation of optimal transport.

Proposition C.14. Assume that $u-\mathcal{L} u=f_{*}$ on $\mathbb{T}^{d}$, where $u \in C^{4}\left(\mathbb{T}^{d}\right)$ and $\mathcal{D} \in$ $C^{3}\left(\mathbb{T}^{d}, \mathcal{S}_{d}^{++}\right)$. Consider coefficients $\lambda: \mathbb{T}^{d} \rightarrow \Lambda_{d}$ which are $\mathcal{D}$-consistent, $R$ supported, and have $C^{3}$ regularity. Then the linear system $u_{h}-\mathcal{L}_{h} u_{h}=f_{*}$ on $\mathbb{T}_{h}^{d}$ has a unique solution, for any $h>0$ with $h^{-1} \in \mathbb{N}$, and one has for some constant $C=C\left(d, R,\|\nabla \mathcal{D}\|_{\infty},\left\|\nabla^{3} \lambda\right\|_{\infty}\right)$

$$
\begin{equation*}
\max _{x \in \mathbb{T}_{h}^{d}}\left|u(x)-u_{h}(x)\right| \leq C h^{2}\left\|\nabla^{4} u\right\|_{\infty} \tag{62}
\end{equation*}
$$

Proof. We note that $-\mathcal{L}_{h}$ is a degenerate elliptic scheme, see its expression (5) and Definition A.2. Thus $u_{h} \mapsto u_{h}-\mathcal{L}_{h} u_{h}$ is a linear elliptic scheme, which implies the existence of a unique solution, see [3, Corollary 3.6]. Let $f \in C^{3}(\mathbb{R}), g \in C^{4}(\mathbb{R})$, and define $e(h):=\frac{1}{2}(f(0)+f(h))(g(h)-g(0))$ for all $h \in \mathbb{R}$. We obtain by a Taylor expansion

$$
e(h)=h f_{0} g_{0}^{\prime}+\frac{1}{2} h^{2}\left(f_{0}^{\prime} g_{0}^{\prime}+f_{0} g_{0}^{\prime \prime}\right)+\frac{1}{12} h^{3}\left(3 f_{0}^{\prime \prime} g_{0}^{\prime}+3 f_{0}^{\prime} g_{0}^{\prime \prime}+2 g_{0} g_{0}^{\prime \prime \prime}\right)+\mathcal{O}\left(h^{4}\right)
$$

with the convention $f_{0}:=f(0)$ and likewise for $f^{\prime}, f^{\prime \prime}, g^{\prime}, g^{\prime \prime}, g^{\prime \prime \prime}$ evaluated at 0 . Therefore $e(h)+e(-h)=h^{2}\left(f_{0}^{\prime} g_{0}^{\prime}+f_{0} g_{0}^{\prime \prime}\right)+\mathcal{O}\left(h^{4}\right)=h^{2}\left(f g^{\prime}\right)^{\prime}(0)+\mathcal{O}\left(h^{4}\right)$. Choosing $f(h):=\lambda(x+h e)$ and $g(h):=u(x+h e)$, where $e \in \mathcal{Z}_{d}^{R}$ and $x \in \mathbb{T}_{h}^{d}$ is arbitrary, this yields

$$
\partial_{h}^{e}\left(\lambda_{h}^{e} \partial_{h}^{e} u\right)=\partial^{e}\left(\lambda^{e} \partial^{e} u\right)+\mathcal{O}\left(h^{2}\right), \quad \text { hence }\left|\mathcal{L}_{h} u-\mathcal{L} u\right| \leq C^{\prime} h^{2}
$$

pointwise on $\mathbb{T}_{h}^{d}$, where $C^{\prime}=C\left\|\nabla^{4} u\right\|_{\infty}$ with constant $C=C\left(d, R,\|\nabla \mathcal{D}\|_{\infty},\left\|\nabla \lambda^{3}\right\|_{\infty}\right)$. (Recall that $\left\|\nabla^{k} \lambda\right\|_{\infty} \leq\left\|\nabla^{k+1} \lambda\right\|_{\infty}$ and $\left\|\nabla^{k} u\right\|_{\infty} \leq\left\|\nabla^{k+1} u\right\|_{\infty}$ on $\mathbb{T}^{d}$, for all $k \geq 1$, as already observed in (50, right).) We have obtained that on $\mathbb{T}_{h}^{d}$

$$
u-\mathcal{L}_{h} u-C^{\prime} h^{2} \leq u-\mathcal{L} u \leq u-\mathcal{L}_{h} u+C^{\prime} h^{2}, \quad u-\mathcal{L} u=f_{*}=u_{h}-\mathcal{L}_{h} u_{h}
$$

By the discrete comparison principle [3, Lemma 3.5], and since $\mathcal{L}_{h}$ vanishes on constants, this implies $u-C^{\prime} h^{2} \leq u_{h} \leq u+C^{\prime} h^{2}$, which concludes.
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