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SEMISIMPLE RANDOM WALKS ON THE TORUS
WEIKUN HE AND NICOLAS DE SAXCÉ

Abstract. We study linear random walks on the torus and show a quantita-
tive equidistribution statement, under the assumption that the Zariski closure
of the acting group is semisimple.

1. Introduction
Let \( d \geq 2 \) be an integer and \( \mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d \) the torus of dimension \( d \). We study a
random walk \((x_n)_{n \geq 0}\) on \( \mathbb{T}^d \) given by
\[
\forall n \geq 0, \quad x_n = g_n \cdots g_1 x_0
\]
where \((g_n)_{n \geq 1}\) is a sequence of independent identically distributed random variables
with law \( \mu \) on \( \text{GL}_d(\mathbb{Z}) \). Let \( \Gamma \) denote the group generated by the support of \( \mu \), and \( G \)
be the Zariski closure of \( \Gamma \) in \( \text{GL}_d(\mathbb{R}) \). In their breakthrough paper [10], Bourgain,
Furman, Lindenstrauss and Mozes showed that if \( G \) acts strongly irreducibly and
proximally on \( \mathbb{R}^d \), then the random walk \((x_n)_{n \geq 0}\) equidistributes in law to the Haar
probability measure \( m_{\mathbb{T}^d} \) as soon as \( x_0 \) is irrational, i.e.
\[
\forall x_0 \notin \mathbb{Q}^d / \mathbb{Z}^d, \quad \mu^{*n} \ast \delta_{x_0} \xrightarrow{n \to +\infty} m_{\mathbb{T}^d}.
\]
Moreover, this result is quantitative: the rate of convergence is given in function
of how far away \( x_0 \) is from rational points of small denominator. Following their
strategy, we showed recently in [22] that their theorem was still valid without the
proximality assumption, as long as the action of \( G \) is strongly irreducible. On the
other hand, the theory developed by Benoist and Quint in their series of articles
[2, 4, 5, 3] made it clear that when studying random walks on homogeneous spaces,
it was most natural to only assume that the acting algebraic group \( G \) was semisimple.
Indeed, under this assumption they obtained a full classification of stationary
measures [4, Theorem 1.1] from which they deduced in [5] very general equidistri-
bution results. It was therefore desirable to obtain quantitative convergence results
similar to those of [10] or [22] in this more general setting. This is the goal of the
present article.

Of course, without the irreducibility assumption, there can exist some proper
closed \( \Gamma \)-invariant subsets of \( \mathbb{T}^d \), and the random walk may not equidistribute to
the Haar measure, even if the starting point \( x_0 \) is irrational. So in order to state
our main result, we need to set up some notation. Let \( G^0 \) denote the identity
component of \( G \) for the Zariski topology. The subalgebra of \( \mathcal{M}_d(\mathbb{R}) \) generated by
\( G^0 \) is denoted by \( E \). Since \( G \) is semisimple, we may write \( \mathbb{R}^d = V_0 \oplus V_1 \oplus \cdots \oplus V_r \)
where for \( i = 0, \ldots, r \), \( V_i \) is a maximal sum of simple \( G \)-modules having the same
top Lyapunov exponent for the action of \( \mu \). We assume in addition that
\[
\lambda_1(\mu, V_1) > \cdots > \lambda_1(\mu, V_r) > \lambda_1(\mu, V_0) = 0.
\]
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[W.H.] The order does not matter.
We define a quasi-norm on $\mathbb{R}^d$ by
\[
|v| = \max_{0 \leq i \leq r} \|v_i\|^\frac{1}{2} v_i
\]
where $v = v_0 + \ldots + v_r$ is the decomposition of $v$ according to the direct sum $\mathbb{R}^d = \bigoplus_{i=1}^r V_i$. By convention, we set $\frac{1}{0} = +\infty$ and
\[
\|v_0\|^\infty = \begin{cases} 0 & \text{if } \|v_0\| \leq 1, \\ +\infty & \text{otherwise.} \end{cases}
\]
This quasi-norm induces a quasi-distance on $\mathbb{R}^d$ given by $\tilde{d}(x, y) = |x - y|$, which projects to a quasi-distance on $\mathbb{T}^d$, still denoted by $\tilde{d}$. Our goal is the following theorem.

**Theorem 1.1** (Quantitative equidistribution of semisimple linear random walk on $\mathbb{T}^d$). Let $\mu$ be a probability measure on $\text{GL}_d(\mathbb{Z})$ having a finite exponential moment. Denote by $G \subset \text{GL}_d(\mathbb{R})$ the algebraic group generated by $\mu$, by $G^0$ its identity component, and let $E$ be the subalgebra of $\mathcal{M}_d(\mathbb{R})$ generated by $G^0$. If the algebraic group $G$ is semisimple, then for every $\lambda \in (0, 1)$, there exist $C = C(\mu, \lambda) \geq 0$ such that the following holds.

Given $x_0 \in \mathbb{T}^d$, assume that for some $t \in (0, \frac{1}{2})$, $a_0 \in \mathbb{Z}^d \setminus \{0\}$, and $n \geq C \log \frac{\|a_0\|}{t}$,
\[
|\langle \mu^n \ast \delta_{x_0} \rangle(a_0)| \geq t.
\]
Then, there exists $\gamma \in G$ such that, denoting $W_0 = (a_0 \gamma E)^{\perp}$ and $V_0$ the sum of all compact factors of $G$ in $\mathbb{R}^d$,
\[
\tilde{d}(x_0 - \frac{p}{q} - v, W_0) \leq e^{-n\lambda}
\]
for some $v \in V_0$, $p \in \mathbb{Z}^d$ and $q \in \mathbb{Z} \setminus \{0\}$ such that $\max(|v|, |q|) \leq \left(\frac{\|a_0\|}{t}\right)^C$.

Here, of course, $\frac{p}{q}$, $v$ and $W_0$ are identified with their projection to the torus $\mathbb{T}^d$.

If the sequence $(\mu^n \ast \delta_{x_0})$ does not converge to the Haar measure $\mu_{\mathbb{T}^d}$ in the weak-* topology, then, by Weyl’s equidistribution criterion, there are $a_0 \in \mathbb{Z}^d \setminus \{0\}$ and $t > 0$ such that $|\langle \mu^n \ast \delta_{x_0} \rangle(a_0)| \geq t$ holds for an unbounded sequence of $n \in \mathbb{N}$. Letting $n$ goes to infinity along this sequence, we deduce the following qualitative statement from the quantitative statement.

**Corollary 1.2** (Qualitative statement). Let $\mu$ be a probability measure on $\text{GL}_d(\mathbb{Z})$ having a finite exponential moment. Denote by $G \subset \text{GL}_d(\mathbb{R})$ the algebraic group generated by $\mu$. Assume that $G$ is semisimple. Then for any point $x_0 \in \mathbb{T}^d$, either
\[
\mu^n \ast \delta_{x_0} \rightharpoonup^* \mu_{\mathbb{T}^d},
\]
or
\[
x_0 \in \mathbb{Q}^d + V_0 + W_0 \mod \mathbb{Z}^d,
\]
where $V_0$ denotes the sum of all compact factors of $G$ in $\mathbb{R}^d$ and $W_0$ is a rational subspace of $\mathbb{R}^d$ invariant under the action of the identity component $G^0$ of $G$.

As a consequence, we recover the classification of orbit closures due to Guivarc’h and Starkov [20] and Muchnik [30].

**Corollary 1.3** (Classification of orbit closures). Let $\Gamma \subset \text{GL}_d(\mathbb{Z})$ be a subgroup whose Zariski closure $G$ is a semisimple algebraic group. Let $x_0 \in \mathbb{T}^d$. Then the
orbit closure \( \overline{\Gamma x} \) is either the whole \( \mathbb{T}^d \) or contained in a \( \Gamma \)-invariant closed subset of the form
\[
\frac{1}{q} \mathbb{Z}^d + B_{V_0}(0, R) + \bigcup_{\gamma \in G/G^0} \gamma W_0 \mod \mathbb{Z}^d
\]
where \( q \) is a nonzero integer, \( B_{V_0}(0, R) \) is a ball in \( V_0 \), the sum of all compact factors of \( G \) in \( \mathbb{R}^d \) and \( W_0 \) is invariant under the action of the identity component \( G^0 \) of \( G \).

The qualitative statement could also be reformulated more simply as follows.

**Corollary 1.4** (Equidistribution). Let \( \mu \) be a probability measure on \( \text{GL}_d(\mathbb{Z}) \) having a finite exponential moment. Denote by \( \Gamma \subset \text{GL}_d(\mathbb{Z}) \) the subgroup generated by \( \mu \). Assume that the Zariski closure of \( \Gamma \) is semisimple. Then for any \( x_0 \in \mathbb{T}^d \), either \( \mu^{*n} * \delta_{x_0} \to \gamma W_0 \) or \( x_0 \) is contained in a proper \( \Gamma \)-invariant closed subset.

A particularly simple case of the above results is when the group \( \Gamma \) acts strongly irreducibly on \( \mathbb{Q}^d \), that is, when \( \Gamma \) preserves no nontrivial finite union of proper subspaces of \( \mathbb{Q}^d \). Then, for any \( a_0 \in \mathbb{Z}^d \setminus \{0\} \) and any \( \gamma \in G \), one must have \( a_0 \gamma E = (\mathbb{R}^d)^* \), so we obtain a simpler equidistribution statement.

**Corollary 1.5** (Equidistribution of \( \mathbb{Q}^d \)-irreducible random walks). Assume that \( G \) is semisimple and acts strongly irreducibly on \( \mathbb{Q}^d \). Then for every \( \lambda \in (0, 1) \), there exist \( C = C(\lambda, \mu) \geq 0 \) such that the following holds.

Given \( x_0 \in \mathbb{T}^d \), assume that for some \( t \in (0, \frac{1}{2}) \), \( a_0 \in \mathbb{Z}^d \), and \( n \geq C \log \frac{\|a_0\|}{t} \),
\[
||\mu^{*n} * \delta_{x_0}(a_0)|| \geq t.
\]

Then there exists \( v \in V_0, p \in \mathbb{Z}^d \) and \( q \in \mathbb{Z} \setminus \{0\} \) such that \( \max(||v||, |q|) \leq \frac{||a_0||}{t} \) and \( d(x_0 - \frac{p}{q} - v, 0) \leq e^{-n \lambda} \).

In particular, if \( x_0 \) does not lie on a rational translate of the \( V_0 \) leaf in \( \mathbb{T}^d \), then \( \mu^{*n} * \delta_{x_0} \) converges to \( \gamma W_0 \).

It was observed by Benoist and Quint [4, Corollary 1.4] that if \( G \) is semisimple without compact factors and acts irreducibly on \( \mathbb{Q}^d \), then \( \gamma W_0 \) is the only atom-free \( \mu \)-stationary probability measure on \( \mathbb{T}^d \). By the results of [5], this implies that the Cesàro averages \( \frac{1}{n} \sum_{k=0}^{n-1} \mu^{*k} * \delta_{x_0} \) converge to \( \gamma W_0 \). The above corollary immediately shows that convergence also holds without the averaging process. When \( \mu \) is a symmetric probability measure on \( \text{SL}_d(\mathbb{Z}) \), a general result of Timothée Bénard [15, Theorem 1] implies this qualitative statement, but without the symmetry assumption the result seems to be new.

**Corollary 1.6.** Assume that \( G \) is semisimple without compact factors and acts strongly irreducibly on \( \mathbb{Q}^d \). Then, for every \( x_0 \) irrational in \( \mathbb{T}^d \), the sequence of measures \( (\mu^{*n} * \delta_{x_0})_{n \geq 0} \) converges in law to \( \gamma W_0 \).

Our main motivation to carry out the rather technical proof presented here, is its application to the spectral gap property for subgroups of algebraic groups, modulo arbitrary integers. Indeed, as we shall explain in a forthcoming paper, Theorem 1.1 can be used to answer a question of Salehi Golsefidy and Varjú [31, Question 2].

1.1. **Outline of the proof.** The paper is entirely devoted to the proof of Theorem 1.1, for which we use the strategy introduced in [10], and more precisely the variant used in [22] to avoid the proximality assumption. Section 2 deals with discretized algebraic combinatorics in semisimple algebras: we prove some Fourier
decay estimate for multiplicative convolutions of measures satisfying natural non-concentration conditions, Theorem 2.1, generalizing results of Bourgain [9] for the real line. The main input for our proof is a sum-product theorem for representations of real Lie groups [23, Theorem 1.1], which easily implies the discretized sum-product theorem in semisimple algebras; then we use some $L^2$-flattening lemma similar to the one use by Bourgain and Gamburd in their work on the spectral gap property.

After that, in order to apply the combinatorial results of the previous section to the random walk, we need to check that the measure $\mu^* n$ appropriately rescaled is not concentrated near proper affine subspaces of $E$, nor near singular elements; this is done in Section 3. Just as in [22], the argument ultimately relies on the spectral gap property modulo primes obtained by Salehi Golsefidy and Varjú [31]. However, because the rescaling automorphism is no longer a homothety, the proof involves a detailed analysis of the behavior of the random walk with respect to a quasi-norm on the algebra $E$. To help the reader understand the main ideas of the proof without having to go through all the technical details, we start with the simpler case where $E$ is simple; even in that case, the argument is different and simpler than the one presented in [22], where similar estimates are needed.

In Section 4, we prove Theorem 4.2, an important Fourier decay estimate for the law of the random walk. This simply follows from a combination of the two previous sections when the group $G$ is connected, but becomes more complicated without this assumption. We follow the argument used in [25, Appendix B], with minor modifications.

Section 5 makes the link between the random walk on $G$ and the random walk on $T^d$. The Fourier decay obtained in the previous section shows that if $\mu^* n \delta_{x_0}$ has one large Fourier coefficient, then reducing slightly the value of $n$, the measure $\mu^* n \delta_{x_0}$ has many large Fourier coefficients. Using a quantitative version of Wiener’s lemma, one infers a first “granulation statement”: $\mu^* n \delta_{x_0}$ is concentrated near a finite set of well-separated points in $T^d$.

To conclude the proof of Theorem 1.1, we run backwards the random walk, starting from the granulation estimate mentioned above. The argument uses in particular the diophantine properties of the random walk, and the exponential unstability of closed invariant subsets, obtained using a drift function, as in Eskin-Margulis [17] or Benoist-Quint [4]. This is the content of Section 6.

1.2. Concluding remarks. Affine random walks. After some first results of J.-B. Boyer [14], it was explained in [24] how to obtain quantitative equidistribution of affine random walks on the torus, under the assumption that the action on $R^d$ is strongly irreducible. The arguments in that paper could be adapted to our setting.

More general homogeneous spaces. Benoist and Quint [2, 4, 5] have obtained equidistribution results that are valid in the much more general setting of homogeneous spaces of Lie groups. One drawback is that their convergence theorems are not quantitative, and only concern the Cesàro averages $\frac{1}{n} \sum_{k=0}^{n-1} \mu^* n \delta_{x_0}$. So it would be interesting to see whether the techniques used in the present paper can be used to study random walks on homogeneous spaces like $SL_d(R)/SL_d(Z)$, or other homogeneous spaces.

On this subject, the first author has recently obtained, in collaboration with Lakrec and Lindenstrauss, some partial results for affine random walks on nilmanifolds [25]; these spaces may be seen as the simplest generalization of tori, but the analysis already becomes much more intricate.

In a slightly different direction, W. Kim [26] studied effective equidistribution of expanding translates in the space of affine lattices. Also in a different direction,
Lindenstrauss and Mohammadi [29] studied effective density in some homogeneous spaces. Although these equidistribution results do not deal with random walks, some of the techniques used there are similar enough to ours to be mentioned here, especially those inspired by [10].

1.3. Acknowledgement. It is a pleasure to thank Yves Benoist and Elon Lindenstrauss for useful discussions, in particular on the existence of satellite measures in the presence of compact factors.

1.4. Notation. Here is a list of notation we use.

- \( f \ll g, g \gg f, f = O(g) \), there exists a constant \( C > 0 \) such that \( f \leq Cg \).
- \( f \asymp g \) if \( f \ll g \) and \( g \ll f \).
- \( B(x, r) \), the ball of center \( x \) and radius \( r \).
- \( B_V(\cdot, \cdot) \), ball in the ambient space \( V \).
- \( V^* \), the space of linear forms on a linear space \( V \).
- \( \lambda_1(\mu, V) \), the top Lyapunov exponent associated to the random walk on a Euclidean space \( V \) defined by a probability measure \( \mu \) supported on a group acting linearly on \( V \).
- \( \mu \star \nu \), multiplicative convolution.
- \( \mu^{*k} = \mu \star \cdots \star \mu \), multiplicative convolution power.
- \( \mu \boxtimes \nu \), additive convolution.
- \( \mu^{**k} = \mu \boxtimes \cdots \boxtimes \mu \), additive convolution power.
- \( \mu \boxtimes \nu \), the image measure of \( \mu \otimes \nu \) under the map \( (x, y) \mapsto x - y \).
- \( \mathbb{1}_A(x) = 1 \) if \( x \in A \), \( \mathbb{1}_A(x) = 0 \) otherwise.
- \( \#A \), cardinality of a finite set \( A \).
- \( |A| \), Lebesgue measure for subsets \( A \) of an Euclidean space or a torus.
- \( |\cdot| \), a quasi-norm
- \( \overline{d}(\cdot, \cdot) \), a quasi-distance, usually associated to a quasi-norm.
- \( \mathbb{B}(\cdot, \cdot) \), ball with respect to \( \overline{d} \).
- \( \mathbb{P}[\cdot] \) and \( \mathbb{P}[\cdot | \cdot] \), probability and conditional probability.
- \( f_\ast \mu \), image measure of \( \mu \) under the map \( f \).
- \( \mathcal{M}_d(\mathbb{R}) \), the space of \( d \times d \) real matrices.
- \( \mathcal{P}(X) \), the space of Borel probability measure on a topological space.
- \( \langle \cdot, \cdot \rangle \), according to the context, the natural pairing \( V^* \times V \to \mathbb{R} \) or the natural pairing \( \mathbb{Z}^d \times \mathbb{T}^d \to \mathbb{T} \).

2. Sum-product, \( L^2 \)-flattening and Fourier decay

In this section, we study multiplicative convolutions of measures on a semisimple associative algebra \( E \). Our goal is to derive Theorem 2.1 below, which shows that under some natural non-concentration assumptions, such multiplicative convolutions admit a polynomial Fourier decay. This generalizes results of Bourgain [9] for \( E = \mathbb{R} \), of Li [28] for \( E = \mathbb{R} \oplus \cdots \oplus \mathbb{R} \), and of [22] for a simple algebra \( E \).

Let \( E \) be a normed real algebra of finite dimension. The determinant \( \det_E(a) \) of an element \( a \in E \) is simply defined as the determinant of the multiplication map \( E \to E, x \mapsto ax \). Given \( \rho > 0 \), we let

\[
S_E(\rho) = \{ x \in E \mid |\det_E(x)| \leq \rho \}.
\]

If \( W \subset E \) is any subset, we let \( W^{(\rho)} \) denote the \( \rho \)-neighborhood of \( W \), defined by

\[
W^{(\rho)} = \{ x \in E \mid \exists w \in W : \|x - w\| > \rho \}.
\]

The following definition summarizes the non-concentration conditions we shall need in order to prove some Fourier decay for multiplicative convolutions.
Definition (Non-concentration conditions). Let \( \varepsilon > 0, \kappa > 0, \tau > 0 \) be parameters. We say a measure \( \eta \) on \( E \) satisfies \( \text{NC}_0(\varepsilon, \kappa, \tau) \) at scale \( \delta > 0 \) if

(i) \( \text{supp} \eta \subseteq B(0, \delta^{-\varepsilon}) \);

(ii) for every \( x \in E \), \( \eta(x + S_E(\delta^\varepsilon)) \leq \delta^\tau \);

(iii) for every \( \rho \in [\delta, 1] \) and every proper affine subspace \( W \subseteq E \), \( \eta(W(\rho)) \leq \delta^{-\varepsilon} \rho^\varepsilon \).

We say that a measure \( \eta \) on \( E \) satisfies \( \text{NC}(\varepsilon, \kappa, \tau) \) at scale \( \delta > 0 \) if it can be written as a sum of measures

\[
\eta = \eta_0 + \eta_1 \quad \text{with} \quad \begin{cases} 
\eta_0 \text{ satisfying } \text{NC}_0(\varepsilon, \kappa, \tau) \\
\eta_1(E) \leq \delta^\tau.
\end{cases}
\]

Given a finite measure \( \mu \) on \( E \), its Fourier transform \( \hat{\mu} \) is the function on the dual space \( E^* \) given by the expression

\[
\forall \xi \in E^*, \quad \hat{\mu}(\xi) = \int_E e^{2i\pi \langle \xi, x \rangle} d\mu(x).
\]

If \( \nu \) is another finite measure on \( E \), the multiplicative convolution \( \mu \ast \nu \) is defined as the image measure of \( \mu \otimes \nu \) on \( E \times E \) under the map \((x, y) \mapsto xy \). It should not be confused with the additive convolution \( \mu \boxplus \nu \), image of \( \mu \otimes \nu \) under the map \((x, y) \mapsto x + y \).

Theorem 2.1 (Fourier decay of multiplicative convolutions). Let \( E \) be a normed finite-dimensional semisimple algebra over \( \mathbb{R} \). Given \( \kappa > 0 \), there exists \( s = s(E, \kappa) \in \mathbb{N} \) and \( \varepsilon = \varepsilon(E, \kappa) > 0 \) such that for any parameter \( \tau \in (0, \varepsilon\kappa) \) the following holds for any scale \( \delta > 0 \) sufficiently small.

If \( \eta_1, \ldots, \eta_s \) are probability measures on \( E \) satisfying \( \text{NC}(\varepsilon, \kappa, \tau) \) at scale \( \delta \), then for all \( \xi \in E^* \) with \( \delta^{-1+\varepsilon} \leq ||\xi|| \leq \delta^{-1-\varepsilon} \),

\[
|\langle \eta_1 \ast \cdots \ast \eta_s \rangle(\xi)| \leq \delta^{\tau}.
\]

For \( E = \mathbb{R} \), this is due to Bourgain [9, Lemma 8.43]. For algebras of the form \( E = \mathbb{R} \oplus \cdots \oplus \mathbb{R} \), this is due to Li [28, Theorem 1.1]. We shall first prove this theorem when all \( \eta_i \) are equal, i.e. \( \eta_1 = \cdots = \eta_s = \eta \) and then deduce the general statement from this particular case following the argument in [24, Proof of Theorem B.3]. Alternatively, one could adapt the first part of the proof to handle directly the general case, but this would make notation cumbersome.

The proof we give for Theorem 2.1 follows a strategy originating in the work of Bourgain, Glibichuk and Konyagin [13] on exponential sums in finite fields; one deduces the bound on the exponential sum from a combinatorial “sum-product” statement, using an \( L^2 \)-flattening statement. In our case, the combinatorial input is a discretized sum-product theorem in semisimple algebras, which follows from a general sum-product statement for representations of real Lie groups obtained in [23, Theorem 2.3].

2.1. Sum-product in semisimple algebras. Sum-product estimates go back to the work of Erdős and Szemerédi [16] who showed that there exists some positive constant \( \varepsilon \) such that for any subset \( A \) of integers,

\[
|A + A| + |AA| \geq |A|^{1+\varepsilon}
\]

where \( A + A \) and \( AA \) denote respectively the sum-set and the product-set of \( A \), defined by \( A + A = \{a + b : a, b \in A\} \) and \( AA = \{ab : a, b \in A\} \). In the following, we consider a normed semisimple algebra \( E \) of finite dimension over \( \mathbb{R} \), and our goal is to prove a similar statement for subsets \( A \subseteq E \), with the cardinality replaced by the covering number \( \mathcal{N}(A, \delta) \) of \( A \) at small scale \( \delta > 0 \). Recall that by definition, \( \mathcal{N}(A, \delta) \) is the minimal cardinality of a cover of \( A \) by balls of radius \( \delta \) in \( E \). In
order to ensure that the covering number of \( A \) at scale \( \delta \) grows under addition or multiplication, one of course has to assume that \( A \) is not essentially equal to a ball in some subalgebra of \( E \). We make a stronger assumption and require that \( A \) is not concentrated near any proper affine subspace of \( E \).

**Definition** (Affine non-concentration). Let \( V \) be a Euclidean space, and \( \varepsilon, \kappa > 0 \) two parameters. We say a subset \( A \subset V \) satisfies \( \text{ANC}(\varepsilon, \kappa) \) at scale \( \delta \) if

(i) \( A \subset B(0, \delta^{-\varepsilon}) \) and

(ii) for every \( \rho \geq \delta \) and every proper affine subspace \( W \subset V \), \( N(A \cap W^{(\rho)}, \delta) \leq \delta^{-\kappa} \rho N(A, \delta) \).

Essentially, we want to show that if \( E \) is a semisimple algebra, then for every \( \kappa > 0 \), there exists \( \varepsilon > 0 \) such that for any set \( A \subset B_E(0,1) \) satisfying \( \text{ANC}(\varepsilon, \kappa) \) and \( \delta^{-\kappa} \leq N(A, \delta) \leq \delta^{-\dim E + \kappa} \), one has \( N(A + A, \delta) + N(AA, \delta) \geq \delta^{-\kappa} N(A, \delta) \).

We shall prove a slightly more technical growth statement, involving the tensor algebra \( E \otimes E^{op} \), where \( E^{op} \) denotes the algebra with the same linear structure as \( E \) but with multiplication \((a, b) \mapsto ba\). Note that the algebra \( E \otimes E^{op} \) acts naturally on \( E \) by

\[
\forall a, x \in E, \forall b \in E^{op}, \quad (a \otimes b)x = axb.
\]

**Theorem 2.2** (Sum-product in semisimple algebras). Let \( E \) be a finite-dimensional real semisimple algebra. Given \( \kappa > 0 \), there exists \( \varepsilon = \varepsilon(E, \kappa) > 0 \) such that the following holds for all \( \delta > 0 \) sufficiently small.

(i) Let \( A \) be a subset of \( E \) satisfying \( \text{ANC}(\varepsilon, \kappa) \) and

(ii) \( \delta^{-\kappa} \leq N(A, \delta) \leq \delta^{-\dim E + \kappa} \).

(iii) Let \( B \subset E \otimes E^{op} \) be a subset satisfying \( \text{ANC}(\varepsilon, \kappa) \).

Then there exists \( f \in B \) such that

\[
N(A + A, \delta) + N(A + fA, \delta) \geq \delta^{-\varepsilon} N(A, \delta).
\]

The theorem above is almost equivalent to the fact that one can obtain from \( A \) a small ball in \( E \) using a bounded number of sums and products. This is the content of the proposition below, which we obtain as a simple application of [23, Theorem 2.3]. For a subset \( A \) in an algebra \( E \) and \( s \in \mathbb{N}^* \), we let \( \langle A \rangle_s \) denote the set of elements in \( E \) that can be obtained as sums of at most \( s \) products of at most \( s \) elements of \( A \) or \( -A \).

**Proposition 2.3** (Bounded generation in semisimple algebras). Let \( E \) be a finite-dimensional real semisimple algebra. Given \( \kappa > 0 \) and \( \varepsilon_0 > 0 \), there exists \( \varepsilon = \varepsilon(E, \kappa, \varepsilon_0) > 0 \) and \( s = s(E, \kappa, \varepsilon_0) \geq 1 \) such that the following holds for all \( \delta > 0 \) sufficiently small. If \( A \subset B(0, \delta^{-\varepsilon}) \) satisfies \( \text{ANC}(\varepsilon, \kappa) \) at scale \( \delta \) in \( E \), then

\[
B(0, \delta^{\varepsilon_0}) \subset \langle A \rangle_s + B(0, \delta).
\]

**Proof.** We consider the action of the multiplicative group \( G = E^\times \) on \( V = E \). By semisimplicity, we may decompose \( E \) into a sum of non-trivial irreducible representations \( E = \bigoplus V_i \). Let \( \pi_i : G \to \text{GL}(V_i) \) denote the representation of \( G \) on \( V_i \). By [23, Theorem 2.3], there is a neighbourhood \( U \) of the identity in \( G \) and constants \( \varepsilon = \varepsilon(E, \kappa, \varepsilon_0) > 0 \) and \( s = s(E, \kappa, \varepsilon) \geq 1 \) such that the following holds for all \( \delta > 0 \) sufficiently small. Let \( A_0 \) be a subset of \( U \) and \( A_1 \) a subset of \( V \times B_V(0,1) \). Assume

(i) for all \( i = 1, \ldots, k \), for all \( \rho \geq \delta \), \( N(\pi_i(A_0), \rho) \geq \delta^{-\kappa} \rho^{-\kappa} \),

(ii) for any linear subspace \( W \subset V \) which is not \( G \)-invariant, there is \( a \in A_0 \) such that \( d(a, \text{Stab}_G(W)^\circ) \geq \delta^{\varepsilon} \),

(iii) for any proper \( G \)-invariant linear subspace \( W \subset V \), there is \( a \in A_1 \) such that \( d(a, W) \geq \delta^{\varepsilon} \).
As explained in [21, Lemma 30], it follows from the Plünnecke-Ruzsa inequality that
\[ \mathcal{N}(A_0, \delta) \supseteq \mathcal{N}(A_0, \delta) + B(0, \delta). \]
Here, \( \langle A_0, A_1 \rangle_s \) denotes the set of elements in \( V \) that can be obtained as sums of at most \( s \) products of at most \( s \) elements of \( A_0 \) and elements of \( A_1 \cup (-A_1) \).

Our set \( A \) is not necessarily contained in the neighborhood \( U \), but we may cover \( A \) by translates of \( U \) in \( E \), and then, by the pigeonhole principle, there is \( a \in A \) such that \( A_0 = (A - a) \cap U \) satisfies
\[ \mathcal{N}(A_0, \delta) \gg_U \delta^{O(\varepsilon)} \mathcal{N}(A, \delta). \]
This set \( A_0 \) satisfies \( \text{ANC}(O(\varepsilon), \kappa) \). This non-concentration condition applied to the suspaces \( \oplus_{j \neq i} V_j \) shows that the first condition above is verified. Moreover, if \( W \subseteq E \) is not \( G \)-invariant, then the algebra generated by \( \text{Stab}_G(W) \) is a proper subalgebra of \( E \); so the second condition is also satisfied. To conclude, take \( A_1 = A \), which certainly satisfies the third condition.

In short, Theorem 2.2 will follow from Proposition 2.3 applied to the set \( B \) in the tensor algebra \( E \otimes E^{\text{op}} \), and from the Plünnecke-Ruzsa inequality.

**Proof of Theorem 2.2.** For \( K \geq 1 \), define
\[ R_\delta(A, K) = \{ f \in E \otimes E^{\text{op}} \mid \mathcal{N}(A + fA, \delta) \leq KN(A, \delta) \}. \]
As explained in [21, Lemma 30], it follows from the Plünnecke-Ruzsa inequality that if \( \mathcal{N}(A + A, \delta) \leq KN(A, \delta) \), then the set \( R_\delta(A, K) \) is almost stable under addition and multiplication. More precisely, for \( s \in \mathbb{N} \),
\[ \langle R_\delta(A, K) \rangle_s + B_{E \otimes E^{\text{op}}}(0, \delta) \subseteq R_\delta(A, K^{O_s(1)}). \]
Now assume for a contradiction that \( B \cup \{ 1 \} \subseteq R_\delta(A, \delta^{-\varepsilon}) \). Since \( E \) is a semisimple algebra, \( E \otimes E^{\text{op}} \) is also one. Thus, by Proposition 2.3 applied to the set \( B \subset E \otimes E^{\text{op}} \), for any \( \varepsilon_0 > 0 \), there is \( s = s(E, \kappa, \varepsilon_0) \geq 1 \) such that
\[ B_{E \otimes E^{\text{op}}}(0, \delta^{\varepsilon_0}) \subset \langle B \rangle_s + B(0, \delta) \]
and therefore,
\[ B_{E \otimes E^{\text{op}}}(0, \delta^{\varepsilon_0}) \subset \langle B \rangle_s + B(0, \delta) \subseteq R_\delta(A, \delta^{-O_s(\varepsilon)}). \]
In particular, \( \delta^{\varepsilon_0} \in R_\delta(A, \delta^{-O_s(\varepsilon)}) \). This certainly implies \( \delta^{-\varepsilon_0} \in R_\delta(A, \delta^{-O_s(\varepsilon)} + \varepsilon) \) and then
\[ B_{E \otimes E^{\text{op}}}(0, 1) \subseteq R_\delta(A, \delta^{-O_s(\varepsilon)}). \]
If \( \varepsilon_0 \) and \( \varepsilon \) are chosen small enough, this contradicts Lemma 2.4 below. 

We are left to show the next lemma, stating that if \( A \) has \( \text{ANC}(\varepsilon, \kappa) \) at scale \( \delta \), then \( B_{E \otimes E^{\text{op}}}(0, 1) \) is not contained in \( R_\delta(A, \delta^{-\varepsilon}) \).

**Lemma 2.4.** Let \( E \) be a finite-dimensional real semisimple algebra with \( E = E_1 \oplus \cdots \oplus E_r \) being its decomposition into minimal two-sided ideals. We write \( \pi_j : E \to E_j \) for the corresponding projections.

Given \( \kappa > 0 \), there exists \( \varepsilon = \varepsilon(E, \kappa) > 0 \) such that the following holds. Let \( A \subset B(0, \delta^{-\varepsilon}) \) be a subset of \( E \). Assume
\begin{enumerate}[(i)]  
  \item \( \mathcal{N}(A, \delta) \leq \delta^{-\dim E + \kappa} \)
  \item for each \( j = 1, \ldots, r \), \( \max_{x \in E_j} \mathcal{N}(A \cap \pi_j^{-1}(B_{E_j}(x, \rho))) \leq \rho^k \mathcal{N}(A, \delta) \)
\end{enumerate}
then there exists \( f \in B_{E \otimes E^{\text{op}}}(0, 1) \) such that
\[ \mathcal{N}(A + fA, \delta) > \delta^{-\varepsilon} \mathcal{N}(A, \delta). \]
Proof. The image of $E \otimes E^\text{op}$ in $\text{End}(E)$ is equal to the image of $\bigoplus_{j=1}^r E_j \otimes E_j^\text{op}$. Let $f_j$, $j = 1, \ldots, r$ be a family of jointly independent random elements of $B_{E_j \otimes E_j^\text{op}}(0, 1)$ distributed according to the Lebesgue measure on $E_j \otimes E_j^\text{op}$, and set

$$f = f_1 + \cdots + f_r$$

regarded as a random element of $\text{End}(E)$. In the following argument, probabilities and expectations are taken with respect to these random variables. For each $j$, since the algebra $E_j$ is simple, the action of $E_j \otimes E_j^\text{op}$ on $E_j$ is irreducible. Hence $E_j \otimes E_j^\text{op}(y) = E_j$ for any non-zero $y \in E_j$ and consequently,

$$(2.1) \quad \forall \delta > 0, \forall x, y \in E_j, \quad \mathbb{P}[\|f_j(y) - x\| \leq \delta] \ll \delta^{\dim E_j} \|y\|^{-\dim E_j}.$$

Consider the map

$$\varphi : \ A \times A \to E \quad (x, y) \mapsto x + fy$$

The energy of the map $\varphi$ at scale $\delta > 0$ is defined as

$$\mathcal{E}_\delta(\varphi, A \times A) = \mathcal{N}(\{(a, a', b, b') \in A \times A \times A \times A \mid \|\varphi(a) - \varphi(a')\| \leq \delta\}, \delta).$$

By the Cauchy-Schwarz inequality — see also [21, Lemma 12(i)],

$$\mathcal{N}(\varphi(A \times A), \delta) = \mathcal{N}(A + fA, \delta) \geq \mathcal{N}(A, \delta)^4 \mathcal{E}_\delta(\varphi, A \times A).$$

Taking expectations and applying Jensen’s inequality, we find

$$(2.2) \quad \mathbb{E}[\mathcal{N}(A + fA, \delta)] \geq \frac{\mathcal{N}(A, \delta)^4}{\mathbb{E}[\mathcal{E}_\delta(\varphi, A \times A)]}$$

so it suffices to bound $\mathbb{E}[\mathcal{E}_\delta(\varphi, A \times A)]$ from above.

For that, let $\tilde{A}$ be a maximal $\delta$-separated subset of $A$. By [21, Lemma 12(ii)],

$$\mathbb{E}[\mathcal{E}_\delta(\varphi, A \times A)] \leq \sum_{x, y, x', y' \in \tilde{A}} \mathbb{P}[f(y' - y) \in B(x - x', 5\delta)].$$

Let $\rho = \delta^{\frac{\dim E_j}{\dim E}}$. We split the sum into two parts according to whether

$$\forall j = 1, \ldots, r, \quad \|\pi_j(y' - y)\| \geq \rho.$$ 

If this is the case, then (2.1) implies

$$\mathbb{P}[f(y' - y) \in B(x - x', 5\delta)] \ll \delta^{\dim E_j} \rho^{-\dim E}.\quad (2.3)$$

Otherwise, there is $j \in \{1, \ldots, r\}$ such that $\pi_j(y') \in B(\pi_j(y), \rho)$. For fixed $y$ the number of such $y'$ in $\tilde{A}$ is

$$\#(\tilde{A} \cap \pi_j^{-1}(B(\pi_j(y), \rho))) \ll \mathcal{N}(A \cap \pi_j^{-1}(B(\pi_j(y), \rho)), \delta) \ll \rho^\epsilon \mathcal{N}(A, \delta).\quad (2.4)$$

Moreover for fixed $y, y'$ and $x$, we have

$$\sum_{x' \in \tilde{A}} \mathbb{P}[f(y' - y) \in B(x - x', 5\delta)] \ll 1$$

because the balls $B(x', 5\delta)$ have overlap multiplicity at most $O(1)$. Putting these considerations together, we obtain

$$\mathbb{E}[\mathcal{E}_\delta(\varphi, A \times A)] \ll \delta^{\dim E_j} \rho^{-\dim E} \mathcal{N}(A, \delta)^4 + \rho^\epsilon \mathcal{N}(A, \delta)^3 \leq (\delta^\epsilon \rho^{-\dim E} + \rho^\epsilon) \mathcal{N}(A, \delta)^3 = \delta^{\frac{\epsilon}{\dim E}} \mathcal{N}(A, \delta)^3$$

Combined with (2.2), this finishes the proof of the lemma. \qed
2.2. \(L^2\)-flattening. Our goal is now to translate the sum-product theorem obtained above in terms of measures on the semisimple algebra \(E\). The result we obtain is an \(L^2\)-flattening lemma for additive and multiplicative convolutions of measures on \(E\). Statements of this form already appear implicitly in the work of Bourgain [8, 9] on the Erdős-Volkmann ring conjecture, and were later much popularized by their application to the spectral gap problem by Bourgain and Gamburd [12, 11]. They are usually derived from the analogous combinatorial growth statement, via a decomposition of the measures into dyadic level sets, combined with an application of the Balog-Szemerédi-Gowers lemma.

Before we can state our result, we give a non-concentration condition for measures on \(E\), analogous to the one given for subsets in the previous paragraph.

**Definition** (Affine non-concentration for measures). Let \(V\) be a Euclidean space, and \(\epsilon, \kappa > 0\) two parameters. We say that a measure \(\eta\) on \(V\) satisfies \(\text{ANC}(\epsilon, \kappa)\) at scale \(\delta\) if

(i) \(\supp \eta \subset B(0, \delta^{-\epsilon})\);

(ii) for every \(\rho \geq \delta\) and every proper affine subspace \(W \subset V\), \(\eta(W^{\rho}) \leq \delta^{-\epsilon} \rho^\kappa\).

In this paper, measures are often studied at some fixed small positive scale \(\delta\). For that reason, it is convenient to define the regularized measure \(\eta_\delta\) of a measure \(\eta\) on \(E\) at scale \(\delta\) by

\[
\eta_\delta = \eta \Box P_\delta
\]

where \(P_\delta = \frac{1_{B(0,\delta)}}{|B(0,\delta)|}\) is the normalized indicator function of the ball of radius \(\delta\) centered at 0. The measure \(\eta_\delta\) will be identified with its density with respect to the Lebesgue measure on \(E\), and we write

\[
||\eta||_{2, \delta} = ||\eta_\delta||_2.
\]

**Proposition 2.5 (\(L^2\)-flattening).** Let \(E\) be finite-dimensional semisimple algebra over \(\mathbb{R}\). Given \(\kappa > 0\), there exists \(\epsilon = \epsilon(E, \kappa)\) such that the following holds for all \(\delta > 0\) sufficiently small. Let \(\eta\) be a probability measure on \(E\) satisfying

(i) \(\eta\) is supported on \(E \setminus S_E(\delta^\epsilon)\);

(ii) \(\eta\) satisfies \(\text{ANC}(\epsilon, \kappa)\) at scale \(\delta\) on \(E\);

(iii) \(\delta^{-\kappa+\epsilon} \leq ||\eta||_{2, \delta}^2 \leq \delta^{-\dim E + \kappa - \epsilon}\).

Then,

\[
||\eta * \eta * \eta \Box \eta * \eta * \eta||_{2, \delta} \leq \delta^\epsilon ||\eta||_{2, \delta}.
\]

We wish to deduce this proposition from Theorem 2.2. A first useful observation is that the non-concentration condition for measures is closely related to non-concentration for subsets.

**Lemma 2.6.** Given an Euclidean space \(V\), and parameters \(\epsilon > 0\) and \(\kappa > 0\), the following holds for all \(\delta > 0\) sufficiently small.

(i) If \(A \subset V\) has \(\text{ANC}(\epsilon, \kappa)\) at scale \(\delta\), then there is a measure supported on \(A\) which has \(\text{ANC}(2\epsilon, \kappa)\) at scale \(\delta\).

(ii) Let \(\eta\) be a probability measure on \(V\) satisfying \(\text{ANC}(\epsilon, \kappa)\) at scale \(\delta\). If \(A \subset V\) is a subset such that \(\eta(A) \geq \delta^\epsilon\) then there is a subset \(A' \subset A\) which satisfies \(\text{ANC}(6\epsilon, \kappa)\) at scale \(\delta\).

**Proof.** For the first item, let \(\tilde{A}\) be a maximal \(\delta\)-separated subset of \(A\). The normalised counting measure on \(\tilde{A}\) satisfies the desired property. The second item is slightly more subtle. Since the normalised restriction of \(\eta\) to \(A\) satisfies \(\text{ANC}(2\epsilon, \kappa)\), we may assume without loss of generality that \(A = \supp \mu\). Let \(d\) denote the dimension of \(V\). Set \(A_{0,0} = A\) and for integers \(0 < i \ll \log \frac{1}{\delta} + 1\),

\[
A_{i,0} = \left\{ a \in A \mid 2^{i-1} < \frac{\eta(B(a, 2\delta))}{|B(0, \delta)|} \leq 2^i \right\}.
\]
Then for all $i \geq 0$, set $A_i = A_{i,0}^{(i)}$. It follows from this construction that

$$\eta_\delta \ll \sum_i 2^i \mathbb{1}_{A_i} \ll \left( \log \frac{1}{\delta} \right) \eta_{\delta_0} + \mathbb{1}_{A_0}.$$ 

Necessarily, there is some $i \geq 0$ such that $2^i |A_i| \geq \delta^\varepsilon$. It is then easy to check that $A' = A_{i,0}$ satisfies $\text{ANC}(3\varepsilon, \kappa)$ at scale $\delta$. $\square$

The next lemma is similar in spirit to the previous one. Roughly speaking, given measures $\eta$ on $V$ and $\mu$ on $\text{GL}(V)$ such that the convolution $\mu * \eta \boxplus \mu * \eta$ has large $L^2$-norm at scale $\delta$, we construct related subsets $A \subset V$ and $B \subset \text{GL}(V)$ such that $A - BA$ is not much larger than $A$. This is the central part of the proof of Proposition 2.5; it relies on the Balog-Szemerédi-Gowers lemma.

**Lemma 2.7.** Let $V$ be a Euclidean space and $\mu$ a probability measure on $\text{GL}(V)$ such that

$$\forall g \in \text{supp} \mu, \quad \|g\| + \|g^{-1}\| \leq \delta^{-\varepsilon}.$$ 

Let $\eta$ be a probability measure on $\text{By}(0,\delta^{-\varepsilon})$ such that

$$\|\mu * \eta \boxplus \mu * \eta\|_{2,\delta} > \delta^\varepsilon \|\eta\|_{2,\delta}.$$ 

Then there exist a subset $A \subset \text{By}(0,\delta^{-O(\varepsilon)})$ and an element $g_1 \in \text{supp} \mu$ such that

$$\delta^{-\dim V + O(\varepsilon)} \|\eta\|^2_{2,\delta} \leq \mathcal{N}(A, \delta) \leq \delta^{-\dim V - O(\varepsilon)} \|\eta\|^2_{2,\delta}$$ 

and

$$\mu \left\{ g \in \text{GL}(V) \mid \mathcal{N}(A - gg_1^{-1}A, \delta) \leq \delta^{-o(\varepsilon)} \mathcal{N}(A, \delta) \right\} \geq \delta^{O(\varepsilon)}.$$ 

If moreover $\eta$ satisfies $\text{ANC}(\varepsilon, \kappa)$ in $V$ at scale $\delta$ for some $\kappa > 0$ then $A$ satisfies $\text{ANC}(\varepsilon, \kappa)$.

**Proof.** We use the following rough comparison notation : for positive quantities $f$ and $g$, we write $f \lesssim g$ for $f \leq \delta^{-O(\varepsilon)} g$ and $f \sim g$ for $f \lesssim g$ and $g \lesssim f$.

We have

$$\|\mu * \eta_\delta \boxplus \mu * \eta_\delta\|_2 \gtrsim \|\mu * \eta \boxplus \mu * \eta\|_{2,\delta} \gtrsim \|\eta_\delta\|_2.$$ 

As in the proof of Lemma 2.6, we can approximate $\mu_\delta$ using dyadic level sets : there are $\delta$-discretized sets $^1 \{ A_i \}_{i \geq 0}$ in $\text{By}(0,\delta^{-\varepsilon})$ such that $A_i$ is empty for $i \gg \log \frac{1}{\delta}$ and

$$\eta_\delta \ll \sum_{i \geq 0} 2^i \mathbb{1}_{A_i} \lesssim \eta_{\delta_0} + \mathbb{1}_{A_0}.$$ 

By the pigeonhole principle, there are $i, j \geq 0$ such that

$$\|\eta_\delta\|_2 \lesssim \|\mu * \eta_\delta \boxplus \mu * \eta_\delta\|_2 \lesssim 2^{i+j} \|\mu * \mathbb{1}_{A_i} \boxplus \mu * \mathbb{1}_{A_j}\|_2 \lesssim 2^{i+j} \int_{\text{GL}(V) \times \text{GL}(V)} \|\mathbb{1}_{gA_i} \boxplus \mathbb{1}_{g'A_j}\|_2 d(\mu \otimes \mu)(g, g').$$ 

In the last inequality, we used $g * \mathbb{1}_{A_i} = |\det g|^{-1} \mathbb{1}_{gA_i}$ and $|\det g| \sim 1$ for all $g \in \text{supp} \mu$. By the right inequality in (2.3), we have

$$2^i |A_i| \lesssim 1 \quad \text{and} \quad 2^j |A_j| \lesssim \|\eta_\delta\|_2$$ 

and similarly

$$2^i |A_i| \lesssim 1 \quad \text{and} \quad 2^j |A_j| \lesssim \|\eta_\delta\|_2.$$ 

By Young’s inequality and the estimate on $\det g$, we have for all $g, g' \in \text{supp} \mu$,

$$2^{i+j} \|\mathbb{1}_{gA_i} \boxplus \mathbb{1}_{g'A_j}\|_2 \lesssim \|\eta_\delta\|_2.$$ 

$^1$A $\delta$-discretized set is a union of balls of radius $\delta$. 
Thus, by the pigeonhole principle again, there exists $g_0 \in \text{supp}\mu$ and a set $B_0 \subset \text{supp}\mu$ such that $\mu(B_0) \gtrsim 1$ and for all $g \in B_0$,
\[ \|\eta_0\|_2 \gtrsim 2^{-1-L} \|\mathds{1}_{g_0 A_1} \mathds{1}_{g A_j}\|_2 \gtrsim \|\eta_0\|_2. \]
By the above estimates, this implies
\[ \|\mathds{1}_{g_0 A_1} \mathds{1}_{g A_j}\|_2^2 \gtrsim 2^{-2i-2j} \|\eta_0\|_2^2 \]
\[ \gtrsim 2^{-i-j}|A_1|^\frac{i}{2}|A_j|^\frac{j}{2} \]
\[ \gtrsim |A_1|^\frac{i}{2}|A_j|^\frac{j}{2} \]
\[ \sim |g_0 A_1|^i |g A_j|^j. \]

By the Balog-Szemerédi-Gowers lemma [32, Theorem 6.10], for each $g \in B_0$ there are $\delta$-discretized subsets $A_g \subset A_i$ and $A'_g \subset A_j$ such that
\[ |A_g| \sim |A_i|, |A'_g| \sim |A_j|, \quad \text{and} \quad N(g_0 A_g - g A'_g, \delta) \lesssim N(g_0 A_g, \delta)^\frac{i}{2} N(g A'_g, \delta)^\frac{j}{2}. \]
By a Cauchy-Schwarz and pigeonhole argument there are $g_1 \in B_0$ and $B_1 \subset B_0$ such that $\mu(B_1) \gtrsim 1$ and
\[ \forall g \in B_1, \quad |A_{g_1} \cap A_g| \sim |A_{g_1}| \sim |A_g| \quad \text{and} \quad |A'_{g_1} \cap A'_{g_1}| \sim |A'_{g_1}| \sim |A'_{g_1}|. \]

For subsets $A, A' \in V$, write $A \approx A'$ if $N(A - A', \delta) \lesssim N(A, \delta)^\frac{i}{2} N(A', \delta)^\frac{j}{2}$. By Ruzsa’s triangle inequality (see [32, Lemma 3.2 and Section 6], if $A \approx A'$ and $A' \approx A''$, then $A \approx A''$, and moreover, if $A \approx A'$ for some sets $A$ and $A'$, then $A \approx A$. The above shows that for every $g \in B_0$, $g_0 A_g \approx g A'_g$. This implies $g_0 A_g \approx g_0 A_g$, and since $g$ is $\delta^{-\varepsilon}$-Lipschitz, $A_g \approx A_g$. Therefore, for $g_1 \in B_0$ and $g \in B_1$ as above, we find $A_{g_1} \approx A_{g_1} \cap A_g \approx A_g$. Similarly, $A'_{g_1} \approx A_{g_1}'$. Finally
\[ g_0 A_{g_1} \approx g_0 A_g \approx g A'_g \approx g A'_g \approx gg_1^{-1} g_0 A_{g_1}, \]
showing that $A = g_0 A_{g_1}$ has all the desired properties.

For the "moreover" part, note that $\eta(A_i) \gtrsim 1$. By the proof of Lemma 2.6(ii), $A_i$ satisfies $\text{ANC}(O(\varepsilon), \kappa)$ and hence so does $A_{g_1}$ and $A$.

To prove Proposition 2.5 we use the above lemma for the action of $E \otimes E^{\text{op}}$ on $E$, and apply the sum-product theorem in $E$.

**Proof of Proposition 2.5.** Let $\mu$ be the image measure of $\eta \otimes \eta$ in $\text{GL}(E)$, so that $\mu \ast \eta \otimes \mu \ast \eta = \eta \ast \eta \ast \eta \otimes \eta \ast \eta \ast \eta$. Assume for a contradiction that
\[ \|\mu \ast \eta \otimes \mu \ast \eta\|_{2, \delta} > \delta^\varepsilon \|\eta\|_{2, \delta}. \]
Then by Lemma 2.7 there is a subset $A \subset E$ satisfying the $\text{ANC}(O(\varepsilon), \kappa)$ at scale $\delta$ and an element $g_1 \in \text{supp}\mu$ such that
\[ \delta^{-\kappa+O(\varepsilon)} \leq N(A, \delta) \leq \delta^{-\dim E+\kappa-O(\varepsilon)}. \]
and
\[ \mu \left\{ \{ g \in \text{GL}(V) \mid \left|\left|\text{N}(A - gg_1^{-1} A, \delta) \leq \delta^{-O(\varepsilon)} N(A, \delta) \right\} \right\} \right\} \geq \delta^{-O(\varepsilon)}. \]
By definition of $\mu$, we may write $g_1 = a_1 \otimes b_1$, and the above inequality becomes
\[ (\eta \ast a_1^{-1}) \otimes (b_1^{-1} \ast \eta) \left\{ \{ (a, b) \in E \times E \mid \left|\left|\text{N}(A - a Ab, \delta) \leq \delta^{-O(\varepsilon)} N(A, \delta) \right\} \right\} \right\} \geq \delta^{-O(\varepsilon)}. \]
Since $a_1, b_1 \not\in S_{E}(\delta^\varepsilon)$, the measures $\eta \ast a_1^{-1}$ and $b_1^{-1} \ast \eta$ satisfy $\text{ANC}(O(\varepsilon), \kappa)$ at scale $\delta$. Moreover, Lemma 2.8 below shows that $(\eta \ast a_1^{-1}) \otimes (b_1^{-1} \ast \eta)$ satisfies $\text{ANC}(O(\varepsilon), \frac{\kappa}{2})$. In view of Lemma 2.6(ii), this contradicts Theorem 2.2, provided $\varepsilon$ is chosen small enough. \qed
Lemma 2.8. Let $V_1$ and $V_2$ be finite-dimensional linear spaces. For each $i = 1, 2$, let $\eta_i$ be a measure on $V_i$ and denote by $\eta_1 \hat{\otimes} \eta_2$ the image measure of $\eta_1 \otimes \eta_2$ by the natural bilinear map $V_1 \times V_2 \to V_1 \otimes V_2$.

Given two parameters $\varepsilon, \kappa > 0$, the following holds for $\delta > 0$ sufficiently small. If $\eta_1$ and $\eta_2$ both satisfy $\text{ANC}(\varepsilon, \kappa)$ at scale $\delta$, then $\eta_1 \hat{\otimes} \eta_2$ satisfies $\text{ANC}(2\varepsilon, \frac{\kappa}{2})$ in $V_1 \otimes V_2$ at scale $\delta$.

Proof. Let $v_1$ and $v_2$ be independent random variables taking values respectively in $V_1$ and $V_2$ and distributed according to $\eta_1$ and $\eta_2$. To establish $\text{ANC}(2\varepsilon, \frac{\kappa}{2})$ for $\eta_1 \hat{\otimes} \eta_2$, it is enough to show that for any linear form $\varphi \in (V_1 \otimes V_2)^*$ with $\|\varphi\| = 1$, any $t \in \mathbb{R}$ and any $\rho \geq \delta$, we have

$$P \left[ |\varphi(v_1 \otimes v_2) - t| < \rho \right] \ll \delta^{-\varepsilon} \rho^{\kappa/2}. \tag{2.4}$$

Note that $(V_1 \otimes V_2)^* = V_1^* \otimes V_2^*$. Hence, letting $(\psi_1, \ldots, \psi_d)$ be an orthonormal basis of $V_1^*$, we can write $\varphi \in (V_1 \otimes V_2)^*$ as

$$\varphi = \psi_1 \otimes \varphi_1 + \cdots + \psi_d \otimes \varphi_d$$

where $\varphi_1, \ldots, \varphi_d \in V_2^*$ are uniquely determined. Moreover,

$$1 = \|\varphi\|^2 = \|\varphi_1\|^2 + \cdots + \|\varphi_d\|^2. \tag{2.5}$$

On the one hand, when $v_2$ is fixed, the map

$$v_1 \mapsto \varphi(v_1 \otimes v_2) = \sum_{i=1}^d \psi_i(v_1) \varphi_i(v_2)$$

is the linear form $\sum_{i=1}^d \varphi_i(v_2) \psi_i \in V_1^*$, which has norm $\sum_{i=1}^d |\varphi_i(v_2)|^2$. Thus, by independence of $v_1$ and $v_2$ and property $\text{ANC}(\varepsilon, \kappa)$ for $\eta_1$, we can estimate the conditional probability

$$P \left[ |\varphi(v_1 \otimes v_2) - t| < \rho \left| \sum_{i=1}^d |\varphi_i(v_2)|^2 \geq \rho^{1/2} \right. \right] \leq \delta^{-\varepsilon} \rho^{\kappa/2}. \tag{2.6}$$

On the other hand, by property $\text{ANC}(\varepsilon, \kappa)$ for $\eta_2$, for each $i = 1, \ldots, d$,

$$P \left[ |\varphi_i(v_2)| \leq \rho^{1/2} \|\varphi_i\| \right] \leq \delta^{-\varepsilon} \rho^{\kappa/2}.$$ 

Hence, on account of (2.5),

$$P \left[ \sum_{i=1}^d |\varphi_i(v_2)|^2 < \rho^{1/2} \right] \leq d \delta^{-\varepsilon} \rho^{\kappa/2}. \tag{2.7}$$

Inequalities (2.6) and (2.7) together imply (2.4) and finish the proof of the lemma. \hfill \Box

2.3. Fourier decay. To prove Theorem 2.1 we apply the $L^2$-flattening Proposition 2.5 repeatedly. The measures we obtain are images of tensor powers $\eta^k$ under polynomial maps $E^k \to E$, and we need to compare their Fourier decay to that of simple multiplicative convolutions of $\eta$. This is the content of the next lemma. This technique will also be useful to weaken slightly the assumptions of Theorem 2.1, see Corollary 2.11 below.

Lemma 2.9. Let $E$ be any real associative algebra, and let $\eta$ be a measure on $E$ with $\eta(E) \leq 1$. Let $\mu = \eta \ast \eta \ast \eta \ast \eta \ast \eta \ast \eta$ then for any integer $m \geq 1$,

$$\forall \xi \in E^*, \quad |\eta^{\ast m}(\xi)|^2 \leq |\mu^{\ast m}(\xi)|.$$
Proof. By [25, Lemma B.6], if \( \eta, \eta', \eta'' \) be probability measures on \( E \), then the Fourier transform of \( \eta * (\eta' \sqcup \eta') \ast \eta'' \) takes non-negative real values and moreover,
\[
\forall \xi \in E^*, \quad |(\eta * \eta' \ast \eta'')\hat{\chi}(\xi)|^2 \leq (\eta * (\eta' \sqcup \eta'))\hat{\chi}(\xi).
\]
By a simple renormalising argument we see that the same holds \( \eta, \eta', \eta'' \) are measures with total mass \( \eta(E), \eta'(E), \eta''(E) \leq 1 \). Using this inequality \( m \) times with measure \( \eta' = \eta^3 \), so that \( \mu = \eta' \sqcup \eta'' \), we get
\[
|\hat{\mu}^{3m}(\xi)| \geq |\mu^{(m-1)} \ast \eta^{3}(\xi)|^2 \geq \cdots \geq |\eta^{3m}(\xi)|^2m.
\]
\[\square\]

We shall also need a lemma on Fourier decay for multiplicative convolutions of measures with small \( L^2 \)-norm. In the case where \( E = \mathbb{R} \), such bounds originate in the work of Falconer [18] on projection theorems, and appear explicitly in Bourgain [9, Theorem 7]. The result below is taken from [22, Lemma 2.9].

**Lemma 2.10.** Let \( E \) be a finite-dimensional real associative algebra with unit. The following holds for any parameters \( \kappa > 0 \) and \( \varepsilon > 0 \) and any scale \( \delta > 0 \) small enough. Let \( \eta \) and \( \nu \) be probability measures on \( E \). Assume

(i) \( \|\eta\|_{2,\delta}^2 \leq \delta^{-\kappa} \),

(ii) \( \supp \eta \subset B(0, \delta^{-\varepsilon}) \) and \( \supp \nu \subset B(0, \delta^{-\varepsilon}) \),

(iii) for every proper affine subspace \( W \subset E \), \( \nu(W(\delta)) \leq \delta^{2\kappa} \).

Then for \( \xi \in E^* \) with \( \delta^{-1+\varepsilon} \leq \|\xi\| \leq \delta^{-1-\varepsilon} \),
\[
|
\hat{\eta} \ast \nu(\xi)| \leq \delta^{-3\varepsilon-\kappa}O(\varepsilon).
\]

We can finally derive Theorem 2.1.

**Proof of Theorem 2.1.** First case: \( \eta_1 = \cdots = \eta_s = \eta \).

For a measure \( \eta \) satisfying \( NC(\varepsilon, \kappa, \tau) \) at scale \( \delta \), we write \( \text{ess}(\eta) \) to denote the essential part of \( \eta \), defined as a measure on \( E \) satisfying

(i) \( \text{ess}(\eta) \leq \eta \) and \( \text{ess}(\eta)(E) \geq \eta(E) - 3\delta \tau \),

(ii) \( \text{ess}(\eta) \) is supported on \( B(0, \delta^{-\varepsilon}) \setminus S_E(\delta^\tau) \),

(iii) \( \text{ess}(\eta) \) satisfies \( \text{ANC}(\varepsilon, \kappa) \) at scale \( \delta \).

If \( \eta \) and \( \eta' \) satisfy \( NC(\varepsilon, \kappa, \tau) \) at scale \( \delta \), then \( \eta \sqcup \eta', \eta \sqcup \eta' \) and \( \eta * \eta' \) all satisfy \( \text{ANC}(O(\varepsilon), \kappa, \frac{\tau}{2}) \) at scale \( \delta \). We may therefore define inductively \( \eta_0 = \text{ess}(\eta) \), and for \( k \geq 0 \),
\[
\eta_{k+1} = \text{ess}(\eta_k^3 \sqcup \eta_k^3),
\]
to get, for each \( k \geq 0 \),

(i) \( \eta_k(E) \geq 1 - \delta^{3\varepsilon+2\tau} \),

(ii) \( \eta_k \) is supported on \( B(0, \delta^{-O(\varepsilon)} \setminus S_E(\delta^{O(\varepsilon)}) \),

(iii) \( \eta_k \) satisfies \( \text{ANC}(O_k(\varepsilon), \kappa) \) at scale \( \delta \).

Note that \( \text{ANC}(O_k(\varepsilon), \kappa) \) implies
\[
\|\eta_k\|_{2,\delta}^2 \leq \delta^{-\dim E + \kappa - O_k(\varepsilon)}.
\]

By Proposition 2.5, there exists \( \varepsilon_1 = \varepsilon_1(E, \kappa) \) such that, provided \( \varepsilon > 0 \) is small enough, we have for each \( 0 \leq k \leq \left\lfloor \frac{\dim E}{\varepsilon_1} \right\rfloor \), either \( \|\eta_k\|_{2,\delta}^2 \leq \delta^{-\kappa} \) or
\[
\|\eta_{k+1}\|_{2,\delta}^2 \leq \delta^{\varepsilon_1} \|\eta_k\|_{2,\delta}^2.
\]
Hence there exists \( s \leq \left\lceil \frac{\dim E}{\varepsilon_1} \right\rceil \) such that
\[
\|\eta_s\|_{2,\delta}^2 \leq \delta^{-\kappa}.
\]
By Lemma 2.10, for \( \xi \in E^* \) with \( \delta^{-1+\varepsilon} \leq \|\xi\| \leq \delta^{-1-\varepsilon} \),
\[
|\hat{\eta}_{s^2}(\xi)| \leq \delta \frac{\|\xi\|^{-O(\varepsilon)}}{s^2} \leq \delta^5.
\]

Now, a first application of Lemma 2.9 to \( \mu = \eta_{s^3-1} \boxplus \eta_{s^3-1} \) with \( m = 2 \) yields
\[
\eta_{s^2}(\xi) + \delta \frac{\|\xi\|^{-O(\varepsilon)}}{s^2} = \mu_{s^2}(\xi) \geq |\hat{\eta}_{s^2}(\xi)|^2.
\]

A second application of the same lemma to \( \mu = \eta_{s^3-2} \boxplus \eta_{s^3-2} \) with \( m = 2 \cdot 3 \) gives
\[
|\hat{\eta}_{s^2}(\xi)| + \delta \frac{\|\xi\|^{-O(\varepsilon)}}{s^2} \geq |\hat{\eta}_{s^2}(\xi)|^2.
\]
and repeating this process \( s \) times, we finally obtain
\[
|\hat{\eta}_{s^2}(\xi)|^{O(1)} \leq |\hat{\eta}_{s^2}(\xi)| + \delta \frac{\|\xi\|^{-O(\varepsilon)}}{s^2} \leq \delta \frac{\|\xi\|^{-O(\varepsilon)}}{s^2} \leq \delta \frac{\|\xi\|^{-O(\varepsilon)}}{s^2}.
\]

This allows to conclude the proof of the theorem in this first case:
\[
|\eta_{s^2}(\xi)| \leq |\eta_{s^2}(\xi)| + O_s(\delta^s) \leq \delta^s.
\]

General case

To deduce the general case from the previous one, we follow [25, Proof of Theorem B.3]. In short, one applies the previous case to the measures
\[
\eta_s = \lambda_1(\eta_1 \boxplus \eta_1) + \cdots + \lambda_s(\eta_s \boxplus \eta_s),
\]
where \( \lambda = (\lambda_1, \ldots, \lambda_s) \) is such that \( \lambda_1 + \cdots + \lambda_s \leq 1 \). The Fourier decay for \( \eta_1 \ast \cdots \ast \eta_s \) can be deduced from that of \( \eta_s \ast \cdots \ast \eta_s \) for every \( \lambda \) using the fact that Fourier coefficients of \( \lambda_1 \ast \cdots \ast \lambda_s \) can be written as polynomials in \( \lambda \) whose coefficients are essentially Fourier coefficients of \( \eta_1 \ast \cdots \ast \eta_s \). The reader is referred to [25] for details.

We conclude this section by showing that the conclusion of Theorem 2.1 still holds if the non-concentration assumption is only satisfied for some additive convolution of the measures \( \eta_i \), \( i = 1, \ldots, s \). This will be useful when we study Fourier decay of random walks on linear groups.

**Corollary 2.11.** Let \( E \) be a normed finite-dimensional semisimple algebra over \( \mathbb{R} \).

Given \( D \in \mathbb{N}^* \) and \( \kappa > 0 \), there exists \( s = s(E, \kappa) \in \mathbb{N} \) and \( \varepsilon = \varepsilon(E, \kappa, D) > 0 \) such that for any parameter \( \tau \in (0, \varepsilon) \) the following holds for any scale \( \delta > 0 \) sufficiently small.

If \( \eta_i \), \( i = 1, \ldots, s \) are probability measures on \( E^* \) such that each \( \eta_i^{\boxplus D} \) satisfies NC(\( \varepsilon, \kappa, \tau \)) at scale \( \delta \), then for all \( \xi \in E^* \) with \( \delta^{-1+\varepsilon} \leq \|\xi\| \leq \delta^{-1-\varepsilon} \),
\[
|\langle \eta_1 \ast \cdots \ast \eta_s \rangle^\wedge(\xi) | \leq \delta^{s\tau}.
\]

**Proof.** Let \( \xi \in E^* \) with \( \delta^{-1+\varepsilon} \leq \|\xi\| \leq \delta^{-1-\varepsilon} \). Since all the measures \( \eta_i^{\boxplus D} \boxplus \eta_i^{\boxplus D} \), \( i = 1, \ldots, s \) satisfy NC(\( \varepsilon, \kappa, \tau \)) at scale \( \delta \), Theorem 2.1 shows that
\[
\left| \langle (\eta_1^{\boxplus D} \boxplus \eta_1^{\boxplus D}) \ast \cdots \ast (\eta_s^{\boxplus D} \boxplus \eta_s^{\boxplus D}) \rangle^\wedge(\xi) \right| \leq \delta^{s\tau}.
\]

Applying [25, Lemma B.6] repeatedly \( s \) times, we see that
\[
\left| \langle (\eta_1^{\boxplus D} \boxplus \eta_1^{\boxplus D}) \ast \cdots \ast (\eta_s^{\boxplus D} \boxplus \eta_s^{\boxplus D}) \rangle^\wedge(\xi) \right| \\
\geq \left| \langle (\eta_1^{\boxplus D} \boxplus \eta_1^{\boxplus D}) \ast \cdots \ast \eta_{s-1}^{\boxplus D} \boxplus \eta_{s-1}^{\boxplus D} \ast \eta_s \rangle^\wedge(\xi) \right|^{2D} \\
\geq \cdots \\
\geq \langle (\eta_1 \ast \cdots \ast \eta_s) \rangle^{(2D)^s}(\xi)
\]
so that
\[
\left| \langle \eta_1 \ast \cdots \ast \eta_s \rangle^\wedge(\xi) \right| \leq \delta^{\frac{s\times\tau}{(2D)^s}}.
\]

\( \square \)
3. Non-concentration for random walks on semisimple groups

In this section we consider a probability measure $\mu$ on $\text{SL}_d(\mathbb{Z})$, and we prove some non-concentration property for the law of the associated random walk, viewed as a measure on the algebra generated by $\mu$. Let $\Gamma$ be the group generated by the support of $\mu$ and $G$ be the Zariski closure of $\Gamma$ in $\text{SL}_d(\mathbb{R})$. We assume that $G$ is semisimple and Zariski connected.

Let $E$ denote the $\mathbb{R}$-linear span of $G$ in $\mathcal{M}_d(\mathbb{R})$, which is also the subalgebra generated by $G$ in $\mathcal{M}_d(\mathbb{R})$. Since $G$ is semisimple, one may decompose $E$ into a direct sum of irreducible $G$-modules. This gives a decomposition of $E$ into minimal left ideals, so that by the fundamental theorem of semisimple rings [33, §117], $E$ is a semisimple algebra. Let

$$E = E_1 \oplus \cdots \oplus E_r$$

be the decomposition of $E$ into simple factors, i.e. into minimal two-sided ideals. For $j = 1, \ldots, r$, let $\pi_j : E \to E_j$ denote the corresponding projections. Consider the top Lyapunov exponent associated to $\mu$ on each of the factors $E_j$, defined by

$$\lambda_1(\mu, E_j) = \lim_{n \to +\infty} \frac{1}{n} \int \log \|\pi_j(g)\| d\mu^\otimes n(g).$$

In order to study the law at time $n$ of the random walk, we shall use the rescaling automorphism $\varphi_n : E \to E$ defined by

$$\varphi_n(g) = \sum_{j=1}^r e^{-n\lambda_1(\mu, E_j)} \pi_j(g).$$

Recall that by Furstenberg’s theorem [19] on the positivity of the Lyapunov exponent, one has $\lambda_1(\mu, E_j) \geq 0$ with equality if and only if $\pi_j(G)$ is compact. After reordering the factors, we may assume that $\lambda_1(\mu, E_j) > 0$ if and only if $j \leq s$ for some integer $s \leq r$. Let $E' = E_1 \oplus \cdots \oplus E_s$ and $\pi' : E \to E'$ the corresponding projection. Finally, for $n \geq 1$ we define

$$\mu_n = (\pi' \circ \varphi_n)_*(\mu^\otimes n).$$

The goal of this section is as follows.

**Proposition 3.1** (Non-concentration). Let $\mu$ be a probability measure on $\text{SL}_d(\mathbb{Z})$ having a finite exponential moment. Let $G$ denote the algebraic group generated by $\mu$. Assume that $G$ is semisimple and Zariski connected, and denote by $E \subset \mathcal{M}_d(\mathbb{R})$ the algebra generated by $G$. Writing $D = \dim E$, there exists $\kappa = \kappa(\mu) > 0$ such that for any $\varepsilon > 0$ there exists $\tau > 0$ such that $\mu_n^\otimes D$ satisfies NC($\varepsilon, \kappa, \tau$) at scale $e^{-n}$ in $E'$ for all $n$ sufficiently large.

The reader can easily convince themselves that $\mu_n$ does not satisfy NC($\varepsilon, \kappa, \tau$), especially the nonconcentration condition near singular matrices. Hence taking an additive convolution power is necessary.

3.1. Non-concentration near affine subspaces. In this subsection we show that if $\mu$ is a probability measure on $\text{SL}_d(\mathbb{Z})$ generating a connected semisimple algebraic group $G$, the law at time $n$ of the random walk associated to $\mu$ is not concentrated near proper affine subspaces of the algebra generated by $\mu$.

We introduce a quasi-norm adapted to the random walk on the algebra $E$ generated by $\mu$. Given an element $g$ in $E$, we write $g = \sum_{i=1}^n g_i$ according to the direct sum decomposition (4.1) and set

$$|g| = \max_{1 \leq i \leq s} \|g_i\|^{1/(s+1)}.$$
Note that \(|g| = 0\) if and only if \(g\) lies in the sum
\[
E_0 := E_{s+1} \oplus \cdots \oplus E_r
\]
of all compact factors. We denote by \(\bar{d}\) the quasi-distance on \(E\) given by \(\bar{d}(x, y) = |x - y|^c\). For instance, if \(W\) is any affine subspace of \(E\), we write
\[
\bar{d}(g, W) = \inf_{w \in W} |g - w|^c.
\]

Our goal is the following proposition.

**Proposition 3.2** *(Affine non-concentration on \(E\)).* Let \(\mu\) and \(G\) be as in There exists \(\kappa = \kappa(\mu) > 0\) such that for every \(n \geq 0\) and \(\rho \geq e^{-n}\), for every affine hyperplane \(W \subset E\) such that \(W - W \supset E_0\),
\[
\mu^* \left( \{ g \in G \mid \bar{d}(g, W) < \rho \min_{j \in J_W} |\pi_j(g)|^- \} \right) \ll \rho^\kappa
\]
where \(J_W = \{ 1 \leq j \leq r \mid V_j \not\subset W - W \}\).

**Remark.** In general, it is not possible to replace the minimum \(\min_{j \in J_W} |\pi_j(g)|^-\) by \(|g|^c\). This can be seen for example by taking \(G = G_1 \times G_1\) and \(\mu = \mu_1 \times \mu_1\); in other words, the random walk is the direct product of two independent copies of a random walk on \(G_1\). By the central limit theorem for random matrix products, the probability to obtain at time \(n\) an element \(g = (g_1, g_2)\) such that \(|g_1| \leq e^{-\sqrt{n}}|g_2|\) has a positive limit \(c\). Therefore, for large \(n\),
\[
\mu^* \left( \{ g = (g_1, g_2) \in G \mid |g_1| < e^{-\sqrt{n}}|g_2| \} \right) \geq c \frac{1}{2},
\]
and taking \(W = \{ 0 \} \times \text{Span}_\mathbb{R}(G_1)\), we find
\[
\mu^* \left( \{ g \in G \mid \bar{d}(g, W) < e^{-\sqrt{n}}|g|^c \} \right) \geq \frac{c}{2}.
\]

**3.1.1. The case of a simple algebra.** For clarity, we first explain the proof of Proposition 3.2 when the algebra \(E\) generated by \(G\) is simple. In that case, the quasi-norm is a norm on \(E\) and \(\min_{j \in J_W} |\pi_j(g)|^- = |g|\). The key result in the proof is following proposition, which we shall later apply to the irreducible action of \(G \times G\) on \(E\).

**Proposition 3.3.** Let \(\mu\) be a probability measure on \(\text{SL}_d(\mathbb{Z})\) with a finite exponential moment. Assume that the algebraic group \(G\) generated by \(\mu\) is Zariski connected and acts irreducibly on \(V = \mathbb{R}^d\). There exists \(\kappa = \kappa(\mu)\) such that for every \(v \in V\), and any affine hyperplane \(W \subset V\),
\[
\mu^* \left( \{ g \in G \mid \bar{d}(g, W) \leq \rho|g| \} \right) \ll \rho^\kappa.
\]

**Proof.** First step: escape from affine subvarieties. There exists \(c > 0\) such that for every affine map \(f\) on \(E\) that is not identically zero on \(G\),
\[
\mu^* \left( \{ g \in G \mid f(g) = 0 \} \right) \ll e^{-cn}.
\]
Indeed, by [2, Lemme 8.5], the group \(G\) is semisimple. So the desired inequality follows from the spectral gap property modulo prime integers [31], combined with the Lang-Weil estimates on the number of points on algebraic varieties in finite fields. We refer the reader to [22, Proposition 3.7] for a detailed argument.

Second step: a small neighborhood via a Diophantine property. There exist \(C, c > 0\) such that for every non-zero polynomial map \(f\) of degree at most \(1\) on \(G\),
\[
\mu^* \left( \{ g \in G \mid |f(g)| \leq e^{-Cn}||f|| \} \right) \ll e^{-cn}.
\]
By the large deviation principle (see Theorem 3.11), there exists \(c > 0\) such that for all \(n\) large enough, \(\mu^* \left( \{ g \in G \mid ||g|| > e^{2\lambda_1(\mu, V)} \} \right) \leq e^{-cn}\). Therefore, to prove
Indeed, by the large deviation estimate, \( R_n \subseteq \{ g \in \Gamma \mid |f(g)| \leq e^{-Cn} \| f \| \text{ and } \| g \| \leq e^{2\lambda_1(\mu, V)} \} \) is included in \( G \cap \ker \psi \) for some affine map \( \psi : E \to \mathbb{R} \) not identically zero on \( G \).

Suppose for a contradiction that this is not the case. Letting \( k = \dim \mathbb{R}_{\leq 1}[G] \) be the dimension of the space of polynomial maps on \( G \) of degree at most 1, we may choose \( g_1, \ldots, g_k \) in \( A_n \) such that the linear map
\[
L : \mathbb{R}_{\leq 1}[G] \to \mathbb{R}^k \psi \mapsto (\psi(g_1), \ldots, \psi(g_k))
\]
is bijective. Since it has integer coefficients and norm at most \( e^{Cn} \), we get \( \| L^{-1} \| \leq e^{Cn} \). In particular, \( \| f \| \leq e^{Cn} \| Lf \| = e^{Cn} \max_{1 \leq i \leq k} |f(g_i)| \leq e^{Cn} e^{-Cn} \| f \| \), which is the desired contradiction.

Third step: distance to proper subspaces.
There exist \( C, c > 0 \) such that for every \( v \in V \) and every affine hyperplane \( W \subset V \),
\[
\mu^*(\{ g \in G \mid d(gv, W) \leq e^{-Cn} \| v \| \}) \ll e^{-cn}.
\]
Then, let \( \varphi_W : V \to \mathbb{R} \) be an affine map such that \( \ker \varphi_W = W \), and consider the affine map on \( G \) given by
\[
f_{v, W}(g) = \frac{\varphi_W(gv)}{\| \varphi_W \|}.
\]
Note that \( |f_{v, W}(g)| \asymp d(gv, W) \). Let \( B = B_G(1, 1) \) denote the unit ball centered at the identity in \( G \). Note that \( \| v \| \asymp \sup_{g \in B} d(gv, W) \) within constants independent of \( v \) and \( W \). Indeed, otherwise, we may find \( v_n \) and \( W_n \) such that \( \sup_{g \in B} d(gv_n, W_n) \to 0 \). Extracting subsequences if necessary, we may assume that \( v_n \to v \) and \( W_n \to W \); then for every \( g \in B \), \( d(gv, W) = \lim d(gv_n, W_n) = 0 \). This implies that \( G \cdot v \subset W \) and contradicts the assumption that \( G \) acts irreducibly on \( V \). The desired inequality therefore follows from the previous step.

Fourth step: scaling.
First observe that increasing \( C \) slightly, we can assume that for every \( v \in V \) and every affine hyperplane \( W \subset V \),
\[
\mu^*(\{ g \in G \mid d(gv, W) \leq e^{-Cn} \| gv \| \}) \ll e^{-cn}.
\]
Indeed, by the large deviation estimate,
\[
\mu^*(\{ g \in G \mid \| gv \| \leq e^{2\lambda_1 n} \| v \| \}) \geq 1 - e^{-cn}
\]
where \( \lambda_1 = \lambda_1(\mu, V) \) is the top Lyapunov exponent of \( \mu \).

Let \( \kappa = \frac{1}{2} \), where \( C, c > 0 \) are the constants obtained above. Choose \( m \in \mathbb{N}^* \) such that \( \rho = e^{-Cm} \) and write
\[
\mu^*(\{ g \in G \mid d(gv, W) \leq \rho \| gv \| \})
\]
\[
= \int \mu^m*(\{ g \in G \mid d(gg_1v, W) \leq e^{-Cm} \| gg_1v \| \}) d\mu^{*(n-m)}(g_1)
\]
\[
\leq e^{-cn} = \rho^n.
\]

Proof of Proposition 3.2, case where \( E \) is simple. For \( x \in E \), let \( L_x : E \to E \) and \( R_x : E \to E \) denote the left and right multiplication by \( x \), respectively. Given a probability measure \( \mu \) on \( G \), we define a probability measure \( \bar{\mu} \) on \( \text{GL}(E) \) by
\[
\bar{\mu} = \frac{1}{2} L_x \mu + \frac{1}{2} R_x \mu.
\]
The group generated by $\bar{\mu}$ is isomorphic to $G \times G$ and acts irreducibly on $E$. Moreover, in an appropriate basis, the elements of supp $\bar{\mu}$ have integer coefficients, so we may apply Proposition 3.3 to $\bar{\mu}$, with vector $v = 1_E$, the unit of $E$. Note that if $\bar{g}$ is a random element distributed according to $\bar{\mu}^\infty$, then $\bar{g} \cdot 1_E$ has law $\mu^\infty$, and therefore we find, uniformly over all affine hyperplanes $W \subset E$,

$$\mu^\infty(\{ g \in G \mid d(g, W) \leq \rho \|g\| \}) \ll \rho^\kappa,$$

which is exactly the content of Proposition 3.2 in the case where $E$ is simple. □

3.1.2. General case. The proof of Proposition 3.2 in the general case follows the same strategy as in the simple case, but the argument becomes slightly more technical, because the norm on $E$ is replaced by a quasi-norm, and $E$ contains proper ideals.

To state the appropriate generalization of Proposition 3.3, we consider a probability measure $\mu$ on $\text{SL}_d(\mathbb{Z})$ with some finite exponential moment, and let $G$ be the algebraic group generated by $\mu$. We assume that $G$ is Zariski connected and that the space $V = \mathbb{R}^d$ can be decomposed into a sum of irreducible representations of $G$:

$$V = V_1 \oplus \cdots \oplus V_r.$$

We denote by $\pi_j : V \to V_j$, $j = 1, \ldots, r$ the corresponding projections. To define a quasi-norm on $V$, we fix $\alpha = (\alpha_1, \ldots, \alpha_r)$ an $s$-tuple of positive real numbers, where $s$ is some fixed integer $1 \leq s \leq r$, and set

$$|v|^\alpha = \max_{1 \leq j \leq s} \|\pi_j(v)\|^\alpha_j.$$

For example, $|v|^\alpha = 0$ if and only if $v \in V_0 := V_{s+1} \oplus \cdots \oplus V_r$. The quasi-distance associated to $|\cdot|^\alpha$ on $V$ is given by

$$d(v, w) = d_\alpha(v, w) = |v - w|_\alpha.$$

It satisfies a weak form of the triangle inequality:

$$\forall u, v, w \in V, \quad d(u, w) \ll \alpha \cdot d(u, v) + d(v, w).$$

Given a subset $W \subset V$, and $v \in V$, we define the distance from $v$ to $W$ by

$$\tilde{d}(v, W) = \inf_{w \in W} d(v, w).$$

**Remark.** In all our applications, we shall take $s$ so that $V_0 = V_{s+1} \oplus \cdots \oplus V_r$ is the sum of all compact factors and

$$\alpha_j = \frac{1}{\lambda_{1}(\mu, V_j)} \quad \text{for} \quad j = 1, \ldots, s$$

to obtain a quasi-norm adapted to the random walk associated to $\mu$, same as the one defined in the introduction. However, the proof works in the more general setting of any choice of $s$ and $\alpha$.

In the remainder of this subsection, $s$ and $\alpha$ are fixed and the implied constants in all Landau and Vinogradov notations may depend on $d$ and $\alpha$.

**Proposition 3.4.** Assume that $G$ is Zariski connected and that the linear span of $G$ in $\text{End}(V)$ contains $\pi_j$ for $j = 1, \ldots, s$. Then there exists $\kappa = \kappa(\mu, \alpha) > 0$ such that for any $v \in V$ and any affine hyperplane $W \subset V$ with $V_0 \subset W - W$,

$$\forall n \geq 0, \forall \rho \geq e^{-n}, \quad \mu^\infty(\{ g \in G \mid \tilde{d}(gv, W) < \rho \min_{j \in J_W} |\pi_j(gv)|^\alpha_j \}) \ll \rho^\kappa,$$

where $J_W = \{ 1 \leq j \leq r \mid V_j \not\subset W - W \}$. 

Remark. The requirement that the linear span of $G$ contain $\pi_j$, $j = 1, \ldots, s$ is here to exclude examples such as $V = V_1 \oplus V_1$, with $G$ acting irreducibly on $V_1$. Indeed, in that case the diagonal subspace $W = \{(v_1, v_1) ; v_1 \in V_1\}$ is stable under $G$, so the proposition cannot hold.

In the proof, we will use Lemma 3.5 and Lemma 3.6, whose proofs will be given right after.

Proof. First and second step: spectral gap and Diophantine property.
Arguing exactly as in the proof of Proposition 3.3 we obtain that there exist $C, c > 0$ such that for every polynomial map $f$ of degree at most 1 on $G$,

$$\mu^n(\{ g \in G \mid |f(g)| \leq e^{-Cn} \|f\| \}) \ll e^{-cn}. \tag{3.3}$$

Third step: distance to proper subspaces.
There exist $C_1, c > 0$ such that for every $v \in V$ and every affine hyperplane $W$ such that $W - W \supset V_0$,

$$\mu^n(\{ g \in G \mid d(gv, W) \leq e^{-C_1n} \min_{j \in J_W} |\pi_j(v)|^- \}) \ll e^{-cn}.$$ 

To prove this, Lemma 3.5 below shows that it is enough to show that if $B$ is some large ball in $G$, then

$$\mu^n(\{ g \in G \mid d(gv, W) \leq e^{-C_1n} \sup_{h \in B} d(hv, W) \}) \ll e^{-cn}. \tag{3.3}$$

Now let $\varphi_W : V \to \mathbb{R}$ be an affine map such that $\ker \varphi_W = W$, and denote by $\ell_W$ the linear part of $\varphi_W$; by Lemma 3.6 below, the distance to $W$ for the quasi-norm is given by

$$\forall v \in V, \quad d(v, W) = \min_{i \neq W(u_i) \neq 0} \left| \frac{\varphi_W(v)}{\ell_W(u_i)} \right|^{\alpha_{j(i)}},$$

where $(u_i)_{1 \leq i \leq d}$ is an orthonormal basis compatible with the quasi-norm and $u_i \in V_{j(i)}$ for $i = 1, \ldots, d$. Therefore, if $g$ satisfies $d(gv, W) \leq e^{-C_1n} \sup_{h \in B} d(hv, W)$, there must exist $i$ such that

$$\left| \frac{\varphi_W(gv)}{\ell_W(u_i)} \right|^{\alpha_{j(i)}} \ll e^{-C_1n} \sup_{h \in B} \left| \frac{\varphi_W(hv)}{\ell_W(u_i)} \right|^{\alpha_{j(i)}}$$

whence

$$|\varphi_W(gv)| \ll e^{-C_1n} \sup_{h \in B} |\varphi_W(hv)|.$$ 

If $\frac{C_1}{\alpha_{j(i)}} > C$, the previous step applied to the affine map $f : g \mapsto \varphi_W(gv)$ shows that the $\mu^n$-measure of such points is bounded above by $e^{-cn}$, so the desired statement is proved.

Fourth step: scaling
Note that there are $C_2 = C_2(\mu, \alpha) > 1$ and $c = c(\mu) > 0$ such that for any vector $v \in V$ and any affine hyperplane $W \subset V$ with $V_0 \subset W - W$,

$$\forall n \geq 0, \quad \mu^n(\{ g \in G \mid d(gv, W) \leq e^{-C_2n} \min_{j \in J_W} |\pi_j(gv)|^- \}) \ll e^{-cn}.$$ 

This readily follows from the previous step, and from the fact that, by the exponential moment assumption, there are $C_3 = C_3(\mu) > 1$ and $c = c(\mu) > 0$ such that

$$\mu^n(\{ g \in G \mid \|g\| \geq e^{C_3n} \}) \ll e^{-cn}.$$ 

Noting that for any $j = 1, \ldots, s$, $|\pi_j(gv)|^- \leq \|g\|^{\alpha_j} |\pi_j(v)|^-$, we obtain (3.3) by taking $C_2 = C_1 + (\max_{1 \leq i \leq s} \alpha_j)C_3$. 


Finally, given \( e^{-n} \leq \rho \leq 1 \), set \( m = \left\lfloor \frac{-\log \rho}{C_2} \right\rfloor \). Writing \( \mu^* = \mu^m \ast \mu^{(n-m)} \) and using the fact that (3.3) holds uniformly in \( v \), we find

\[
\mu^*\left( \left\{ g \in G \mid \bar{d}(gv, W) < \rho \min_{j \in J_W} |\pi_j(gv)|^- \right\} \right)
\leq \int_G \mu^m\left( \left\{ g \in G \mid \bar{d}(ghv, W) \leq e^{-C_2m} \min_{j \in J_W} |\pi_j(ghv)|^- \right\} \right) d\mu^{(n-m)}(h)
\ll e^{-cm}
\ll \rho^{c/C_2}.
\]

This finishes the proof of Proposition 3.4. \( \square \)

We are left to show the two technical lemmas on quasi-norms and distances to hyperplanes that we used in the proof.

**Lemma 3.5.** Assume that the linear span of \( G \) in \( \text{End}(V) \) contains \( \pi_j \), for \( j = 1, \ldots, s \). Then there exists a ball \( B \subset G \) such that for any affine hyperplane \( W \subset V \) with \( V_0 \subset W - W \), and any \( v \in V \),

\[
\min_{j \in J_W} |\pi_j(v)|^- \ll \sup_{g \in B} \bar{d}(gv, W).
\]

**Proof.** In the particular case \( r = 1 \) (irreducible case), one may assume that the quasi-norm is equal to the Euclidean norm. So the desired inequality with \( B = B_G(1, 1) \) has already been proved in the third step of the proof of Proposition 3.3.

For the general case, first observe that by working in the quotient space \( V/V_0 \), we may assume that \( V_0 = \{0\} \), that is, \( V = V_1 \oplus \cdots \oplus V_s \). Then assume for a contradiction that for arbitrarily large \( R \) and arbitrarily small \( c > 0 \), there exists \( v \in V \) and \( W \subset V \) such that

\[
(3.4) \quad \forall g \in B_G(1, R), \quad \bar{d}(gv, W) \leq c \min_{j \in J_W} |\pi_j(v)|^-.
\]

Applying several times the irreducible case in each \( V_j, j = 1, \ldots, s \) to the vector \( \pi_j(v) \), we obtain vectors

\[
(3.5) \quad v_{j,1}, \ldots, v_{j,\dim V_j} \in B_G(1, 1)\pi_j(v) - \pi_j(v)
\]

forming a basis of \( V_j \) such that

\[
\left\| v_{j,1} \land \cdots \land v_{j,\dim V_j} \right\| \gg \left\| \pi_j(v) \right\|^{\dim V_j}.
\]

Concatenate these bases to get a basis \( (u_1, \ldots, u_d) \) of \( V \), which has the property that

\[
(3.6) \quad \left\| u_1 \land \cdots \land u_d \right\| \gg \prod_{j=1}^s \left\| \pi_j(v) \right\|^{\dim V_j}.
\]

Let \( W_0 = W - W \) denote the direction of \( W \). By assumption, for \( j = 1, \ldots, s \), there exist constants \( \beta_{j,k} \in \mathbb{R} \) and elements \( g_k \in G \) such that

\[
\pi_j = \sum_k \beta_{j,k} g_k.
\]

Set \( R \) large enough so that for all \( k \), \( g_k B_G(1, 1) \subset B_G(1, R) \). Taking (3.4) and (3.5) into account, this implies that for each \( i = 1, \ldots, d \),

\[
\bar{d}(u_i, W_0) \leq 2c \sum_k |\beta_{j,k}| \min_{j \in J_W} |\pi_j(v)|^-.
\]

For each \( i = 1, \ldots, d \), let \( w_i \in W_0 \) be such that

\[
\bar{d}(u_i, w_i) \ll c \min_{j \in J_W} |\pi_j(v)|^-.
\]
where the involved constant depends on the numbers $\beta_{j,k}$. Using the assumption that $\bigoplus_{j \in J_W} V_j \subset W_0$, after adjusting $w_1$, we can moreover ensure that

$$w_i - u_i \in \bigoplus_{j \in J_W} V_j.$$ 

We can bound

$$\|w_1 \wedge \cdots \wedge w_d - u_1 \wedge \cdots \wedge u_d\| \ll c^{\min_j \frac{1}{d_j}} \prod_{j=1}^s \|\pi_j(v)\|^{\dim V_j}. \tag{3.7}$$

Indeed, developing the first wedge product using $w_i = u_i + (w_i - u_i)$ and then decomposing each vector along $V_1 \oplus \cdots \oplus V_s$ and further developing the sum, we can express $w_1 \wedge \cdots \wedge w_d - u_1 \wedge \cdots \wedge u_d$ as a sum of wedge products of $d$ vectors of the following types

(i) (first type) $\pi_j(w_i - u_i)$ with $j \in J_W$, or
(ii) (second type) $\pi_j(u_i)$ with $1 \leq j \leq s$.

In each wedge product, the first type appears at least once and the product is zero unless $\pi_j$ appears exactly $\dim V_j$ times. We can bound vectors of the first type by

$$\|\pi_j(w_i - u_i)\| \leq \tilde{d}(w_i, u_i)^{\frac{1}{d_j}} \ll c^{\frac{1}{d_j}} \|\pi_j(v)\|$$

and vectors of the second type by

$$\|\pi_j(u_i)\| \ll \|\pi_j(v)\|.$$ 

This proves (3.7).

We then choose $c$ be to small enough so that (3.7) combined with (3.6) implies $w_1 \wedge \cdots \wedge w_d \neq 0$ contradicting the condition that $W_0$ is a proper linear subspace of $V$.

The second lemma is an elementary computation using the definition of the quasi-norm. It is instructive to convince oneself with a picture that the lemma holds when the quasi-norm is simply the euclidean norm on $\mathbb{R}^d$.

**Lemma 3.6.** Let $(u_i)_{1 \leq i \leq d}$ be a union of orthonormal bases of each of the $V_j$, $j = 1, \ldots, r$. For $i = 1, \ldots, d$, denote by $j(i)$ the unique integer such that $u_i \in V_{j(i)}$.

Let $v \in V$ and let $W \subset V$ be an affine hyperplane with with $V_0 \subset W - W$. Let $\varphi_W : V \to \mathbb{R}$ be an affine map such that

$$W = \{ v \in V \mid \varphi_W(v) = 0 \}.$$ 

Let $\ell_W : V \to \mathbb{R}$ denote the linear part of $\varphi_W$. We have for any $v \in V$,

$$\tilde{d}(v, W) \asymp \min_{i : \ell_W(u_i) \neq 0} \left| \frac{\varphi_W(v)}{\ell_W(u_i)} \right|^{\alpha_{j(i)}}.$$ 

**Proof.** Note that $\ell_W(u_i) \neq 0$ implies that $j(i) \in J_W$ and $J_W \subset \{1, \ldots, s\}$ because $V_0 \subset W - W$. It follows that $\alpha_{j(i)}$ is defined and positive.

For any $i \in \{1, \ldots, d\}$ with $\ell_W(u_i) \neq 0$, we have $v - \frac{\varphi_W(v)}{\ell_W(u_i)} u_i \in W$. Hence

$$\tilde{d}(v, W) \leq \left| \frac{\varphi_W(v)}{\ell_W(u_i)} \right|^{\alpha_{j(i)}}.$$ 

Let $u \in V$ be such that $v - u \in W$. Write $u = \sum_{i=1}^d x_i u_i$. Then

$$\varphi_W(v) = \varphi_W(v - u) + \ell_W(u) = \sum_{i=1}^d x_i \ell_W(u_i).$$
It follows that there exists \( i \) with \( \ell \bar{W}(u_i) \neq 0 \) and such that
\[
|x_i| \geq \frac{1}{d} \left| \varphi_{W}(v) \right|
\]
This allows to conclude since
\[
\bar{d}(v, v - u) = |u|^\alpha \geq \| \pi_{j(i)}(u) \|^\alpha_{j(i)} \geq |x_i|^\alpha_{j(i)}.
\]
\( \square \)

To conclude, we explain how to obtain Proposition 3.2 from Proposition 3.4. The argument is essentially the same as the one used in the particular case where \( E \) is simple.

Proof of Proposition 3.2, general case. For \( x \in E \), let \( L_x : E \to E \) and \( R_x : E \to E \) denote the left and right multiplication by \( x \), respectively. Then, define
\[
L \colon E \to \text{End} E \quad \text{and} \quad R \colon E \to \text{End} E \quad x \mapsto L_x \quad \text{and} \quad x \mapsto R_x.
\]
Given a probability measure \( \mu \) on \( G \), we define a probability measure \( \bar{\mu} \) on \( \text{GL}(E) \) by
\[
\bar{\mu} = \frac{1}{2} L_{\mu} \mu + \frac{1}{2} R_{\mu} \mu.
\]
The group \( G \) generated by \( \bar{\mu} \) is isomorphic to \( G \times G \) and the decomposition of \( E \) into irreducible \( G \)-submodules is simply the decomposition into simple ideals \( E = \oplus_j E_j \).
By definition, the algebra generated by \( G \) contains the unit \( 1_{E_j} \) of \( E_j \) for each \( j \). It follows that the linear span of \( \bar{G} \) contains all projections \( \pi_j : E \to E_j \). Moreover, in an appropriate basis, the elements of \( \text{supp} \bar{\mu} \) have integer coefficients, so we may apply Proposition 3.4 to \( \bar{\mu} \), with vector \( v = 1_{E} \). Note that if \( \bar{g} \) is a random element distributed according to \( \mu^\pi \), then \( \bar{g} \cdot 1_E \) has law \( \mu^\pi \), and therefore we obtain \( \kappa > 0 \) such that uniformly over all affine hyperplanes \( W \subset E \) with \( W - W \supset E_0 \),
\[
\forall n \geq 0, \forall \rho \geq e^{-n}, \quad \mu^\pi \left( \left\{ g \in G \mid \bar{d}(g, W) \leq \rho \min_{j \in J_W} |\pi_j(g)|^{-1} \right\} \right) \ll \rho^n.
\]
\( \square \)

3.2. Non-concentration at singular matrices. As in the previous paragraph, \( \mu \) denotes a probability measure on \( \text{SL}_d(\mathbb{Z}) \). We assume that the algebraic group \( G \) generated by \( \mu \) is semisimple and connected, and let \( E \) be the algebra generated by \( G \) in \( \mathcal{M}_d(\mathbb{R}) \). Recall that for \( x \in E \), we defined \( \det_E(x) \) to be the determinant of the map \( E \to E, y \mapsto xy \). Note that \( \det_E \) is a homogeneous polynomial function on \( E \) of degree equal to \( \dim E \). Recall also that
\[
\mu_n = (\pi' \circ \varphi_n)_\ast(\mu^\pi),
\]
where \( \pi' : E \to E' \) is the projection to the direct sum \( E' = E_1 \oplus \cdots \oplus E_s \) of all simple ideals with non-zero Lyapunov exponent, and \( \varphi_n : E \to E \) is the renormalisation map defined in (4.2).

Lemma 3.7. Given \( \omega > 0 \) there exists \( c = c(\mu, \omega) > 0 \) such that the following holds.
\[
\forall n \geq 0, \forall y \in E', \quad \mu_n^\Pi \left( \left\{ x \in E' \mid |\det_{E'}(x - y)| \leq e^{-\omega n} \right\} \right) \ll e^{-cn}.
\]

Note that for all \( x \) in \( E' \), \( \det_{E'}(x) = \prod_{j=1}^s \det_{E_j}(\pi_j(x)) \) and hence for every \( n \geq 0 \), and every \( x \in E \),
\[
\det_{E'}(\pi' \circ \varphi_n(x)) = \prod_{j=1}^s e^{-(\dim E_j) \lambda_j(\mu, E_j)n} \det_{E_j}(\pi_j(x)).
\]
This immediately reduces the proof of Lemma 3.7 to the following.
\textbf{Lemma 3.8.} Given $\omega > 0$ there exists $c = c(\mu, \omega) > 0$ such that the following holds for every $j = 1, \ldots, s$, all $n \geq 0$ and all $y \in E_j$,

$$\left(\mu^n\right)^{\nabla D} \left( \left\{ x \in E \mid |\det_{E_j}(\pi_j(x) - y)| \leq e^{(\dim E_j)\lambda_1(\mu, E_j)n - \omega n} \right\} \right) \ll e^{-cn}.$$  

The idea is to apply [22, Proposition 3.2], where the case where $E$ is simple were treated. However, upon projecting to a simple factor, the random walk might no longer be defined with integer coefficients: simple factors of $E$ are only defined over a number field. So we could not apply [22, Proposition 3.2] as it is stated. Nevertheless, we can remark that, in the proof of [22, Proposition 3.2], [22, Lemma 3.13] holds more generally for the projected random walk from $E$ to each $E_j$ and then the rest of the proof of [22, Proposition 3.2] for a projected random walk is identical.

Here is the detailed proof. We need two ingredients from [22]. For a probability measure $\mu$ on a semisimple Lie group $G$ and a finite dimensional linear representation $(\rho, V)$ of $G$ over $\mathbb{R}$, recall that

$$\lambda_1(\mu, V) = \lim_{n \to +\infty} \frac{1}{n} \int_G \log \|\rho(g)\|\,d\mu^n(g)$$

denotes the top Lyapunov exponent associated to the random walk induced on $V$. By semisimplicity $V$ is a sum of irreducible sub-representations. The sum of irreducible sub-representations of same top Lyapunov exponent is a sum of isotypical components. For $\lambda \in \mathbb{R}$, we will denote by $p_\lambda: V \to V$ the $G$-equivariant projection onto

$$\sum_{V' \subset V, \text{irreducible} \atop \lambda_1(\mu, V') \geq \lambda} V'.$$

The following is [22, Proposition 3.17].

\textbf{Proposition 3.9.} Let $\mu$ be a probability measure on $\text{SL}_d(\mathbb{Z})$ having a finite exponential moment. Let $G$ denote the Zariski closure of the subgroup generated by $\text{supp}(\mu)$ in $\text{SL}_d(\mathbb{R})$. Assume that $G$ is semisimple and Zariski connected. Given $D \geq 1$, $\lambda \geq 0$, and $\omega > 0$, there is $c = c(\mu, D, \lambda, \omega) > 0$ such that the following holds for every $f \in \mathbb{R}[G]_{\leq D}$.

$$\forall n \geq 0, \quad \mu^n(\{ g \in G \mid \|f(g)\| \leq e^{(\lambda - \omega)n}\|p_\lambda(f)\| \}) \ll e^{-cn}.$$  

Here $p_\lambda: \mathbb{R}[G]_{\leq D} \to \mathbb{R}[G]_{\leq D}$ is defined as above.

The following is [22, Lemma 3.18]. For $k \geq 1$ and a measure $\mu$ on $G$, $\mu^{\otimes k} = \mu \otimes \cdots \otimes \mu$ denotes the product measure on $G^k = G \times \cdots \times G$.

\textbf{Lemma 3.10.} Let $V$ be a Euclidean space. Let $\mu$ be a Borel probability measure on $\text{SL}(V)$ having a finite exponential moment. Let $G$ denote the Zariski closure of the subgroup generated by $\text{supp}(\mu)$ in $\text{SL}_d(\mathbb{R})$. Assume that $G$ is Zariski connected, is not compact and acts irreducibly on $V$.

Let $E$ denote the $\mathbb{R}$-span of $G$ in $\text{End}(V)$. Let $f \in \mathbb{R}[E]_{\leq D}$ and let $k \geq \dim E$ be an integer. Define $F \in \mathbb{R}[G^k]_{\leq D}$ to be the polynomial function

$$\forall (x_1, \ldots, x_k) \in G^k, \quad F(x_1, \ldots, x_k) = f(x_1 + \cdots + x_k).$$

Then we have

$$\|f_D\|_{\mathbb{R}[E]_{\leq D}} \ll_{\mu, D, k} \|p_{D\lambda_1(\mu, V)}(F)\|_{\mathbb{R}[G^k]_{\leq D}},$$

where $f_D$ is the degree $D$ homogeneous part of $f$ and $p_{D\lambda_1(\mu, V)}: \mathbb{R}[G^k]_{\leq D} \to \mathbb{R}[G^k]_{\leq D}$ denotes the projection to the sum of irreducible $G^k$-subrepresentations $M \subset \mathbb{R}[G^k]_{\leq D}$ with $\lambda_1(\mu^{\otimes k}, M) \geq D\lambda_1(\mu, V)$.  

Proof of Lemma 3.8. Fix $j = 1, \ldots, s$. Remember that $E_j$ is a simple algebra over $\mathbb{R}$. Using Wedderburn’s structure theorem, we can find an irreducible faithful linear representation $E_j \to \text{End}(V_j)$. It is easy to see that $\lambda_1(\mu, E_j) = \lambda_j(\pi_j, \mu, V_j)$. The Zariski closure of the subgroup generated by $\text{supp}(\pi_j, \mu)$ is precisely $\pi_j(G)$. It spans $E_j$, is Zariski connected, acts irreducibly on $V_j$ and is not compact. Thus, we can apply Lemma 3.10 to $\pi_j \mu$.

Let $y \in E_j$ and consider the polynomial function $f \in \mathbb{R}[E_j]$, $f(x) = \det E_j(x - y)$. The degree of $f$ is $D_j = \dim E_j$ and its degree $D_j$ homogeneous part is $\det E_j$. Recall $D = \dim E$. Consider $F \in \mathbb{R}[\pi_j(G)^D] \leq D_j$ defined as

$$\forall x_1, \ldots, x_D \in \pi_j(G), \quad F(x_1, \ldots, x_D) = f(x_1 + \cdots + x_D).$$

By Lemma 3.10,

$$\|p_{D_j, \lambda_1(\mu, E_j)}(F)\|_{\mathbb{R}[\pi_j(G)^D] \leq D_j} \gg \|\det E_j\|_{\mathbb{R}[E_j] \leq D_j} \gg E 1.$$

The linear map $\Theta_j: \mathbb{R}[\pi_j(G)^D] \to \mathbb{R}[G^D]$ obtained by precomposing $(\pi_j, \ldots, \pi_j)$ is injective and sends irreducible $\pi_j(G)^D$-subrepresentations to irreducible $G^D$-subrepresentations. Moreover, for any irreducible $\pi_j(G)^D$-subrepresentation $M \subset \mathbb{R}[\pi_j(G)^D]$, we have

$$\lambda_1((\pi_j, \mu)^\otimes D, M) = \lambda_1(\mu^\otimes D, \Theta_j(M)).$$

It follows that

$$\|p_{D_j, \lambda_1(\mu, E_j)}(F \circ (\pi_j, \ldots, \pi_j))\|_{\mathbb{R}[G^D] \leq D_j} \gg E 1.$$

Then we obtain Lemma 3.8 by applying Proposition 3.9 to the measure $\mu^\otimes D$ and the polynomial function $F \circ (\pi_j, \ldots, \pi_j) \in \mathbb{R}[G^D] \leq D_j$. \hfill $\square$

3.3. Proof of Proposition 3.1. In order to obtain the required non-concentration properties for the measure $\mu_n$, we shall use the basic large deviation estimates for matrix products that have already been used in the proof of Proposition 3.4. The statement below is taken from Boyer [14, Theorem A.5], which generalizes previous results of Le Page [27] and Bougerol [7, Theorem V.6.2].

Theorem 3.11 (Large deviation estimates). Let $\mu$ be a Borel probability measure on $\text{GL}_d(\mathbb{R})$ having a finite exponential moment. For any $\omega > 0$, there is $c = c(\mu, \omega) > 0$, such that the following holds.

(i) For all $n \geq 1$,

$$\mu^*\left( \left\{ g \in \Gamma \left| \frac{1}{n} \log \|g\| - \lambda_1(\mu, \mathbb{R}^d) \geq \omega \right. \right\} \right) \ll \omega e^{-cn}.$$

(ii) Assume further that the group generated by $\text{supp}(\mu)$ acts irreducibly on $\mathbb{R}^d$. For all $n \geq 1$ and all $v \in \mathbb{R}^d \setminus \{0\}$,

$$\mu^*\left( \left\{ g \in \Gamma \left| \frac{1}{n} \log \frac{\|g v\|}{\|v\|} - \lambda_1(\mu, \mathbb{R}^d) \geq \omega \right. \right\} \right) \ll \omega e^{-cn}.$$

To prove Proposition 3.1, we shall only need the first item; the second item will be used later in Section 6.

Proof of Proposition 3.1. Note that condition NC($\varepsilon, \kappa, \tau$) was defined for algebras endowed with a norm, and not with a quasi-norm. However, for some constants $\alpha, \beta > 0$, we have, for every $v \in E'$,

$$\left\{ \begin{array}{ll} \|v\| \leq |v|^{-\alpha} & \text{if } |v| \geq 1 \\ \|v\| \leq |v|^{-\beta} & \text{if } |v| < 1. \end{array} \right.$$ 

So if some measure satisfies condition NC($\varepsilon, \kappa, \tau$) for the quasi-norm $|\cdot|$ on $E'$, then it satisfies NC($\varepsilon, \frac{\kappa}{\beta}, \tau$) for the usual norm $\|\cdot\|$ on $E'$. It is therefore sufficient
to check the non-concentration properties of $\mu_n$ with respect to the quasi-distance $\tilde{d}$.

For that, let $\varepsilon > 0$ be some small parameter. By Theorem 3.11(i) applied to each $\pi_j, \mu$, there exists $\tau = \tau(\mu, \varepsilon) > 0$ such that

$$\mu_n(\{ g \in E' | \forall j = 1, \ldots, s, |\pi_j(g)|^\gamma \geq e^{-\varepsilon n} \}) \geq 1 - e^{-\tau n}.$$ 

Let $\nu_0$ be the restriction of $\mu_n$ to such $g$ and write

$$\mu_n = \nu_0 + \nu_1$$

so that $\nu_1(E) \leq e^{-\tau n}$. By Proposition 3.2, there exists $\kappa = \kappa(\mu) > 0$ such that for any affine hyperplane $W \subset E$ with $E_0 \subset W - W$,

$$\forall \rho \geq e^{-n}, \quad \mu_n^\kappa(\{ g \in G | d(g, W) < \rho \min_j |\pi_j(g)|^\gamma \}) \ll \rho^\kappa.$$ 

By definition of $\nu_n$ and of the quasi-norm $|\cdot|$ on $E$, we have $|\varphi_n(g)| = e^{-n}|g|$ for every $g \in G$ and therefore, for every affine hyperplane $W \subset E'$,

$$\forall \rho \geq e^{-n}, \quad \mu_n\{ g \in E' | d(g, W) < \rho \min_j |\pi_j(g)|^\gamma \} \ll \rho^\kappa.$$ 

By definition of $\nu_0$, this implies

(3.8) \quad $\forall \rho \geq e^{-n}, \quad \nu(\{ g \in E' | d(g, W) < \rho e^{-\varepsilon n} \}) \ll \rho^\kappa$ 

and this inequality is still valid for any convolution $\nu \boxplus \eta$. On the other hand, Lemma 3.7 shows that

(3.9) \quad $\forall y \in E', \quad \mu_n^{\boxplus D}(\{ x \in E' | |\det_{E'}(x - y)| \leq e^{-\omega n} \}) \ll e^{-\tau n}.$

Let $\eta_0$ be the restriction of $\nu \boxplus \mu_n^{\boxplus(D-1)}$ to $B_{E'}(0, e^{2\varepsilon n})$, and write

$$\hat{\mu}_n^{\boxplus D} = \eta_0 + \eta_1.$$ 

By Theorem 3.11(i), we have $\eta_1(E') \leq e^{\tau n}$ for some $\tau = \tau(\varepsilon) > 0$, and by equations (3.8) and (3.9), the measure $\eta_0$ satisfies $NC_0(2\varepsilon, \xi, \tau)$. \hfill $\square$

4. Fourier spectrum of the random walk

Let $\mu$ be a probability measure on $GL_d(\mathbb{Z})$. Denote by $\Gamma \subset GL_d(\mathbb{Z})$ the subgroup generated by $\text{supp}(\mu)$ and $G \subset GL_d(\mathbb{R})$ the Zariski closure of $\Gamma$ in $GL_d(\mathbb{R})$. Under the assumption that $G$ is semisimple, we want to show some Fourier decay property for the measure $\mu^n$ on the algebra $E$ generated by $G$.

4.1. Connected case. The result we need about Fourier decay for random walks is particularly transparent and easy to prove when the algebraic group $G$ generated by $\mu$ is Zariski connected. So we first explain this particular case. Recall that $\varphi_n : E \to E$ is the rescaling automorphism given by (4.2), that $\pi' : E \to E'$ denotes the projection to the direct sum of all non-compact factors in $E$, and that for any integer $n \geq 1$, we let

$$\mu_n = (\pi' \circ \varphi_n)\ast(\mu^n)$$

be the image of $\mu^n$ after rescaling and projection to $E'$. We will denote by $E'^*$ the space of linear forms on $E'$ over the real numbers.

**Theorem 4.1** (Fourier decay for random walks in $E'$). Assume that $G$ is semisimple and Zariski connected. Then there exists $\alpha_0 = \alpha_0(\mu) > 0$ such that for every $\alpha_1 \in (0, \alpha_0)$, there exists $c_0 = c_0(\mu, \alpha_1) > 0$ such that for all $n$ sufficiently large, for all $\xi \in E'^*$ with

$$e^{\alpha_1 n} \leq ||\xi|| \leq e^{\alpha_0 n}$$

the following estimate on the Fourier transform of $\mu^n$ holds:

$$|\hat{\mu}_n(\xi)| \leq e^{-c_0 n}.$$
We let $E'$ act on $E''$ on the right by 
\[ \forall \xi \in E'', \forall x, y \in E', \quad (\xi \cdot x)(y) = \xi(xy). \]

Moreover, we let $E$ act on $E''$ via $\pi'$.

**Proof.** Let $D = \dim E'$, $\varepsilon = \varepsilon(E', \kappa, D)$ and $s = s(E', \kappa)$ be the quantities given by Corollary 2.11. By Proposition 3.1, given $a_1 \in (0, 1)$, there exists $\kappa > 0$ such that for any $\varepsilon > 0$, there exists $\tau > 0$ such that $\mu_n^{E''}$ satisfies $NC(\varepsilon, \kappa, \tau)$ at scale $e^{-n}$ in $E'$ for all $n$ sufficiently large. This formally implies that $\mu_n^{E''}$ satisfies $NC(\varepsilon, \kappa, \tau)$ at all scales $\delta \in [e^{-n}, e^{-\frac{3n}{4}}]$.

Without loss of generality, we may of course assume that $\tau \in (0, \varepsilon \kappa)$. Let $\xi \in E''$ be such that $e^{-\frac{3n}{4}} \leq \|\xi\| \leq e^{\kappa}$. Taking $\delta = \|\xi\|^{-1}$, we have $\delta \in [e^{-n}, e^{-\frac{3n}{4}}]$ so $\mu_n^{E''}$ satisfies $NC(\varepsilon, \kappa, \tau)$ at scale $\delta$. Therefore, Corollary 2.11 shows that $\mu_n = \mu_n \ast \cdots \ast \mu_n$ satisfies
\[ |\hat{\mu_n}(\xi)| \leq e^{-\varepsilon \tau n}. \]

This shows the desired property if $n \in s \mathbb{Z}$. In general, take $a_0 = \frac{1}{4}$. For $n$ large and $\xi \in E''$ such that $e^{a_0} \leq \|\xi\| \leq e^{a_0}$, write $n = sm + r$, with $0 \leq r < s$ and
\[ \hat{\mu_n}(\xi) = \int_G \hat{\mu_{sm}}(\xi \cdot x) d\mu_r(x). \]

Then, observe from the exponential moment assumption that outside of a set of $\mu_r$-measure at most $e^{-cn}$, one has $e^{-\frac{3n}{4}} \|\xi\| \leq \|\xi \cdot x\| \leq e^\frac{n}{4}\|\xi\|$ and so
\[ e^{-\frac{3n}{4}} \leq e^\frac{n}{4} \|\xi \cdot x\| \leq e^\frac{n}{4} e^\frac{n}{4} \leq e^n. \]

For such $\xi \cdot x$, we may bound
\[ |\hat{\mu_{sm}}(\xi \cdot x)| \leq e^{-\varepsilon \tau m} \leq e^{-\frac{3n}{4}}, \]

whence
\[ |\hat{\mu_n}(\xi)| \leq e^{-\frac{3n}{4}} + e^{-cn} \leq e^{-cn}. \]

with $c_0 = \min(\varepsilon, \frac{\varepsilon}{4})$. \(\square\)

### 4.2. Disconnected case.

As before, $\mu$ denotes a probability measure on $GL_d(\mathbb{Z})$, and $G$ the algebraic group generated by $\mu$. We still assume that $G$ is semisimple but no longer that it is Zariski connected. The identity component $G^0$ is then a finite index subgroup in $G$. We now write $\tilde{E}$ for the subalgebra generated by $G$ in $M_d(\mathbb{R})$. As before, we decompose
\[ \tilde{E} = \tilde{E}_1 \oplus \cdots \oplus \tilde{E}_r \]

into simple ideals and define the rescaling automorphism $\varphi_n : \tilde{E} \to \tilde{E}$ by
\[ \varphi_n(x) = \sum_{j=1}^r e^{-n \lambda_1 \mu \cdot E_j} \pi_j(x) \]

where $\lambda_1 \mu \cdot E_j$ denotes the top Lyapunov exponent associated to $\mu$ on each of the factors $\tilde{E}_j$. Also, we assume that $\lambda_1 \mu \cdot E_j = 0$ if and only if $j > s$ and denote by $\pi' : \tilde{E} \to E'$ the projection to the non-compact factors.

**Example.** When $G$ is not Zariski connected, we shall write $\tilde{E}$ for the algebra generated by $G$, and let $E$ denote the algebra generated by the identity component $G^0$ of $G$. Let $a_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, $a_1 = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$ and $w = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Then define by blocks $A_0 = \begin{pmatrix} w & 0 \\ 0 & a_0 \end{pmatrix}$ and $A_1 = \begin{pmatrix} w & 0 \\ 0 & a_1 \end{pmatrix}$ in $SL_4(\mathbb{Z})$ and set
\[ \mu = \frac{1}{4}(\delta_{A_0} + \delta_{A_1} + \delta_{A_0^{-1}} + \delta_{A_1^{-1}}). \]
One has $G \simeq (\mathbb{Z}/4\mathbb{Z}) \times \text{SL}_2(\mathbb{R})$ and $\bar{E} \simeq \mathbb{C} \times M_2(\mathbb{R})$. On the other hand, the algebra generated by $G^o$ is $E \simeq \mathbb{R} \times M_2(\mathbb{R})$ if one identifies $\mathbb{C} \simeq \left\{ \begin{pmatrix} a & b \\ -b & a \end{pmatrix} : a, b \in \mathbb{R} \right\}$ and $\mathbb{R} \simeq \mathbb{R}1$. The law $\mu^{*n}$ of the random walk at time $n$ is supported by $E$ if $n$ is even, and by $A_0E \simeq i\mathbb{R} \times M_2(\mathbb{R})$ if $n$ is odd. It is always concentrated on a proper subspace of $\bar{E}$.

To overcome this issue, we shall use the algebra $E \subset \bar{E}$ generated by the identity component $G^o$ in $G$. The group $G^o$ has finite index in $G$ and we let

$$F = G/G^o.$$ 

With a slight abuse of notation, we identify $F$ with a set of representatives in $G$ and write $G$ as a disjoint union

$$G = \bigsqcup_{\gamma \in F} \gamma \cdot G^o.$$ 

Any measure $\nu$ on $G$ can then be decomposed uniquely in the form

$$\nu = \sum_{\gamma \in F} \gamma \cdot \nu_\gamma$$

where each $\nu_\gamma$ is a measure on $E$. Finally, we let $E' = \pi'(E)$, and for $n \geq 1$ and $\gamma \in F$,

$$\mu_{n, \gamma} = (\pi' \circ \varphi_n)_*[(\mu^{*n})_\gamma].$$

Fourier decay for (integer coefficient) random walks on non-connected semisimple groups can be stated as follows.

**Theorem 4.2** (Fourier decay for random walks in $E'$). Let $\mu, G, G^o$ and $F$ be as above. Then there exists $\alpha_0 = \alpha_0(\mu) > 0$ such that for every $\alpha_1 \in (0, \alpha_0)$, there exists $c_0 = c_0(\mu, \alpha_1) > 0$ such that for all $n$ sufficiently large, all $\gamma \in F$ and $\xi \in E'$ with

$$e^{\alpha_1 n} \leq ||\xi|| \leq e^{\alpha_0 n}$$

the following estimate on the Fourier transform of $\mu^{*n}$ holds:

$$|\tilde{\mu}_{n, \gamma}(\xi)| \leq e^{-c_0 n}.$$ 

One can ask whether the same statement holds if $\text{supp}(\mu)$ is not assumed to have integer coefficients.

4.3. **Induced random walk on the identity component.** In order to prove Theorem 4.2, we shall use the induced random walk on $G^o$, whose definition is given below. Since by definition $G^o$ is connected, this will allow us to use the results of Section 3. The drawback is that we can no longer use the simple identity $\mu_{an} = \mu_n \ast \cdots \ast \mu_1$; so we shall have to write $\mu_{an}$ as a weighted sum of convolutions related to the induced measure $\mu^o$ on the identity component, which makes the argument more technical.

Let $(g_n)_{n \geq 1}$ be a sequence of independent random variables distributed according to $\mu$. Consider the return times to $G^o$,

$$\tau(1) = \inf \left\{ n \geq 1 \mid g_n \cdots g_1 \in G^o \right\}$$

and recursively for $m \geq 2$,

$$\tau(m) = \inf \left\{ n > \tau(m-1) \mid g_n \cdots g_1 \in G^o \right\}.$$ 

Those are the return times of a Markov chain on the finite space $G/G^o$, so that for every $m \geq 1$, $\tau(m)$ is almost surely finite. In fact, by Kac’s formula [6, Lemma 5.4]

$$\mathbb{E}[\tau(1)] = [G : G^o].$$
The random variables \( (g_{\tau(m)} \cdots g_{\tau(m-1)+1})_{m \geq 0} \) are independent and identically distributed with law \( \mu^0 \), the law of \( g_{\tau(1)} \cdots g_1 \). Note that \( \mu^0 \) is a probability measure on \( G^0 \) and has the following properties [1, Lemmas 4.40 and 4.42].

**Lemma 4.3.** Let \( \mu \) be a probability measure on a real algebraic group \( G \) and \( \mu^0 \) the induced measure on the identity component \( G^0 \). Let \( T = [G : G^0] \). If \( \mu \) admits some finite exponential moment, then:

(i) The measure \( \mu^0 \) has some finite exponential moment;

(ii) For every \( \omega > 0 \), there exists \( c = c(\mu, \omega) > 0 \) such that for all \( m \) sufficiently large, \( \mathbb{P}[|\tau(m) - Tm| \geq \omega m] \leq e^{-cm} \).

In order to prove Theorem 4.2, we shall need to relate the random walk defined by \( \mu \) and the one defined by \( \mu^0 \). For that, we introduce, for \( m \geq 1 \) and \( \ell \geq 1 \), the law \( \nu_\ell \) of the random variable

\[
g_{\tau(m)} \cdots g_1 \text{ conditional to the event } \tau(m) = \ell.
\]

Naturally, \( \nu_\ell \) is also the law of the variable \( g_{\ell} \cdots g_1 \) conditional to \( \tau(m) = \ell \). On the one hand, we may relate the measures \( \nu_\ell \) to \((\mu^0)^m\) with the formula

\[
(\mu^0)^*m = \sum_{\ell \in \mathbb{N}} p_\ell \nu_\ell.
\]

where \( p_\ell = \mathbb{P}[\tau(m) = \ell] \). Here, we are hiding the dependency of \( \nu_\ell \) and \( p_\ell \) on \( m \) in order to make notation less cumbersome.

On the other hand, writing \( \ell_1 + \cdots + \ell_s + k = n \) for some natural integers \( n, s \) and \( \ell_1, \ldots, \ell_s \), we have

\[
\mu^m = \sum_{\ell_1 + \cdots + \ell_s + k = n} p_{\ell_1} \cdots p_{\ell_s} \mu^{*k} \nu_{\ell_1} \cdots \nu_{\ell_s} + (\mathbb{P}[\tau(sm) > n])
\]

where the notation \( (\{t\}) \) for some positive quantity \( t \) means some unspecified positive measure of total mass at most \( t \). These two formulæ will allow us to use the non-concentration properties of \((\mu^0)^m\) to prove some Fourier decay estimate for \( \mu^m \).

Before we derive Theorem 4.2, we note that the scaling automorphism \( \varphi^0_{mT} \) on \( E \) associated to \( \mu^0 \) is simply given by \( \varphi^0_{mT} = \varphi_{mT} \), where \( T = [G : G^0] \). This readily follows from the fact that if \( E_1 \) is any simple ideal in \( E \) and \( V \) any \( G^0 \)-irreducible submodule of \( E_1 \), then \( \lambda_1(\mu^0, V) = T \lambda_1(\mu, E_1) \).

**Proof of Theorem 4.2.** Let \( \alpha_1 > 0 \) be a given small number. Since the algebraic group generated by \( \mu^0 \) is connected, Proposition 3.1 applies to the induced random walk on \( G^0 \). We let \( \kappa = \kappa(\mu^0) > 0 \) be the constant given by that proposition. Let \( D = \dim E \) and \( s = s(E, \kappa) \geq 1 \) and \( \varepsilon = \varepsilon(E, \kappa, D) > 0 \) be the constants given by Corollary 2.11.

Given \( \alpha_1 > 0 \), Proposition 3.1 shows that for all \( m \) large enough, the measure

\[
(p_{\ell} \circ \varphi_{mT})_*((\mu^0)^*m)^{\otimes D} \square ((\mu^0)^*m)^{\otimes D} \]

satisfies \( \text{NC}(\frac{\alpha_1}{2}, \kappa, \tau) \) in \( E' \) at scale \( e^{-m} \) for some \( \tau > 0 \). This implies that the same measure satisfies \( \text{NC}(\frac{\tau}{2}, \kappa, \tau) \) in \( E' \) at all scales \( \delta \in [e^{-m}, e^{-\alpha m}] \). Without loss of generality, we may assume that \( \tau < \varepsilon \varepsilon /2 \) and \( \tau < \varepsilon /2 \).

Let \( \omega = \omega(\mu, \alpha_1) \) be a constant whose value is to be determined later. Fix \( n \geq 1 \) large, and set \( m = \lceil (1 - 2\omega) \frac{D}{\alpha_1} \rceil \), where \( T = [G : G^0] \). Everything below is true for \( n \) sufficiently large (larger than some \( n_0 \) depending on \( \mu \) and \( \alpha_1 \)). The letter \( c \) denotes a small positive constant, whose value may vary from one line to the other, depending on \( \mu \) and \( \alpha_1 \) but independent of \( n \).

By Lemma 4.3, we have

\[
\mathbb{P}[\tau(sm) > n - \omega n] \leq e^{-cn}
\]
and
\[ P[\tau(sm) < n - 3\omega n] \leq e^{-cn}. \]

Put
\[ L = \{ \ell \in \mathbb{N} \mid p_{\ell} \geq e^{-\frac{\alpha_1}{2}m} \}. \]

We can bound
\[ \sum_{(\ell_1, \ldots, \ell_s) \not\in L^s} p_{\ell_1} \cdots p_{\ell_s} \leq s\omega e^{-\frac{\alpha_1}{2}m} \leq e^{-cn}. \]

Thus, (4.4) becomes
\[ \mu^* = \sum_{\ell_1, \ldots, \ell_s \in L, \omega \leq k \leq 3\omega n} p_{\ell_1} \cdots p_{\ell_s} \mu^{*k} \ast \nu_{\ell_1} \ast \cdots \ast \nu_{\ell_s} + ((e^{-cn})). \]

Let \( \gamma \in F \). To finish the proof of the theorem, it suffices to establish an upper bound of the form \( e^{-cn} \) for the quantity
\[ I_{\ell_1, \ldots, \ell_s, k}(\xi) := \int_{\gamma G^o} e(\xi \circ \pi' \circ \varphi_n(\gamma^{-1}g))d(\mu^{*k} \ast \nu_{\ell_1} \ast \cdots \ast \nu_{\ell_s})(g) \]
\[ = \int_{\gamma G^o} e(\xi \circ \pi' \circ \varphi_{n-smT}(\gamma^{-1}g)\varphi_{smT}(h))d\mu^{*k}(g)d(\nu_{\ell_1} \ast \cdots \ast \nu_{\ell_s})(h) \]
\[ = \int_{\gamma G^o} ((\pi' \circ \varphi_{smT})\ast(\nu_{\ell_1} \ast \cdots \ast \nu_{\ell_s}))(\xi \circ \varphi_{n-smT}(\gamma^{-1}g))d\mu^{*k}(g). \]
uniformly for all \( \ell_1, \ldots, \ell_s \in L \) and \( \omega n \leq k \leq 3\omega n \) with \( \ell_1 + \cdots + \ell_s + k = n \).

First, we claim that uniformly for all \( \ell \in L \), the measure
\[ (\pi' \circ \varphi_{mT})\ast(\nu_{\ell}^{BD} \sqcup \nu_{\ell}^{BD}) \]
satisfies NC(\( \varepsilon, \kappa, 2\tau \)) in \( E' \) at all scales \( \delta \in [e^{-m}, e^{-\alpha_1 m}] \), provided that \( m \geq 1 \) is large enough. Indeed, developing \( ((\mu^{\ast})^{m})^{BD} \sqcup ((\mu^{\ast})^{m})^{BD} \) using (4.3), we see that for any \( \ell \geq 1 \),
\[ ((\mu^{\ast})^{m})^{BD} \sqcup ((\mu^{\ast})^{m})^{BD} = p_{\ell}^{2D}(\nu_{\ell}^{BD} \sqcup \nu_{\ell}^{BD}) + ((1)). \]
The inequality \( p_{\ell}^{2D} \geq e^{-\alpha_1 m} \) for \( \ell \in L \) together with the fact that the left-hand side rescaled by \( \pi' \circ \varphi_{mT} \) satisfies NC(\( \xi, \kappa, \tau \)) in \( E' \) at all scales \( \delta \in [e^{-m}, e^{-\alpha_1 m}] \) show our claim. By Corollary 2.11, this implies, for all \( \zeta \in (E')^* \) such that \( e^{\alpha_1 m} \leq \|\zeta\| \leq e^{m} \),
\[ ((\pi' \circ \varphi_{smT})\ast(\nu_{\ell_1} \ast \cdots \ast \nu_{\ell_s}))(\zeta) \leq e^{-\frac{\alpha_1}{2}m} \leq e^{-cn}. \]

Note that for any \( g \in \gamma G^o \),
\[ \|\zeta\|g^{-1}\|^{-1} \ll \|\zeta \circ \varphi_{n-smT}(\gamma^{-1}g)\| \ll \|\zeta\|\|\varphi_{n-smT}\||\|g\|. \]
On the one hand, we have \( 0 \leq n - smT \leq 3\omega n \). Hence, there exists a constant \( C = C(\mu) \geq 1 \) such that for any \( n \leq \omega n \),
\[ \|\varphi_{n-smT}\| \leq e^{C\omega n}. \]
On the other hand, using the assumption that \( \mu \) has a finite exponential moment and Markov’s inequality, we can find a constant \( C = C(\mu) \geq 1 \) such that for any \( k \geq 1 \), the \( \mu^{*k} \)-measure of the set of \( g \in \Gamma \) such that
\[ \|g\| \leq e^{Ck} \quad \text{and} \quad \|g^{-1}\| \leq e^{Ck} \]
is at least \( 1 - e^{-k} \).

Set \( \alpha_0 = \frac{1}{2\tau} \) and let \( \xi \in (E')^* \) be such that \( e^{\alpha_1 n} \leq \|\xi\| \leq e^{\alpha_0 n} \). Using \( k \leq 3\omega n \), we have, for any \( g \in \text{supp}(\mu^{*k}) \) satisfying (4.6),
\[ e^{(\alpha_1 - 4C\omega)n} \leq \|\xi \circ \varphi_{n-smT}(\gamma^{-1}g)\| \leq e^{(\alpha_0 + 5C\omega)n}. \]
With the choice $\omega = \min\{\frac{\alpha}{2C}, \frac{1}{20C\ell s}\}$, we can guarantee that this implies
\[
e^{\alpha_1 m} \leq e^{\alpha_1 n/2} \leq \|\xi \cdot \varphi_n - s \alpha \gamma g\| \leq e^m.
\]
Putting everything together, we obtain
\[
|I_{\ell_1, \ldots, \ell_s}(\xi)| \leq e^{-cn} + e^{-k} \leq e^{-cn} + e^{-\omega n},
\]
for all $\ell_1, \ldots, \ell_s \in \mathcal{L}$, $\omega n \leq k \leq 3\omega n$ with $\ell_1 + \cdots + \ell_s + k = n$. This concludes the proof of the theorem.

5. From Fourier decay to granular structure

As in the previous section, $\mu$ denotes a probability measure on $GL_d(\mathbb{Z})$ and we study the random walk associated to $\mu$ on $\mathbb{T}^d$, with starting distribution $\nu \in \mathcal{P}(\mathbb{T}^d)$. The law of the walk at time $n$ is $\nu_n = \mu^{*n} \ast \nu$. The goal of this section is to show that if $\nu_n$ has a large Fourier coefficient, then the starting distribution $\nu$ must have some strong concentration property.

5.1. Concentration statement for the random walk. In order to state the main proposition of this section, we need to set up some notation. As before, $G$ denotes the algebraic subgroup generated by $\mu$, $E \subset \mathcal{M}_d(\mathbb{R})$ denotes the algebra generated by the identity component $G^0$ of $G$, $F$ denotes the finite group $G/G^0$ and $T = \#F$.

Changing notation slightly, we now consider a decomposition of $E$
\[
E = E_0 \oplus E_1 \oplus \cdots \oplus E_r
\]
into maximal sums of minimal ideals with same Lyapunov exponent for the action of $\mu^\circ$. We assume that the summands are ordered so that
\[
\lambda_1(\mu^\circ, E_1) > \cdots > \lambda_1(\mu^\circ, E_r) > 0 = \lambda_1(\mu^\circ, E_0).
\]
Here, $E_0$ is eventually trivial.

The group $G$ acts naturally on the space $V = \mathbb{R}^d$ and for $1 \leq j \leq r$, we let $V_j$ be the sum of all simple $G^0$-submodules $W \subset V$ such that $\lambda_1(\mu^\circ, W) = \lambda_1(\mu^\circ, E_j)$. Equivalently, $V_j$ is also the sum of all simple $G$-submodules $W \subset V$ such that $\lambda_1(\mu, W) = \frac{1}{r} \lambda_1(\mu^\circ, E_i)$. We have
\[
V = V_0 \oplus V_1 \oplus \cdots \oplus V_r.
\]
Let $\pi_i : V \to V_i$ denote the corresponding projection. Define a quasi-norm on $V$ by
\[
|v| = \max_{0 \leq i \leq r} \|\pi_i(v)\|^{\frac{1}{\lambda_1(\mu^\circ, E_i)}}
\]
where by convention
\[
\|\pi_0(v)\|^{\frac{1}{\lambda_1(\mu^\circ, E_0)}} = \begin{cases} 0 & \text{if } \|\pi_0(v)\| \leq 1 \\ +\infty & \text{otherwise.} \end{cases}
\]
This induces a quasi distance on $\mathbb{T}^d$. For $x, y \in \mathbb{T}^d$, define
\[
\tilde{d}(x, y) = \begin{cases} |v - w| & \text{if there are lifts } v \in V \text{ of } x \text{ and } w \in V \text{ of } y \text{ such that } \|v - w\| \leq \frac{1}{2}, \\ 1 & \text{otherwise.} \end{cases}
\]
Neighborhoods of subsets of $\mathbb{T}^d$ with respect to this quasi-distance will be denoted by $\text{Nbd}(\cdot, \cdot)$. Finally, for a rational subspace $W \subset V$, we let $W \text{ mod } \mathbb{Z}^d$ denote its projection in $\mathbb{T}^d$, which is a subtorus.
Proposition 5.1. Let $\mu$ be a probability measure on $\text{GL}_d(\mathbb{Z})$ and $\nu$ be a Borel probability measure on $\mathbb{T}^d$. If the algebraic group $G$ generated by $\mu$ is semisimple, then there exist $C = C(\mu) \geq 0$ and $\tau > 0$ such that the following holds.

Assume that for some $t \in (0, \frac{1}{2})$,

$$|\mu^{*n} \ast \nu(a_0)| \geq t \quad \text{for some } a_0 \in \mathbb{Z}^d \text{ and } n \geq C \log \frac{\|a_0\|}{t}.$$ 

Then, there exists $\gamma \in F$ such that, denoting

$$W = (a_0 \gamma E)^{\perp},$$

there exists a finite subset $X \subset \mathbb{T}^d$ such that

$$(X - X) \cap \bar{\text{Nbd}}(W \mod \mathbb{Z}^d, e^{-(1-2\tau)n}) = \{0\}$$

and

$$\nu(X + \bar{\text{Nbd}}(W \mod \mathbb{Z}^d, e^{-(1-\tau)n})) \geq f^{O(1)}.$$

The proof of Proposition 5.1 is in two steps: First, using the results of Section 4, one shows that the inequality $|\mu^{*n} \ast \nu(a_0)| \geq t$ implies that $\mu^{*n} \ast \nu$ has many large Fourier coefficients (reducing slightly the value of $n$) and then, one applies a Fourier analysis lemma originating in the work of Bourgain, Furman, Lindenstrauss and Mozes [10, Proposition 7.5]. We start with the statement and proof of a general version of that lemma adapted to our needs.

5.2. A quantitative version of Wiener’s lemma. Wiener’s lemma in harmonic analysis states that a measure $\nu$ on the torus $\mathbb{T}^d$ is atom-free if and only if its Fourier series tends to zero in density, i.e. given $t > 0$, the proportion of vectors $a \in \mathbb{Z}^d$ in a large ball $B(0, N)$ such that $|\hat{\nu}(a)| \geq t$, tends to zero as $N$ goes to infinity. In their paper [10], Bourgain, Furman, Lindenstrauss and Mozes observed that this statement could be made quantitative: If $B(0, N)$ contains a proportion at least $s > 0$ of integer vectors satisfying $|\hat{\nu}(a)| \geq t$, then there exists a ball $B = B(x, \frac{1}{N})$ of radius $\frac{1}{N}$ in $\mathbb{T}^d$ such that $\nu(B) \geq (st)^3$, where the involved constant depends only on $d$. In order to later be able to use the quasi-norm adapted to a random walk, we need to generalize this statement. It turns out to be most convenient to formulate the lemma in terms of convex sets and polar pairs.

We will need to generalize slightly the notation $N(\cdot, \delta)$ of covering number. Instead of covering a set by balls, we will use translates of a convex body. Given a symmetric convex body $B \subset \mathbb{R}^d$ and $A \subset V$ a bounded non-empty subset, we define the covering number of $A$ by $B$ by

$$N(A, B) = \min \left\{ N \geq 1 \right\} \exists x_1, \ldots, x_N \in V, A \subset \bigcup_{i=1}^{N} (x_i + B) \right\}.$$

We shall also say that $A$ is $B$-separated, if $(A - A) \cap B = \{0\}$. Let us briefly list some useful properties of covering numbers. These may be used without explicit mention in the sequel; the elementary proofs are left to the reader.

- Let $f : V \rightarrow W$ be a linear map to another Euclidean space $W$. Then, for any set $A \subset V$ and any convex body $B \subset W$,

$$(5.1) \quad N(f(A), f(B)) \leq N(A, B)$$

with equality if $f$ is a linear isomorphism.
- Let $B' \subset V$ be another convex body, then

$$N(A, B') \leq N(A, B)N(B, B').$$
- In $A$, maximal $B$-separated subsets have cardinality at least $N(A, B)$.
- If $B$ is symmetric and $A$ is $2B$-separated then $N(A, B) \geq |A|$. 

• Let \( f : V \to W \) be a surjective linear map between Euclidean spaces. Let 
\( B, C \subset V \) be convex bodies and let \( A \subset C \) be a subset of \( C \). We have 
\[
\frac{\mathcal{N}(f(A), f(B))}{\mathcal{N}(f(C), f(B))} \gg \frac{\mathcal{N}(A, B)}{\mathcal{N}(C, B)}
\]
where the implied constant in the \( \gg \) notation depends only on \( \dim V \).

Let \( \mathbb{R}^d \) be endowed with the usual scalar product. Given a symmetric convex body \( C \subset \mathbb{R}^d \), its polar set \( C^* \) is defined by
\[
C^* = \{ x \in \mathbb{R}^d \mid \forall y \in C, \langle x, y \rangle \leq 1 \}.
\]
If \( C \supset B(0, 2) \), then \( C^* \subset B(0, \frac{1}{2}) \) and we naturally identify \( C^* \) with its projection to \( \mathbb{T}^d \). The quantitative version of Wiener’s lemma that we need is given by the proposition below.

**Proposition 5.2.** Let \( \nu \) be a probability measure on \( \mathbb{T}^d \) and write for \( t > 0 \)
\[
A_t = \{ a \in \mathbb{Z}^d \mid |\hat{\nu}(a)| \geq t \}.
\]
Assume that for some symmetric convex subsets \( B \subset C \subset \mathbb{R}^d \) containing \( B(0, 1) \), we have, for some \( c_0 \in \mathbb{Z}^d \) and some \( s > 0 \)
\[
\mathcal{N}(A_t \cap (c_0 + C), B) \geq s \cdot \frac{|C|}{|B|}.
\]
Then there exists a \( B^* \)-separated subset \( X \subset \mathbb{T}^d \) such that
\[
\nu(X + C^*) \gg_d s^{3/2} t^d.
\]

**Proof.** The implied constants in the Vinogradov notation in this proof depend only on \( d \). We shall need two auxiliary functions; the first one corresponds to the pair of convex sets \( (C, C^*) \), the second to \( (B, B^*) \):

1. There exists a smooth function \( \psi : \mathbb{T}^d \to \mathbb{R}_{\geq 0} \) such that 
   (a) \( \int_{\mathbb{T}^d} \psi = 1 \),
   (b) \( \psi \ll \frac{1}{|B|} 1_{C^*} \),
   (c) \( \psi \gg 1_{2C \cap \mathbb{Z}^d} \).

2. There exists a smooth function \( \varphi : \mathbb{T}^d \to \mathbb{R}_{\geq 0} \) such that 
   (i) \( \varphi \gg 1_B \),
   (ii) \( \hat{\varphi} \) is real and positive and \( \hat{\varphi} \ll \frac{1}{|B|} 1_B \square 1_B \leq \frac{1}{|B|} 1_{2B} \).

One obtains \( \psi \) by taking any smooth symmetric bump function supported on \( \frac{1}{16} C^* \) with integral \( \int \psi = 1 \). The third property follows from the fact that for every \( \xi \in 2C \cap \mathbb{Z}^d \) and \( x \in \frac{1}{16} C^* \), one has \( \langle \xi, x \rangle \leq \frac{1}{8} \) and hence \( \Re(\hat{\psi}(\langle \xi, x \rangle)) \geq \frac{1}{2} \). The function \( \varphi \) can be given explicitly by the formula \( \varphi(x) = \left| \frac{1}{|B|} \sum_{a \in \frac{1}{8} B \cap \mathbb{Z}^d} e(\langle a, x \rangle) \right|^2 \) for all \( x \) in \( \mathbb{T}^d \). The second item is immediate by definition of \( \varphi \), and the first one follows from the fact that by Minkowski’s first theorem on convex bodies, one has \( \#(\frac{1}{8} B \cap \mathbb{Z}^d) \gg |B| \).

Pick a maximal \( 2B \)-separated subset \( A' \subset A_t \cap (c_0 + C) \) such that all coefficients \( \hat{\nu}(a), a \in A' \) fall in the same quadrant of \( C \). One still has \( \# A' \gg \mathcal{N}(A_t \cap (c_0 + C), B) \) and moreover
\[
\left| \sum_{a \in A'} \hat{\nu}(a) \right| \geq \frac{t \# A'}{\sqrt{2}}.
\]
By the Cauchy-Schwarz inequality,
\[
\sum_{a,b \in A'} \hat{\nu}(a - b) = \int_{\mathbb{T}^d} \left| \sum_{a \in A'} e(\langle a, x \rangle) \right|^2 d\nu(x) \geq \left| \int_{\mathbb{T}^d} \sum_{a \in A'} e(\langle a, x \rangle) d\nu(x) \right|^2 \gg t^2 (\# A')^2.
\]
Hence, there exists a translate $A$ of $A'$ such that $A \subset A' - A' \subset 2C$ and
\[
\left| \sum_{a \in A} \hat{\nu}(a) \right| \gg t^2 \#A
\]
and
\[
\#A = \#A' \gg s \cdot \frac{|C|}{|B|}.
\]

Consider the function $f : \mathbb{T}^d \to \mathbb{R}$ defined by
\[
\forall x \in \mathbb{T}^d, \quad f(x) = \sum_{a \in A} e(\langle a, x \rangle).
\]

On the one hand, using the definition of $f$, the properties of $\varphi$ and the fact that $A$ is $2B$-separated, one has, for any $y \in \mathbb{T}^d$,
\[
\int_{y + B^*} |f|^2 = \int_{\mathbb{T}^d} \mathbb{1}_{B^*}(x - y)|f(x)|^2 dx \\
\ll \sum_{a_1, a_2 \in A} \int \varphi(x - y)e((a_1 - a_2, x)) dx \\
\leq \sum_{a_1, a_2 \in A} \hat{\varphi}(a_1 - a_2) \\
\ll \frac{1}{|B|} \sum_{a_1, a_2 \in A} \mathbb{1}_{2B}(a_1 - a_2) \\
\ll \#A.
\]

On the other hand, from the properties of $\psi$ and of those of $A$,
\[
\left| \int_{\mathbb{T}^d} f d(\nu \ast \psi) \right| = \left| \sum_{a \in A} \hat{\nu}(a) \hat{\psi}(a) \right| \gg \left| \sum_{a \in A} \hat{\nu}(a) \right| \gg t^2 \#A.
\]

Let $(y_i)_{i \in I}$ be a maximal family of $(4B^*)$-separated points in $\mathbb{T}^d$. Then the translates $(y_i + B^*)_{i \in I}$ are disjoint and have a total volume $\gg 1$. By Fubini’s theorem,
\[
\int dx \sum_{i \in I} \int_{x+y_i+B^*} f d(\nu \ast \psi) = \sum_{i \in I} |y_i + B^*| \int_{\mathbb{T}^d} f d(\nu \ast \psi).
\]

Hence, translation all $y_i$ by some $x \in \mathbb{T}^d$ if necessary, we may assume that
\[
\sum_{i \in I} \left| \int_{y_i + B^*} f d(\nu \ast \psi) \right| \gg t^2 \#A.
\]

By the Cauchy-Schwarz inequality, for each $i \in I$,
\[
\left| \int_{y_i + B^*} f d(\nu \ast \psi) \right| \leq \sqrt{\int_{y_i + B^*} |f|^2} \sqrt{\int_{y_i + B^*} (\nu \ast \psi)^2} \\
\ll \frac{\#A}{|B|} \sqrt{(\nu \ast \psi)(y_i + B^*)} \max_{y_i + B^*} \frac{\nu \ast \psi}{(\nu \ast \psi)(y_i + B^*)} \\
\ll \nu(y_i + B^* + C^*) \sqrt{\frac{h_i \#A |C|}{|B|}}.
\]
where \( h_i = \frac{|C^*| \max_{x_i + B^* + C^*} \nu(x)}{\nu(y_i + B^* + C^*)} \). Recalling (5.4) and (5.5), we obtain some constant \( L = L(d) > 1 \) depending only on \( d \) such that
\[
\sum_{i \in I} \nu(y_i + B^* + C^*) h_i^{1/2} \geq \frac{s^{1/2} t^2}{L}.
\]
On the other hand, since for every \( x \) in \( \mathbb{T}^d \), one has \( (\nu \boxplus \psi)(x) \ll \frac{\nu(x + C^*)}{|C^*|} \), increasing the value of \( L \) if necessary, we get
\[
\forall i, \quad h_i \leq L.
\]
Finally, \((y_i)_{i \in I}\) is \(4B^*\)-separated so
\[
\sum_{i \in I} \nu(y_i + B^* + C^*) \leq \sum_{i \in I} \nu(y_i + 2 \cdot B^*) \leq 1
\]
and we may set \( J = \{ i \in I | h_i \geq \frac{s t^4}{L^2} \} \) to find
\[
\sum_{i \in J} \nu(y_i + B^* + C^*) \geq \frac{s^{1/2} t^2}{2L}.
\]
For each \( i \in J \), fix \( x_i \in y_i + B^* \) such that
\[
(\nu \boxplus \psi)(x_i) = \max_{y_i + B^*} \nu \boxplus \psi
\]
and let
\[
X = \{ x_i : i \in J \}.
\]
Since the family \((y_i)_{i \in I}\) is \(4B^*\)-separated, the set \( X \) is \( B^*\)-separated. For the second property, note that for each \( i \in J \),
\[
\nu(x_i + C^*) \geq |C^*| (\nu \boxplus \psi)(x_i) = h_i \nu(y_i + B^* + C^*) \gg s t^4 \nu(y_i + B^* + C^*).
\]
so that
\[
\nu(X + C^*) = \sum_{i \in J} \nu(x_i + C^*) \gg s t^4 \sum_{i \in J} \nu(y_i + B^* + C^*) \gg s^{3/2} t^6.
\]

5.3. Proof of Proposition 5.1. To prove Proposition 5.1, we follow the same pattern as in [22]. The only difference here is that we need to find the correct polar pairs \((B, B^*)\) and \((C, C^*)\) to apply Proposition 5.2. First, let us state two lemmas that are probably well-known.

**Lemma 5.3** ([22, Lemma 4.3] Additive structure of large Fourier coefficients). Let \( \mu \) be a Borel probability measure on \( SL_d(\mathbb{Z}) \) and \( \nu \) a Borel probability measure on \( \mathbb{T}^d \). If
\[
|\hat{\mu} \ast \hat{\nu}(a_0)| \geq t_0 > 0,
\]
then for any integer \( k \geq 1 \), the set
\[
A = \{ g \in M_d(\mathbb{Z}) : |\hat{\nu}(a_0 g)| \geq t_0^{2k} / 2 \}
\]
satisfies
\[
(\mu \boxplus \mathbb{E}^k \mu \boxplus \mathbb{E}^k)(A) \geq t_0^{2k} / 2.
\]

**Lemma 5.4** ([22, Lemma 4.4] Regularity from Fourier decay). Given \( D \geq 1 \) and \( \alpha > 0 \) sufficiently small, there exist constants \( c = c(D, \alpha) > 0 \) and \( C_1 = C_1(D, \alpha) > 0 \) such that the following holds for all \( 0 < \delta < ct \). Let \( \eta \) be a Borel measure on \( \mathbb{R}^D \), of total mass \( \mu(\mathbb{R}^D) \leq 1 \). Let \( A \) be a subset of \( \mathbb{R}^D \). Assume
\begin{itemize}
  \item[(i)] \( \text{supp}(\eta) \subset B(0, \delta^{-u}) \),
  \item[(ii)] for all \( \xi \in \mathbb{R}^D \) with \( \delta^{-\alpha} \leq \| \xi \| \leq \delta^{-1-\alpha} \), \( |\eta(\xi)| \leq \| \xi \|^{-C_1} \),
\end{itemize}
(iii) $\eta(A) \geq t$.

Then there exists $a \in \mathbb{R}^D$ such that

$$\mathcal{N}(A \cap B(a, \delta^\beta), \delta) \geq e t^{D+1} \left(\frac{\delta^\beta}{\delta}\right)^D,$$

where $\beta = (2D + 1)\alpha$.

We are ready to prove the main proposition of this section.

**Proof of Proposition 5.1.** We shall use Lemma 5.4 with $D = \dim E'$ and

$$\alpha = \frac{\min_{1 \leq i \leq r} \lambda_1(\mu, V_i)}{3(2D + 1) \max_i \lambda_1(\mu, V_i)}.$$

Let $C_1 = C_1(D, \alpha)$ be as in the lemma. Let $\alpha_0 = \alpha_0(\mu)$, $\alpha_1 = \frac{\alpha_0}{2}$ and $c_0 = c_0(\mu, \alpha_1)$ be as in Theorem 4.2. Set also $k_0 = \left[ \frac{\alpha_0 C_1}{c_0} \right]$ and $k = Tk_0$, where $T = \#F$.

Assume

$$|\hat{\mu}^\ast \ast \nu(a_0)| \geq t.$$

By Lemma 5.3, there is a subset $A \subset \mathcal{M}_d(\mathbb{Z})$ such that

$$\forall g \in A, \quad |\hat{\nu}(a_0g)| \geq \frac{t^2k}{2}$$

and

$$((\mu^\ast \ast)^{\boxtimes k} \ast (\mu^\ast \ast)^{\boxtimes k})(A) \geq \frac{t^2k}{2T^2k}.$$

Note that $\mu^\ast \ast$ is supported on $\bigcup_{\gamma \in F} \gamma E$. We can cover $\mu^\ast \ast$ by its restrictions $(\mu^\ast \ast)_{|\gamma E}$ to each subspace $\gamma E$. Thanks to the choice of $k$ and the commutativity of additive convolutions, there exists $\gamma \in F$ such that

$$((\mu^\ast \ast)^{\boxtimes k}_{|\gamma E}) \ast (\mu^\ast \ast)^{\boxtimes k}_{|\gamma E})(A) \geq \frac{t^2k}{2T^2k}.$$

Hence for some $x_1 \in \mathcal{M}_d(\mathbb{Z})$, we have

$$(\mu^\ast \ast)^{\boxtimes k}_{|\gamma E}(x_1 + A) \geq \frac{t^2k}{2T^2k}.$$  

Let $\eta'$ be the pushforward of $(\mu^\ast \ast)^{\boxtimes k}_{|\gamma E}$ under the map $g \mapsto (\pi' \circ \varphi_n)(\gamma^{-1}g)$ and let

$$A' = (\pi' \circ \varphi_n)(E \cap \gamma^{-1}(x_1 + A)) \subset E'$$

so that

$$\eta'(A') \gg t^{2k}.  \tag{5.6}$$

Lemma 5.4 will be used at scale $\delta = e^{-\frac{\alpha_0}{2}}$. By the definition of $\mu_{a, \gamma}$ in Section 4, we have $\eta' = (\mu_{a, \gamma})^{\boxtimes k_0}$. By Theorem 4.2, for all $\xi \in E^\ast \ast$ with $\delta^{-\alpha} = e^{\alpha_1 \xi} \leq \|\xi\| \leq e^{\alpha_0 \xi} = \delta^{-2}$, we have

$$|\hat{\eta}'(\xi)| \leq e^{-k_0 e^{-\xi}} \leq \|\xi\|^{-C_1}.$$

In view of the large deviation principle for $\mu^\ast \ast$, we may replace $\eta'$ by its restriction to $B(0, \delta^{-\alpha})$ while maintaining (5.6) and the conclusion of Theorem 4.2. Thus by Lemma 5.4 applied to $\eta'$ and $A'$, there exists $x_2 \in B_{E'}(0, \delta^{-\alpha})$ such that

$$\mathcal{N}(A' \cap B(x_2, \delta^\beta), \delta) \gg t^{O(1)} \delta^{-D(1-\beta)}.  \tag{5.7}$$

Now define convex bodies in $E$ by

$$C_0 = \varphi_{-n}(B_{E'}(0, \delta^\beta) \times B_{E_0}(0, R)) \quad \text{and} \quad B_0 = \varphi_{-n}(B_{E'}(0, \delta) \times B_{E_0}(0, R))$$

where $\beta = (2D + 1)\alpha$. 

where \( R = O_\mu(k) \) is a constant large enough so that \( \gamma^{-1}A \subset E' \times B_{E_0}(0, R) \). Then the inequality (5.7) implies that for some \( x_3 \) in \( E \),

\[
N(\gamma^{-1}A \cap (C_0 + x_3), B_0) \gg t^{O(1)} \delta^{-\lambda(1-\beta)} \gg t^{O(1)} \frac{|C_0|}{|B_0|}.
\]

Indeed, with \( f_1 \colon E \to E' \)

\[
x \mapsto \pi_n(\gamma^{-1}x_1 + x)
\]

one has \( f_1(\gamma^{-1}A) \supset A' \), \( \pi' \circ \varphi_n(B_0) = B_{E'}(0, \delta) \), and taking \( x_3 \in E' \) such that \( \pi' \circ \varphi_n(\gamma^{-1}x_1 + x_3) = x_2 \), \( f_1(C_0 + x_3) = B_{E'}(x_2, \delta^3) \). The choice of \( R \) guarantees that \( f_1(\gamma^{-1}A \cap (C_0 + x_3)) = f_1(\gamma^{-1}A) \cap f_1(C_0 + x_3) \). One concludes using the inequality (5.1) on \( f_1 \).

Now let

\[
C = a_0 \gamma C_0 + B_{E_0}(0, 2) \quad \text{and} \quad B = a_0 \gamma B_0 + B_{E_0}(0, 2)
\]

and apply (5.2) to \( f \colon x \mapsto a_0 \gamma x \) to obtain, with \( c_0 = a_0 \gamma x_3 \),

\[
N(a_0 A \cap (C + c_0), B) \gg N(\gamma^{-1}A \cap (C_0 + x_3), B_0) \gg t^{O(1)}
\]

whence

\[
N(a_0 A \cap (C + c_0), B) \geq t^{O(1)} \frac{|C|}{|B|}.
\]

Since \( \nu(a_0) \geq t^{O(1)} \) for every \( g \in A \), Proposition 5.2 shows that there exists a \( B^* \)-separated subset \( X \subset T^d \) such that

\[
\nu(X + C^*) \geq t^{O(1)}.
\]

To conclude, it remains to describe the sets \( B^* \) and \( C^* \). For that, first consider a decomposition of the space of linear forms on \( \mathbb{R}^d \) into irreducible components under the right action of \( G^0 \)

\[
(\mathbb{R}^d)^* = V' = V^{(1)} \oplus \cdots \oplus V^{(r)}
\]

and write \( p_i, i = 1, \ldots, k \) for the corresponding projections. Since \( a_0 \gamma \) is an integer vector, and each \( V^{(i)} \) is defined over a number field, by Liouville’s Theorem, there exists a constant \( C > 0 \) such that for each \( i \) such that \( p_i(a_0 \gamma) \neq 0 \), one has

\[
\|a_0\|^{-C} \ll \|p_i(a_0 \gamma)\| \ll \|a_0\|.
\]

Therefore, for any \( \varepsilon > 0 \), we may choose \( C_\varepsilon \geq 0 \) such that \( n \geq C_\varepsilon \log \frac{\|a_0\|}{\varepsilon} \) implies, for \( i = 1, \ldots, k \),

\[
p_i(a_0 \gamma) = 0 \quad \text{or} \quad e^{-\varepsilon n} \leq \|p_i(a_0 \gamma)\| \leq e^{\varepsilon n}.
\]

Thus, if \( p_i(a_0 \gamma) \neq 0 \) and \( \lambda_i(\mu, V^{(i)}) \neq 0 \), then

\[
p_i(a_0 \gamma) B_0 \subset B_{V^{(i)}}(0, e^{(\lambda_i(\mu, V^{(i)}) + \varepsilon)n\delta})
\]

and

\[
p_i(a_0 \gamma) C_0 \supset B_{V^{(i)}}(0, e^{(\lambda_i(\mu, V^{(i)}) - \varepsilon)n\delta}).
\]

Now consider the decomposition of \( V = \mathbb{R}^d \) according to Lyapunov exponents

\[
V = V_0 \oplus V_1 \oplus \cdots \oplus V_r,
\]

where for \( i = 0, \ldots, r \), \( V_i \) is the sum of all irreducible \( G \)-submodules of \( V \) with Lyapunov exponent \( \lambda_i(\mu, E_i) \). Since \( W = (a_0 \gamma E) \) is a submodule, it can be written

\[
W = W_0 \oplus \cdots \oplus W_r, \quad \text{where} \quad W_i = W \cap V_i, \quad i = 0, \ldots, r.
\]
An elementary computation based on the above observations shows that for some compact subset $A_0 \subset V_0$ containing $B_{V_0}(0, \frac{1}{2})$, (we identify subsets of $B_{V_0}(0, \frac{1}{2})$ with their projections in $\mathbb{T}^d$)

$$B^* \supset A_0 \times \prod_{1 \leq i \leq r} \{ v_i \in V_i \mid d(v_i, W_i) \leq e^{-(\lambda_t(\mu, V_i)+\varepsilon)n} \delta^{-1} \text{ and } \|v_i\| \leq \frac{1}{2} \}$$

and

$$C^* \subset A_0 \times \prod_{1 \leq i \leq r} \{ v_i \in V_i \mid d(v_i, W_i) \leq e^{-(\lambda_t(\mu, V_i)-\varepsilon)n} \delta^{-\beta} \text{ and } \|v_i\| \leq \frac{1}{2} \}.$$ 

Recalling $\delta = e^{-\frac{a_0}{\max \lambda_t(\mu, V_i)}}$ and setting $\tau = \frac{a_0}{\max \lambda_t(\mu, V_i)} > 0$, we may choose $\varepsilon > 0$ small enough so that

$$e^{-(\lambda_t(\mu, V_i)+\varepsilon)n} \delta^{-1} = e^{-(\lambda_t(\mu, V_i)+\varepsilon-\frac{a_0}{\max \lambda_t(\mu, V_i})}n \geq e^{-(1-2\tau)\lambda_t(\mu, V_i)n}$$

and

$$e^{-(\lambda_t(\mu, V_i)-\varepsilon)n} \delta^{-\beta} = e^{-(\lambda_t(\mu, V_i)-\varepsilon-\frac{a_0}{\max \lambda_t(\mu, V_i})}n \leq e^{-(1-\tau)\lambda_t(\mu, V_i)n}.$$ 

Finally, since $A_0$ can be covered by a bounded number of translates of $B_{V_0}(0, \frac{1}{2})$, we may assume replace $A_0$ by $B_{V_0}(0, \frac{1}{2})$, and then $B^* \supset \tilde{Nbd}(W \text{ mod } \mathbb{Z}^d, e^{-(1-2\tau)n})$ while $C^* \subset \tilde{Nbd}(W \text{ mod } \mathbb{Z}^d, e^{-(1-\tau)n})$.

For a technical reason, instead of on the torus, we will have to work on a union a torus $\mathbb{T}^d \times F$, where $\Gamma$ acts diagonally. For a measure $\nu$ on $\mathbb{T}^d \times F$ and $a \in \mathbb{Z}^d$, we write $\mu^a \ast \nu(a,1)$ for the Fourier coefficient at frequency $a$ of the restriction of $\nu$ to $\mathbb{T}^d \times \{1\}$ viewed as a measure on $\mathbb{T}^d$.

A more careful look at the proof will give us the following slightly more precise version of Proposition 5.1.

**Corollary 5.5.** Let $\mu$ be a probability measure on $\text{GL}_d(\mathbb{Z})$. Assume the algebraic group $G$ generated by $\mu$ is semisimple and write $F = G/G^\circ$. Let $\nu$ be a Borel probability measure on $\mathbb{T}^{rd} \times F$. Then there exist $C = C(\mu) \geq 0$ and $\tau > 0$ such that the following holds.

Assume that for some $t \in (0, \frac{1}{2})$,

$$|\mu^{a_0} \ast \nu(a_0,1)| \geq t$$

for some $a_0 \in \mathbb{Z}^d$ and $n \geq C \log \frac{\|a_0\|}{t}$. Then, there exists $\gamma \in F$ such that, denoting

$$W = (a_0 \gamma E)^\perp$$

there exists a finite subset $X \subset \mathbb{T}^d \times \{\gamma^{-1}\}$ such that

$$(X - X) \cap \tilde{Nbd}(W \text{ mod } \mathbb{Z}^d, e^{-(1-2\tau)n}) = \{0\}$$

and

$$\nu(X + \tilde{Nbd}(W \text{ mod } \mathbb{Z}^d, e^{-(1-\tau)n})) \geq \gamma^{O(1)}.$$ 

Here, of course, the addition on $\mathbb{T}^d \times \{\gamma^{-1}\}$ is defined for the torus coordinate.

6. Concentration and Unstability of the Random Walk

In this section, we finally prove the main result of the paper. We consider a probability measure $\mu$ on $\text{GL}_d(\mathbb{Z})$ and the associated random walk on the torus $\mathbb{T}^d$, starting from a point $x_0 \in \mathbb{T}^d$. Letting $\Gamma$ be the group generated by $\text{supp} \mu$ and $G$ the Zariski closure of $\Gamma$, we assume that $G$ is semisimple as an algebraic group, and we show — in a quantitative way — that if the law $\mu^{\ast n} \ast \delta_{x_0}$ of the random walk is not exponentially close to the Haar measure on $\mathbb{T}^d$, then the starting point $x_0$ is exponentially close to a proper closed invariant subset.
But let us first introduce a new space on which it is convenient to study the random walk, especially to overcome issues related to being Zariski disconnected. As before, \( G^0 \) denotes the identity component of \( G \), and \( F = G/G^0 \). The subalgebra \( \mathcal{M}_d(\mathbb{R}) \) generated by \( G^0 \) is denoted by \( E \). In order to keep track of the coset modulo \( G^0 \), we let

\[ Y_0 = \mathbb{T}^d \times F \]

and let \( \Gamma \) act on \( Y_0 \) diagonally.

Let \( W_0 \) be a rational \( G^0 \)-invariant subspace of \( V = \mathbb{R}^d \). We can define a factor of \( Y_0 \to Y \) by

\[ Y = \bigsqcup_{\gamma \in F} \mathbb{R}^d/(\gamma W_0 + \mathbb{Z}^d) \times \{ \gamma \}. \]

The action of \( \Gamma \) on \( Y \) is defined in the obvious way. This way, the natural projection \( Y_0 \to Y \) is \( \Gamma \)-equivariant.

Given \( a_0 \in \mathbb{Z}^d \) for which the random walk \( \mu^n \ast \delta_{a_0} \) has large Fourier at \( a_0 \). We will set

\[ W_0 = V^0 + (a_0 E)^\perp \]

and study the random walk on \( Y \) associated to this \( W_0 \), because information given by the assumption is all contained in this factor.

In the introduction, we defined the quasi-distance adapted to the random walk on \( V \) and on \( \mathbb{T}^d \). Similarly, we can define a quasi-distance on each of the tori \( \mathbb{R}^d/(\mathbb{Z}^d + \gamma W_0) \) in \( Y \). Together, these quasi-distances define a quasi-distance on \( Y \) by the formula

\[ \tilde{d}((x_1, \gamma_1), (x_2, \gamma_2)) = \begin{cases} \tilde{d}(x_1, x_2) & \text{if } \gamma_1 = \gamma_2, \\ +\infty & \text{otherwise.} \end{cases} \]

Below we will state a slightly more precise version of Theorem 1.1. Let \( V_0 \) denote the sum of all compact factors of \( G \) in \( \mathbb{R}^d \), that is, the sum of irreducible subrepresentations \( W \subset V \) such that \( \lambda_1(\mu, W) = 0 \). We fix a \( G \)-invariant Euclidean norm on \( V_0 \) and write \( B_{V_0}(0, R) \) for the closed ball in \( V_0 \) with radius \( R > 0 \) with respect to this norm. Given some parameter \( Q > 0 \), we note that

\[ B_{V_0}(0, Q) + \bigcup_{q \leq Q} \frac{1}{q} \mathbb{Z}^d \subset \mathbb{R}^d \]

is \( \Gamma \)-invariant. As a consequence, the set

\[ Z_Q = \bigsqcup_{\gamma \in F} (B_{V_0}(0, Q) + \bigcup_{q \leq Q} \frac{1}{q} \mathbb{Z}^d \mod \gamma W_0 + \mathbb{Z}^d) \times \{ \gamma \} \]

is a \( \Gamma \)-invariant closed subset of \( Y \).

**Theorem 6.1.** Assume that \( \mu \) has a finite exponential moment and the algebraic group \( G \) is semisimple. Then for every \( \lambda \in (0, 1) \), there exist \( C = C(\mu, \lambda) > 0 \) such that the following holds.

Given \( a_0 \in \mathbb{Z}^d \), let \( Y \) be defined as above. For any \( x_0 \in \mathbb{T}^d \), if

\[ |(\mu^n \ast \delta_{x_0})(a_0)| \geq t \quad \text{for some } t \in (0, \frac{1}{2}) \text{ and } n \geq C \log \frac{\|a_0\|}{t}, \]

then there is \( \gamma_0 \in F \) such that writing \( y_0 = (x_0 \mod \gamma_0 W_0, \gamma_0) \in Y \), we have

\[ \tilde{d}(y_0, Z_Q) \leq e^{-\lambda n} \quad \text{for some } Q \leq \left( \frac{\|a_0\|}{t} \right)^C. \]
To obtain Theorem 1.1 from this theorem, it suffices lift \( y_0 \) and \( Z_Q \) to \( Y_0 \) and then project to \( \mathbb{T}^d \).

We proceed to the proof of Theorem 6.1. We fix the meaning of \( a_0 \in \mathbb{Z}^d, W_0 \subset V, x_0 \in \mathbb{T}^d \) as in the statement. By the pigeonhole principle, (6.1) implies that there is \( \gamma_0 \in F \) such that

\[
|\mu^n \ast \delta_{(x_0, \gamma_0)}(a_0, 1)| \geq \frac{t}{\#F},
\]

where the notation \( \mu^n \ast \delta_{(x_0, \gamma_0)(a_0, 1)} \) is defined in the paragraph preceding Corollary 5.5. This choice of \( \gamma_0 \) determines \( y_0 \in Y \). We fix this \( y_0 \) for the rest of the proof.

### 6.1. Bootstrapping concentration.

In order to prove Theorem 6.1, we start from the granulation estimate obtained in the previous section as Proposition 5.1. The first step is then to run backwards the random walk to increase the concentration.

**Proposition 6.2** (High concentration). Assume (6.1). Given \( \eta > 0 \), there exists \( n_1 \gg \eta \log \frac{\|a_0\|}{t} \) and \( \rho > 0 \) with \( \log \rho \approx n_1 \) such that for some \( y \in Y \),

\[
\mu^{(n-n_1)} \ast \delta_{y_0}(\tilde{B}(y, \rho)) \geq \rho^n.
\]

**Proof.** Using (6.2) and Corollary 5.5 and observing that \( \gamma_0 \) contained in a single torus in \( \mathbb{T}^d \).

Increasing \( C_0 \) if necessary, we may also assume that \( \#X_0 \leq e^{C_0 n_0} \). Fix some large \( k \in \mathbb{N} \) and then \( \varepsilon > 0 \) such that \( 2k\varepsilon < 1 \). Starting with

\[
m_0 = \left[ \frac{\tau n_0}{2d} \right], \quad r_0 = e^{-(1-2\varepsilon)n_0}, \quad \text{and} \quad \rho_0 = e^{-(1-\varepsilon)n_0},
\]

we apply Lemma 6.3 below \( k \) times successively. This yields integers \( m_i \), and scales \( r_i > \rho_i \), defined inductively by

\[
\begin{aligned}
r_{i+1} &= e^{-m_i(1+\varepsilon)} r_i, \\
\rho_{i+1} &= e^{-m_i(1-\varepsilon)} \rho_i, \\
m_{i+1} &= \lceil m_i(1 - \frac{\varepsilon}{2}) \rceil
\end{aligned}
\]

and at each step, an \( r_i \)-separated set \( X_i \) such that \( \#X_i \leq \#X_0 \) and

\[
\mu^{(n-n_0-m_0-\ldots-m_k)} \ast \delta_{y_0}(\tilde{Nbd}(X_i, \rho_i)) \geq \left( \frac{\rho}{2} \right)^{d^{i}}
\]

Set \( n_1 = n_0 + m_0 + \ldots + m_k \) and \( \rho = \rho_k \). One has \( \#X_k \leq \#X_0 \) and

\[
\mu^{(n-n_1)} \ast \delta_{y_0}(\tilde{Nbd}(X_k, \rho)) \geq \left( \frac{\rho}{2} \right)^{d^k}
\]

so that for some \( y \in X_k \),

\[
\mu^{(n-n_1)} \ast \delta_{y_0}(\tilde{B}(y, \rho)) \geq \frac{1}{\#X_0} \left( \frac{\rho}{2} \right)^{d^k} \geq e^{-C_0 n_0} \left( \frac{\rho}{2} \right)^{d^k}
\]

Now, since \( m_0 + \ldots + m_k \geq \frac{k m_0}{2} \), we may choose \( k \) large enough so that \( m_0 + \ldots + m_k \geq \frac{2 C_0 n_0}{\eta} \), and then \( n_0 \gg \log \frac{\|a_0\|}{t} \) large enough to ensure that

\[
\rho = \rho_k \leq e^{-(1-\varepsilon)(m_0 + \ldots + m_k)} \leq e^{-\frac{2 C_0 n_0}{\eta}} \leq e^{-\frac{C_0 n_0}{\eta}} \left( \frac{\rho}{2} \right)^{d^k}.
\]
The proposition follows. □

After using Corollary 5.5, we can now forget how $W_0$ is constructed from $a_0$. All we need is that $W_0$ is a $G^\circ$-invariant rational subspace containing $V^\circ$.

We now prove the lemma that was used in the above proof. The notion of $r$-separated sets in $Y$ are with respect to the quasi-distance on $Y$.

**Lemma 6.3.** For any $\varepsilon > 0$ there exist $c > 0$ and $m_0 \in \mathbb{N}$ depending only on $\mu$ and $\varepsilon$ such that for any Borel probability measure $\nu$ on $Y$ and any $m \geq m_0$.

Let $r > 0$ and $\rho > 0$ be such that $e^{(d+1)m}\rho < r$. Set

$$r_1 = e^{-m(1+\varepsilon)}r \quad \text{and} \quad \rho_1 = e^{-m(1-\varepsilon)}\rho.$$

If $X$ is an $r$-separated subset contained in a single torus in $Y$, then there is an $r_1$-separated subset $X_1 \subset Y$, contained in a single torus, with cardinality $\#X_1 \leq \#X$ and such that

$$\nu(\text{Nbd}(X_1, \rho_1)) \geq (\mu^m * \nu)(\text{Nbd}(X, \rho))^d - e^{-cm}. 

Proof.** In this proof, we write $X^{(\rho)}$ for $\text{Nbd}(X, \rho)$. By Jensen’s inequality and the definition of $\mu^m * \nu$, (see [10, Lemma 7.6] for details),

$$(\mu^m * \nu)(X^{(\rho)})^d \leq \sum_{g_1, \ldots, g_d \in \Gamma} \mu^m(g_1) \cdots \mu^m(g_d) \nu(g_1^{-1}X^{(\rho)} \cap \cdots \cap g_d^{-1}X^{(\rho)}).$$

This implies that the set of $d$-tuples $(g_i)_{1 \leq i \leq d}$ such that

$$(6.3) \quad \nu(g_1^{-1}X^{(\rho)} \cap \cdots \cap g_d^{-1}X^{(\rho)}) \geq (\mu^m * \nu)(X^{(\rho)})^d - e^{-cm}$$

has $(\mu^m)^\otimes d$-measure at least $e^{-cm}$. Using the fact that the large deviation estimates Theorem 3.11(i) and (ii) are valid under the only assumption that the action is irreducible, one readily checks that [22, Lemma 5.5] and its proof are also valid under this assumption. Applying this lemma in each irreducible subrepresentation of $\mathbb{R}^d$, one obtains that if $c$ is chosen small enough, there must exist $g_1, \ldots, g_d \in \Gamma$ satisfying (6.3) and moreover,

$$(6.4) \quad \forall v \in \mathbb{R}^d/W_0 \setminus \{0\}, \quad e^{(1-\varepsilon)m} \leq \max_{1 \leq i \leq d} \frac{|g_i v|^\ast}{|v|^\ast}$$

and (using the large deviation estimates again and the fact that $-\lambda_{\dim W}(\mu, W) < (\dim W - 1)\lambda_1(\mu, W)$ for any $G$-invariant $W \subset V$)

$$(6.5) \quad \forall i \in \{1, \ldots, d\}, \quad |g_i|^{- \varepsilon} \leq e^{(1+\varepsilon)m} \quad \text{and} \quad |g_i^{-1}|^{- \varepsilon} \leq e^{(d-1+\varepsilon)m}.$$

We fix such elements $g_1, \ldots, g_d$ for the rest of the proof.

Since $X$ is contained in a single torus, all the $g_i$’s are contained in the same class in $G/G^\circ$.

We claim that the set $g_1^{-1}X^{(\rho)} \cap \cdots \cap g_d^{-1}X^{(\rho)}$ is included in a union of at most $\#X$ balls of radius $\rho_1 = e^{-(1-\varepsilon)m}\rho$. Indeed, from (6.5) and the fact that $e^{(d+1)m}\rho < r$, we find, for a given $x \in X$ and $i \geq 1$, that the set $g_i^{-1}B(x, \rho)$ meets at most one component $g_i^{-1}B(y, \rho)$, $y \in X$. Therefore, there are at most $\#X$ non-empty intersections $g_i^{-1}B(x_1, \rho) \cap \cdots \cap g_d^{-1}B(x_d, \rho)$, for $x_1, \ldots, x_d \in X$.

If $x, y$ lie inside such an intersection, then, for each $i$, $d(g_i x, g_i y) \leq \rho$. Then (6.4) and (6.5) implies that $d(x, y) \leq e^{-(1-\varepsilon)m}\rho = \rho_1$. Thus, each intersection $g_i^{-1}B(x_1, \rho) \cap \cdots \cap g_d^{-1}B(x_d, \rho)$ is included in a ball of radius $\rho_1$.

Finally, using (6.5), we see that these $\rho_1$-balls are separated by at least $r_1 = e^{-1+\varepsilon}r$. Moreover they are contained in the same torus in $Y$ because the $g_i$’s are in the same $G^\circ$ coset. This finishes the proof of the proposition. □
6.2. A diophantine property. From the high concentration property obtained in the previous paragraph, we want to infer that $\mu^{(n-m_1)} * \delta_{y_0}$ is concentrated near a proper $\Gamma$-invariant subset. The argument relies on a diophantine property of the random walk, coming from the fact that $\mu$ is supported on $\text{GL}_d(\mathbb{Z})$.

**Proposition 6.4** (Concentration near a closed invariant subset). Given $\beta > 0$, there exists $C > 0$ such that the following holds.

Assume (6.1). Then there exist $n_1 \in \mathbb{N}^*$ such that $\frac{1}{C} \log \frac{\|a\|}{1} \leq n_1 \leq C \log \frac{\|a\|}{1}$ and $\rho \in [e^{-Cn_1}, e^{-C/2}]$ and $Q \leq \rho^{-\beta}$ such that

$$
\mu^{(n-n_1)} * \delta_{y_0}(\text{Nbd}(Z_Q, \rho)) \geq \rho^\beta.
$$

This proposition is an immediate consequence of Proposition 6.2 and of a diophantine property of the random walk, given by the following lemma.

**Lemma 6.5** (Diophantine property). For every $\beta > 0$, there exist constants $C$ and $\eta > 0$ depending on $\mu$ and $\beta$ such that for any $y_0, y \in Y$, if for $n \geq C[\log \rho]$, one has

$$
(\mu^{*n} * \delta_{y_0})(\tilde{B}(y, \rho)) \geq \rho^n
$$
then $d(y, Z_Q) \leq \rho^{1-\beta}$ for some $Q \leq \rho^{-\beta}$.

**Proof.** Consider the action of $G$ on $V_F = \bigcup_{\gamma \in F} V/\gamma W_0 \times \{\gamma\}$. Since $V/W_0$ contains no $G^2$-invariant vector, for every non-zero $(v_1, v_2)$ in $V_F$, the set $\{g | g v_1 = v_2\}$ is a linear subvariety in $G$ of dimension less than $\dim G$. Using the spectral gap property modulo prime numbers [31] (the same way it is used in the first step of the proof of Proposition 3.3), we obtain that for $m$ large enough, for some $c_0$ independent of $(v_1, v_2)$,

$$
(\mu^m)(\{ (g_1, \ldots, g_m) | g_m \cdots g_1 v_1 = v_2 \}) \leq e^{-c_0 m}.
$$

Fix $m$ such that

$$
e^{-c_0 m} \geq \rho^n > e^{-c_0 m}.
$$

If $C$ is large enough, the condition $n \geq C[\log \rho]$ ensures that $n \geq m$. From the assumed inequality, it follows that there exists some $y_1 \in Y$ such that

$$
(\mu^m * \delta_{y_1})(\tilde{B}(y, \rho)) \geq \rho^n,
$$
which implies that the set

$$
A_m = \{ (g_1, \ldots, g_m) \in (\text{supp} \mu)^m | \tilde{d}(g_m \cdots g_1 y_1, y) \leq \rho \}
$$
satisfies

$$
\mu^m(A_m) \geq \rho^n > e^{-c_0 m}.
$$

Using the finite exponential moment of $\mu$ and reducing the set $A_m$, we can assume further that for all $(g_i) \in A_m$, $\|g_m \cdots g_1\| \leq e^{C m}$ for some $C_0 = C_0(\mu)$.

Write $y_1 = (x, \gamma_1)$ and $y = (x, \gamma)$. Recalling (6.6) above, one infers that the linear map

$$
\theta : \frac{V}{\gamma_1 W_0} \times \frac{V}{\gamma W_0} \rightarrow \frac{(V/\gamma W_0)^A}{m} \quad \frac{(v_1, v_2)}{\gamma_1 W_0} \mapsto (g_m \cdots g_1 v_1 - v_2)_{(g_i) \in A_m}
$$
is injective. Moreover, in the canonical bases, its matrix has coefficients in $\mathbb{Z}$ bounded by $e^{C m}$, so its inverse has coefficients in $\frac{1}{Q} \mathbb{Z}$ for some $Q \leq e^{C_1 m}$, and bounded by $e^{C_1 m}$. Therefore, any solution $(v_1, v_2)$ in $\frac{V}{\gamma_1 W_0} \times \frac{V}{\gamma W_0}$ to

$$
\forall (g_1, \ldots, g_m) \in A_m, \quad g_m \cdots g_1 v_1 - v_2 \in \tilde{B}(0, \rho) + \mathbb{Z}^d \mod \gamma W_0
$$
can be written, for some $w_1, w_2 \in \mathbb{Z}^d$ and $u_1, u_2$ in $\tilde{B}(0, e^{C_1 m} \rho)$,

$$
v_1 = \frac{1}{Q} w_1 + u_1 \mod \gamma_1 W_0 \quad \text{and} \quad v_2 = \frac{1}{Q} w_2 + u_2 \mod \gamma W_0.
$$
This applies in particular to representatives of \((x_1, x)\) in \(V/\gamma_1 W_0 \times V/\gamma W_0\). It follows that
\[
\tilde{d}(y, Z_{C_1}) \leq e^{C_1 m} \rho.
\]
If \(\eta > 0\) is chosen so small that \(\frac{2C_1}{c_0} \eta < \beta\), one has
\[
e^{C_1 m} = e^{-\frac{2C_1}{c_0} \eta} \leq \rho^{\frac{2C_1}{c_0} \eta} \leq \rho^{-\beta}
\]
so the lemma is proved.

6.3. Unstability of closed invariant subsets. To conclude the proof of Theorem 6.1, we use a variant of the argument given in [24, §3]. It is based on Foster’s exponential recurrence criterion, applied to a well-chosen function associated to a closed invariant subset. This technique has been used extensively in homogeneous dynamics since the work of Eskin and Margulis [17], in particular by Benoist and Quint for their study of stationary measures [2, 4, 5, 3].

Lemma 6.6 (Margulis inequality). For every \(\lambda \in (0, 1)\), there exist constants \(C, \alpha > 0\) depending only on \(\mu\) such that the following holds. For \(Q \geq 2\), define a function \(\varphi_Q: Y \to \mathbb{R} \cup \{+\infty\}\) by
\[
\varphi_Q(y) = \left\{ \begin{array}{ll}
\tilde{d}(y, Z_Q)^{-\alpha} & \text{if } \tilde{d}(y, Z_Q) > 0 \\
+\infty & \text{otherwise.}
\end{array} \right.
\]
For all \(y \in Y\) and all integers \(n \geq 1\),
\[
\int \varphi_Q(gy) d\mu \ast n(g) \leq e^{-\lambda \alpha n} \varphi_Q(y) + Q^C.
\]

The proof of such inequalities is an application of Furstenberg’s law of large numbers [6, Theorem 4.28], using also the exponential moment assumption on \(\mu\). Since it is rather standard, we leave it to the reader, and turn to the proof of Theorem 6.1.

Proof of Theorem 6.1. Let \(C, \alpha > 0\) be the parameters given by Lemma 6.6 applied with \(\lambda' = \frac{1+\lambda}{2}\) instead of \(\lambda\). Then set \(\beta = \frac{\alpha}{\lambda' + 2}\).

Proposition 6.4 shows that for some \(n_1 \gtrsim_{\beta} \log \frac{\lVert a_0 \rVert}{T}\) and some \(\rho \in [e^{-C_1 n_1}, e^{-c_1 n_1}]\), there exist \(Q \leq \rho^{-\beta}\) such that
\[
\mu^{\ast (n-n_1)} * \delta_{y_0}(\tilde{\text{Nbd}}(Z_Q, \rho)) \geq \rho^\beta.
\]
Applying Lemma 6.6 yields
\[
\rho^{-\alpha + \beta} \leq \int \varphi_Q(gy_0) d\mu^{\ast (n-n_1)}(g) \leq e^{-\lambda \alpha (n-n_1)} \varphi_Q(y_0) + Q^C.
\]
Note that \(Q^C \leq \rho^{-C \beta} \leq \frac{1}{2} \rho^{-\alpha + \beta}\) and therefore
\[
\varphi_Q(y_0) = \tilde{d}(y_0, Z_Q)^{-\alpha} \gg e^{\lambda \alpha (n-n_1)} \rho^{-\alpha + \beta} \gg e^{\lambda \alpha n} e^{-C_1 \alpha (1+\frac{1}{\lambda'})n_1}.
\]
Since \(n_1 \gtrsim \log \frac{\lVert a_0 \rVert}{T}\) and \(\lambda' = \lambda + \frac{1-\lambda}{2}\), taking \(n \gg \frac{1}{1-\lambda} \log \frac{\lVert a_0 \rVert}{T}\) yields
\[
\tilde{d}(y_0, Z_Q) \leq e^{-\lambda n}
\]
and the theorem is proved. \(\square\)
References

[29] E. Lindenstrauss and A. Mohammadi. Polynomial effective density in quotients of $\mathbb{H}^3$ and $\mathbb{H}^2 \times \mathbb{H}^2$, 2021.


Email address: heweikun@kias.re.kr

CNRS – Université Paris 13, LAGA, 93430 Villetaneuse, France.

Email address: desaxce@math.univ-paris13.fr