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SUMMARY
Motor skill learning requires the activity of the dorsal striatum, with a differential global implication of the dor-
somedial and dorsolateral territories. We investigate here whether and how specific striatal neurons encode
the acquisition and consolidation of a motor skill. Using ex vivo two-photon calcium imaging after rotarod
training, we report that highly active (HA) striatal populations arise from distinct spatiotemporal reorganiza-
tion in the dorsomedial (DMS) and dorsolateral (DLS) striatum networks and are correlated with learning per-
formance. The DMS overall activity decreases in early training, with few and sparsely distributed HA cells,
while the DLS shows a progressive and long-lasting formation of HA cell clusters. These reorganizations
result from reinforcement of synaptic connections to the DMS and anatomical rearrangements to the DLS.
Targeted silencing of DMS or DLS HA cells with the cFos-TRAP strategy strongly impairs individual perfor-
mance. Our data reveal that discrete domains of striatal populations encode acquisition and long-lasting
retention of a motor skill.
INTRODUCTION

Motor skills are the bases of a wide range of common behaviors

such as riding a bicycle, driving, or playing an instrument.

Mastering a new motor skill requires extensive practice leading

to efficient execution, automatization, and storage of a motor

command (Dayan and Cohen, 2011; Hikosaka et al., 2002).

Such learning is characterized by an early phase of rapid

improvement in performance followed by a late phase with mod-

erate improvement as the motor behavior is progressively

automatized and refined. Once the motor skill is learned, it is re-

tained for a long time, suggesting that it could be stored as long-

lasting changes in neural circuits (Dayan and Cohen, 2011).

However, how and where these progressive changes allow for-

mation and long-term retention of such skills is still not well

understood.

Basal ganglia are key brain structures for motor learning,

particularly the striatum, their main input nucleus (Doyon et al.,

2009; Graybiel and Grafton, 2015; Hikosaka et al., 2002; Yin

and Knowlton, 2006). Indeed, corticostriatal pathway display

long-term plasticity (Di Filippo et al., 2009; Koralek et al., 2012;

Lerner and Kreitzer, 2011; Rothwell et al., 2015; Yin et al.,

2009) and enhanced cortical inputs (Kupferschmidt et al.,
This is an open access article under the CC BY-N
2017) that have been associated with motor learning. The stria-

tum integrates inputs from many cortical areas, and different

striatal sub-regions are defined by the existence of functional

corticobasal ganglia-thalamocortical loops (Gruber and McDo-

nald, 2012; Redgrave et al., 2011). The dorsomedial striatum

(DMS) is part of the associative loop, and the dorsolateral stria-

tum (DLS) is part of the sensorimotor loop. They both play a

role during the different phases of motor learning, from early

acquisition to late automatism. A preferential implication of

DMS in the early phase and DLS in the late phase was first

described, with evidence coming from lesions and inactivation

studies targeting either the DMS or the DLS (Durieux et al.,

2012; Packard and McGaugh, 1996; Yin and Knowlton, 2006;

Yin et al., 2004, 2006, 2009) and later on from neural global re-

cordings in both circuits (Costa et al., 2004; Thorn et al., 2010;

Smith and Graybiel, 2013; Yin et al., 2009). Although this territory

dichotomy was widely described, recent evidence showed a

more intermingled activity within the two striatal circuits during

motor learning (Bergstrom et al., 2018; Kupferschmidt et al.,

2017; Vandaele et al., 2019).

Altogether, this evidence highlights the involvement of both

striatal territories in motor learning. However, it does not offer

an insight into how this learning is encoded and retained within
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Figure 1. Motor skill learning induces a strong and specific reorganization of striatal networks

(A) Accelerating rotarod was used for early training, 10 trials in 1 day, or late training, 10 trials a day for 7 days.

(B) Significant improvement in the performance of the mice between the first and the last trials (early: mean latency to fall was 32.8 ± 4.5 s for the first trials and

67.9 ± 5.3 s for the last trials, n = 21 mice) or the first and the last day of training (late: mean latency to fall was 45.1 ± 2.7 s for first trials and 94.2 ± 5.7 s for last

trials, n = 40 mice). Scatterplots show the learning index (LI) of all mice after early (averaged LI of 35.1 ± 5.6) and late training (averaged LI of 48.9 ± 6.3).

(legend continued on next page)
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large populations in the two circuits. We hypothesized here that

specific functional striatal populations could be responsible for

the formation and consolidation of a motor skill. To identify

them, we explored the changes in striatal spatiotemporal dy-

namics associated with learning with single-cell resolution, using

ex vivo two-photon calcium imaging. We reasoned that

recording the activity of networks with identified striatal projec-

tion neurons (SPNs) could uncover specific activity patterns

directly related to motor learning. We trained mice on an accel-

erating rotarod and probed the network activity at different

stages of learning. To disambiguate the respective involvement

of DMS and DLS, we recorded the activity in both circuits. We

also explored the underlyingmechanisms giving rise to the activ-

ity patterns using a combination of electrophysiology, anatom-

ical tracing, and behavior coupled to chemogenetics.

RESULTS

Specific spatiotemporal reorganization of the DMS and
DLS networks during motor learning
To assess motor learning in mice, we used the accelerating ro-

tarod task, a commonly used rodent motor learning paradigm

(Buitrago et al., 2004; Cao et al., 2015; Costa et al., 2004; Kup-

ferschmidt et al., 2017). We observed a strong and stable motor

learning in mice (Figures 1A and 1B), with an improvement from

the early phase (1 day) to the late phase of training (7 days). The

performance of the mice was significantly increased between

the first and the last trials of early training (1 day) (paired t(20) =

6.28, p < 0.0001) (Figure 1B) and further improvedwith late training

(7 days), with a significant increase between the first and the last

day (paired t(39) = 7.66, p < 0.0001) (Figure 1B). A learning index

(LI) was calculated for each animal to quantify the performance

(Figure 1B). To investigate the selective modifications associated

with learning, we selected animals with good performance by

setting the performance cutoff at the mean LI of all tested animals

(LI R 35 for early training and R49 for late training).
(C) Schematic of the stereotaxic injections of AAV-GCaMP6f in DMS and DLS an

photon microscopy image of SPNs expressing GCaMP6f (scale bar: 20 mm) and

ulation (Cx stim).

(D and E) Representative functional maps of DMS (D) and DLS (E) networks, for na

(DF/F) of active cells, with inactive cells in white. Bottom maps present the HA c

(F and G) Distribution and mean amplitudes of all SPN responses in the recording

in the early condition (naive, gray, 3.3 ± 0.2, n = 11; early, orange, 2.6 ± 0.2, n = 9

responses (naive, 3.0 ± 0.2, n = 9; early, 2.5 ± 0.4, n = 6; and late, 2.5 ± 0.3, n =

(H and J) Percentage of DMS (H) and DLS (J) HA cells (relative to the total number

lower in early-trained (orange, n = 9) compared with naive (grey, n = 11) and late-tr

(n = 9 mice), early (n = 6), or late (n = 8) conditions.

(I and K) Correlation between the percentage of HA cells and the LI of the anima

correlation for DMS early-trained mice and DLS late-trained animals.

(L and M) Maps of HA cells in red and LA cells in black after k-means analysis. R

(N and Q) HA cell interdistance in the three conditions in DMS (N) and DLS (Q). No

4 mm for naive, n = 11 mice; 135 ± 12 mm for early, n = 9 mice; and 153 ± 7 mm for

learning in DLS (mean interdistances 171 ± 9 mm for naive, n = 9 mice; 148 ± 7 m

(O and R) Cluster area formed by HA cells: clusters of activity formed in DLS with a

activity in DMS (O).

(P and S) Correlation between the percentage of HA cluster area (relative to total a

in DMS (P) and DLS (S). No significant correlation, neither for early-trained mice

correlation only for the late-trained mice. *p < 0.05, **p < 0.01, ***p < 0.001. Da

whisker-box plots to the median and 25th-75th percentiles (with min to max valu
Our aim was to explore corticostriatal network modifications

associated with the different phases of motor learning. We

used ex vivo two-photon calcium imaging in mice injected with

AAV-GCaMP6f to monitor DMS and DLS SPN activity (Fig-

ure 1C), at distinct stages of motor learning (naive, early, and

late phases, n = 11 naive, n = 12 early-trained, and n = 12 late-

trained mice for DMS and n = 9 naive, n = 9 early-trained, and

n = 11 late-trained mice for DLS; 3 early-trained mice for both

DMS and DLS and 2 and 4 late-trained mice for DMS and DLS,

respectively, were excluded from further analysis because they

did not reach the LI criteria). We analyzed SPN activity in

response to cortical stimulation in parasagittal and horizontal

brain slices preserving cortical afferents to DMS and DLS,

respectively (Fino et al., 2005, 2018) (Figure S1). The amplitude

of responses wasmeasured for each cell and used to build func-

tional maps (z80–150 cells per slice) from DMS and DLS slices

(Figures 1D, 1E, and S1). This would give us a picture of the net-

work’s functional organization at the different training phases.

We first measured the mean amplitude of all SPN stimulation-

evoked calcium responses. In the DMS, we observed amarkedly

lower amplitude of SPN activity in early-trained mice (�40%

decrease) (n = 956 cells, n = 9 slices, n = 9 mice) compared

with naive or late-trained animals (naive, n = 1,216 cells, n = 11

slices, n = 11 mice, and late, n = 1,045 cells, n = 10 slices, n =

10 mice) (F(2,27) = 6.16, p = 0.006, one-way ANOVA) (Figure 1F).

Notably, despite the overall lower amplitude, a few SPNs

sparsely distributed throughout the field of acquisition remained

highly activated (Figure 1D). In contrast, we did not observe any

change in amplitude in DLS responses (F(2,20) = 0.831, p =

0.4503, one-way ANOVA; naive, n = 800 cells, n = 9 slices, n =

9 mice; early, n = 547 cells, n = 6 slices, n = 6 mice; and late,

n = 749 cells, n = 8 slices, n = 8 mice) (Figure 1G).

We next analyzed the distribution of the highest activity within

DMS and DLS fields. We extracted the percentage of highly

active (HA) cells using the mean amplitude of responses from

naive animals as a threshold to normalize the measure
d wide-field image of GCaMP6f expression in DMS (scale bar: 200 mm). Two-

fluorescence traces recorded in eight DMS SPNs in response to cortical stim-

ive, early, and late conditions. The color code is for the amplitude of responses

ells in red and LA cells in black.

field in DMS (F) and DLS (G). (F) Significant decrease of the DMS overall activity

; and late, blue, 3.9 ± 0.4, n = 10). (G) No effect of training on DLS amplitude of

8).

of active cells in the field) in the three conditions. DMS: percentage significantly

ained animals (blue, n = 10). DLS: percentage not significantly different in naive

ls after early (orange) or late training (blue) in DMS (I) and DLS (K). Significant

ed polygons are HA area.

difference was seen in all conditions in DMS (mean interdistances were 133 ±

late training, n = 10 mice) and a significant decrease was seen throughout the

m for early, n = 6; and 89 ± 9 mm for late training, n = 8).

strong and progressive decrease in the area through learning (R). No cluster of

rea of the field) and the LI of the animals after early (orange) or late training (blue)

nor for the late-trained mice condition in DMS. In DLS, there is a significant

ta on bar graphs correspond to mean±SEM (standard error of the mean) and

es).

Cell Reports 39, 110623, April 5, 2022 3



Article
ll

OPEN ACCESS
throughout the training conditions. The percentage of DMS HA

cells significantly decreased in early-trained animals compared

with naive and late-trained mice (naive, 44.2 ± 5.2%, n = 11

mice; early, 19.5 ± 4.4%, n = 9 mice; and late, 52.3 ± 8.4%,

n = 10mice; F(2,27) = 5.7, p = 0.009, one-way ANOVA) (Figure 1H),

while the percentage of DLS HA SPNs remained constant for the

different learning stages (F(2,20) = 1.3, p = 0.295; naive, n = 9;

early, n = 6; and late, n = 8 mice) (Figure 1J). Thus, there was a

modulation of the amplitude and percentage of HA cells

throughout training in DMS, but not in DLS. We thus asked

whether the existence of HA cells was linked to the animal’s per-

formance on the rotarod. We evaluated the correlation between

the percentage of HA cells and the LI of all animals (including the

poor performers). We found that the percentage of HA cells was

inversely correlated with the performance of themice only during

early stages of learning in DMS (early, r2 = 0.58, p = 0.0062; late,

r2 = 0.02, p = 0.6689) (Figure 1I) and only for late stages of

learning in DLS (early, r2 = 0.02, p = 0.6998; late, r2 = 0.54, p =

0.0063) (Figure 1K). This suggested (1) a link between HA cells

and individual performance and (2) that animals with a restricted

number of HA cells in DMS and DLS showed the best perfor-

mance in the early and late phases, respectively, of motor skill

learning.

A striking difference between the DMS and the DLS maps

was the spatial organization of HA cells. In DLS, HA cells

seemed to form spatially restricted clusters, as shown by the

significant decrease in HA cell interdistances in the late condi-

tion (F(2,20) = 23.7, p < 0.0001, one-way ANOVA) (Figure 1Q).

Such rearrangement was not observed in DMS (F(2,27) = 1.9,

p = 0.1604, one-way ANOVA) (Figure 1N). To investigate this,

using a k-means clustering analysis, we assessed whether

there was a spatial clustering of activity and whether it was

affected by learning. We found no difference in the size of the

area encompassing HA cells (HA area) in DMS (F(2,27) = 0.15,

p = 0.1067, one-Way ANOVA) (Figure 1O) and no correlation

between this area size and the LI (r2 = 0.16, p = 0.2018, for early

training and r2 = 0.03, p = 0.5810, for late training) (Figure 1P),

but confirmed with this analysis a decrease in the percentage

of DMS HA cells that was correlated with the performance (Fig-

ure S2). In contrast, we found a spatial clustering of DLS HA

cells with a strong decrease in the cluster areas in the late con-

dition (cluster area in naive, 55.6% ± 7.1%, n = 9 mice; early,

22.7% ± 8.8%, n = 6 mice; late, 9.0% ± 1.8%, n = 8 mice;

F(2,20) = 15.9, p < 0.0001, one-way ANOVA) (Figure 1R). In addi-

tion, we found an inverse correlation between the cluster areas

and the animal’s performance after late training (r2 = 0.52, p =

0.0083, for late training and r2 = 0.002, p = 0.9118, for early

training) (Figures 1S and S2).

Our results show that DMS reorganization after early training is

marked by a strong overall inhibition of SPN activity with the

persistence of sparse HA neurons, which strongly correlates

with animals’ early performance. In DLS, the progressive forma-

tionofHAcell clusters correlateswith individual late performance.

HA cells have more stable responses after training
We next wondered whether HA cells would have developed spe-

cific properties compared with low-active cells (LA; correspond-

ing to all other active cells). To investigate this, we tested howHA
4 Cell Reports 39, 110623, April 5, 2022
and LA cells respond to the network plasticity, i.e., how they

adapt to increasing stimulation frequencies. We built SPN activ-

ity maps in response to four stimulation frequencies (5, 10, 20,

and 50 Hz) and explored the differences between HA and LA

cells. We measured the evolution of the percentage and identity

of HA/LA cells, their amplitude of calcium response, and their

correlation coefficient (Figures 2 and S3).

In naive animals, we observed a broader and higher activation

with increasing frequencies. The percentage of DMS and DLS

HA cells significantly increased between 5 and 20 Hz (DMS,

paired t(10) = 3.32, p = 0.0089; DLS, paired t(8) = 3.09, p =

0.0141) (Figures 2A–2E), together with the amplitude of re-

sponses of both HA and LA cells (paired t(10) = 6.52,

p < 0.0001, for HA cells and paired t(10) = 6.02, p = 0.0001, for

LA cells in DMS and paired t(8) = 3.29, p = 0.0111, for HA cells

and paired t(8) = 5.83, p = 0.0004, for LA cells in DLS)

(Figures 2G and 2H). Thus, in naive animals, an adaptive mech-

anism occurs, leading to progressively stronger and broader

activation of the two networks with increasing frequencies.

In trained animals, the responses of HA cells were much

more stable. The percentage of DMS HA cells remained stable

between 5 and 20 Hz only for early trained mice (paired t(8) =

1.04, p = 0.3318) (significant increase in late-trained animals

[paired t(9) = 4.36, p = 0.0024], as in naive) (Figures 2A and

2C). Similarly, the percentage of DLS HA cells was stable

across stimulation frequencies after training (early, paired

t(5) = 0.37, p = 0.7251; late, paired t(7) = 1.71, p = 0.1302)

(Figures 2B and 2E). This stability is represented by the similar-

ity of the activity maps at 5 and 20 Hz for early DMS slices

(Figure 2A) and late DLS slices (Figure 2B). Not only did the per-

centage of HA cells remain stable, but the identity of HA cells

did not change across stimulation frequencies (i.e., no or few

exchanges between the HA and the LA pools) (Figures 2D–

2F). Regarding the amplitude of response, DMS SPN activity

increased between 5 and 20 Hz in trained mice (p < 0.01 for

both early and late), with a greater increase in LA cells, in

contrast to naive animals, which showed no difference (Fig-

ure 2G). In DLS, the amplitude of response of HA cells was sta-

ble between 5 and 20 Hz, while it still increased in LA cells (p =

0.0039 for naive, p = 0.0313 for early, and p = 0.0078 for late)

(Figure 2H). This indicated that HA cells respond similarly to

increasing cortical inputs, while LA cells have the same evolu-

tion as naive animals. Finally, we also observed that both DMS

and DLS HA cells had a higher correlation coefficient compared

with LA cells (Figure S3).

Altogether, HA cells have more stable and correlated re-

sponses, which would lead to a more efficient transmission of

cortical information.

Long-lasting reorganization in the DLS
We next asked whether late training was associated with long-

lasting retention of motor skill and, more importantly, with long-

lasting network reorganization. To test this, we trained animals

for 7 days (day 7 versus day 1, p < 0.001, one-way ANOVA) and

we evaluated the animal’s motor skills 1–2 months after the first

training (pre-trained group). We found that pre-trained animals

performed well 1–2 months later, as shown by a higher level of

performance on the first day of resumed training (pre-trained,



Figure 2. HA cells display more stable responses after training

(A and B) Representative maps of DMS (A) and DLS (B) network activity in response to 5 or 20 Hz trains of cortical stimulation.

(C and E) Paired percentage of HA cells in DMS (C) and DLS (E) at 5 and 20Hz stimulation. In DMS, HA cell percentage was significantly increased in naive and late

animals and remained stable in early-trained animals. In DLS, there was a significant increase in naive animals with no difference in early and late-trained animals.

(D and F) Bar graph of the percentage of common HA cells through the stimulation frequencies in DMS (D) and DLS (F). In naive animals, there was a significant

increase between low and high frequencies in the number of common DMS HA cells (p = 0.0067, t test) and DLS HA cells (p = 0.0046, t test). The percentage was

constant after early training in DMS (p = 0.8421, t test) and late training in DLS (p = 0.7331, t test).

(G and H) Amplitude of DMS (G) and DLS (H) response for HA (red) versus LA cells (black) for 5 and 20 Hz stimulation trains. Right, plot of the ratio 20/5 Hz

amplitude for HA and LA cells. (G) Significant increase in the amplitude between 5 and 20 Hz for all the conditions (HA, p < 0.0001 for naive, p < 0.0001 for early,

and p = 0.0001 for late training; LA, p = 0.001 for naive, p = 0.0039 for early, and p = 0.002 for late). There was no significant difference between HA and LA cell

amplitude ratio for naive animals. The ratio was significantly higher after early and late training (p < 0.0001, one-way ANOVA). (H) The amplitude of DLS HA cells

was significantly increased between 5 and 20 Hz only in naive. There was a significant increase for all conditions for LA cells. The amplitude ratio was significantly

higher between HA and LA cells only after late training. *p < 0.05, **p < 0.01, ***p < 0.001. Data on bar graphs correspond tomean ±SEM andwhisker-box plots to

the median and 25th–75th percentiles (with min to max values).
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p = 0.0046 between day 1 and day 10, n = 5 mice), and had a

similar maximal performance level 7 days of training later (p =

0.6914 between day 7 and day 70) (Figure 3A). In contrast,

the learning curve of age-matched animals that did not receive

a first training session (pre-naive) was significantly lower

(F(1,36) = 21.42, p = 0.0006, n = 5 mice for each group, two-

way ANOVA) (Figure 3A). These experiments therefore sug-

gested that learned motor skills were preserved for months.

To confirm that HA clusters were associated with better per-

formance in pre-trained animals, we explored the DLS network

dynamics 1–2 months after the first training session (at day 10)
(Figure 3B). The amplitude of SPN responses was not signifi-

cantly different between the two groups (pre-naive, 1.9 ± 0.1,

n = 11 slices, n = 6 mice; pre-trained, 2.3 ± 0.2, n = 7 slices,

n = 6 mice; t(16) = 1.683, p = 0.1118). However, we observed a

significant reduction in the HA area in the DLS of pre-trained an-

imals (pre-naive, 44.3 ± 6.0%; pre-trained, 19.7 ± 5.7%; t(14) =

2.9, p = 0.0116). These results showed that the long-lasting
spatial reorganization of network activity in the DLS is associated

with the maintenance of learned skills.

DMS HA cells display specific cortical input integration
properties
What are the mechanisms responsible for DMS and DLS reorga-

nization?We first hypothesized that theymay emerge frommod-

ifications of SPNs’ intrinsic electrophysiological or integration

properties of cortical inputs. We thus compared the properties

of HA and LA cells. We trained the animals and performed

two-photon calcium imaging. We used an online analysis proto-

col to identify cells during image acquisitions and immediately

perform targeted patch-clamp recordings of HA and LA cells in

DMS of early-trained mice or in DLS of late-trained mice net-

works (Figure 4A).

In the DMS, no significant difference was observed in the

intrinsic electrophysiological properties of HA and LA cells after

early training (Figure 4B). We compared the cortical input
Cell Reports 39, 110623, April 5, 2022 5



Figure 3. Long-lasting learning and associated DLS reorganization

(A) Pre-trained animals (blue) followed a first late training session and, after a gap of 1–2 months, another session (n = 5 mice). The pre-naive animals (n = 5 mice)

were age matched and trained only once. After the gap, pre-trained animals’ performance was higher than at the beginning of the first training and had a

significantly different learning curve compared with the pre-naive animals (gray). A box-and-whisker plot of latency to fall all along the tests in the two groups is

shown.

(B) Two-photon calcium imaging in pre-trained animals, 1–2 months after the first late training, and in pre-naive mice. Representative activity maps of a pre-naive

and a pre-trained animal are shown. Bar graphs are of the mean amplitude of response and the HA area in the DLS in pre-naive (n = 11) and pre-trained (n = 7)

animals. No significant difference in mean amplitude of response between the two groups (pre-naive, 1.9 ± 0.1, n = 11; pre-trained, 2.3 ± 0.2, n = 7) is seen. There

was a significantly smaller HA area in pre-trained (19.7 ± 5.7%) compared with pre-naive (44.3 ± 6.0%)mice. *p < 0.05, **p < 0.01, ***p < 0.001. Data on bar graphs

correspond to mean ± SEM and whisker-box plots to the median and 25th–75th percentiles (with min to max values).
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integration properties by measuring the dynamics of supra- and

sub-threshold activity evoked in SPNs by stimulations of the

layer 5 cingulate cortex. HA cells combined a higher spiking

probability (t(10) = 3.747, p = 0.0038, n = 6 HA/LA cell pairs)

and a shorter latency to spike (t(12) = 2.80, p = 0.016, n = 7 pairs)

compared with LA cells (Figure 4C), suggesting that they were

more efficiently recruited by cortical afferents. Indeed, the

input/output curve showed that the amplitude of excitatory

post-synaptic potentials (EPSPs) was significantly stronger in

HA cells across stimulation intensities (t(12) = 2.54, p = 0.0258,

n = 7 pairs) (Figure 4D). We next evaluated the short-term plas-

ticity of corticostriatal connections. The amplitude of EPSPs

evoked in LA cells increased during a train of stimulations (for

five stimulations at 20 Hz, F(1,50) = 12.12, p = 0.0048, and for all

frequencies, F(1,40) = 13.90,p = 0.0033; n = 7 pairs; two-way

ANOVA) (Figure 4E), as we previously reported in naive animals

(Fino et al., 2018). Interestingly, the amplitude of EPSPs evoked

within a train was stable in HA cells (Figure 4E), suggesting that

the probability of release of cortical inputs to the DMS might be

enhanced specifically on connections targeting HA cells. Alto-

gether, DMS HA cells seemed to receive stronger inputs from

cingulate cortex compared with LA cells.

In the DLS, HA and LA cells had similar intrinsic properties

(Figure 4F) and did not show any difference in somatosensory

cortical input integration properties. There was no significant dif-

ference in spiking probability (t(8) = 0, p = 1.0, n = 6 pairs), latency
6 Cell Reports 39, 110623, April 5, 2022
to spike (t(8) = 0.61, p = 0.56) (Figure 4G), or input/output EPSP

amplitudes (t(7) = 0.81, p = 0.4475, n = 8 pairs) (Figure 4H). The

short-term plasticity was also not different between HA and LA

cells (for 20 Hz, F(1,69) = 0.00, p = 0.9611, and for all frequencies,

F(1,56) = 1.05, p = 0.3537, two-way ANOVA, n = 8 HA/LA pairs)

(Figure 4I) and was similar to that of naive animals (Fino et al.,

2018). These results showed that in the DLS there was no differ-

ence in synaptic inputs from the somatosensory cortex to HA

and LA cells.

These data demonstrate a selective synaptic plasticity of

cingulate projections to DMS HA cells, while somatosensory

projections to DLS HA cells seemed unaffected.

Late DLS reorganization is associated with anatomical
remodeling of cortical projections
We next asked whether anatomical rearrangements could occur

after motor learning. Tracing experiments using the retrograde

tracer cholera toxin B (CTB) (Mandelbaum et al., 2019; Melzer

et al., 2017) were performed. CTB-A488 was injected into the

DLS (n = 5 naive, n = 4 early-trained, and n = 4 late-trained

mice) andCTB-A555 into theDMS (n = 4 naive, n = 5 early-trained,

and n = 5 late-trained trained mice) (Figure 5A). CTB was

captured by cortical terminals in the striatum and retrogradely

transported to cortical cell soma (Figures 5B–5F). For normaliza-

tion purposes, the sum of the injection area was measured in

DMS and DLS in each animal to express the number of labeled



Figure 4. DMS HA cells have specific cortical input integration properties

(A) Experimental design: mice were injected with AAV-GCaMP6f and followed early (for DMS) or late (for DLS) training. Two-photon calcium imaging was per-

formed, and live HA (red) and LA (black) cells were identified and targeted for patch-clamp recordings.

(B and F) Intrinsic electrophysiological properties of SPNs from DMS (B) and DLS (F) for HA (red) or LA (black) cells. (B) No significant difference in resting

membrane potential (RMP) (HA,�77.9 ± 0.6 mV, n = 11; LA,�77.8 ± 0.5 mV; n = 12, p = 0.8068), input resistance (Ri) (HA, 190.3 ± 27.9 MU; LA, 175.5 ± 20.8 MU;

p = 0.6754), rheobase (HA, 135.5 ± 19.9 pA; LA, 131.7 ± 15.5 pA; p = 0.8809), AP threshold (HA, �43.3 ± 1.7 mV; LA, �44.2 ± 1.3 mV; p = 0.6686), or frequency

(HA, 10.9 ± 0.8 Hz; LA, 11.7 ± 0.5 Hz; p = 0.4439). (F) No significant difference in Ri (HA, 157.2 ± 12.6MU, n = 11; LA, 155.6 ± 18.8MU, n = 8; p = 0.9396), rheobase

(HA, 136.0 ± 17.1 pA; LA, 148.6 ± 15.3 pA; p = 0.6108), frequency (HA, 10.2 ± 1.1 Hz; LA, 11.3 ± 1.0 Hz; p = 0.4884), or AP threshold (HA, �46.3 ± 2.0 mV; LA,

�46.9 ± 2.7 mV; p = 0.8487). There was a significant difference for RMP (HA, �79.2 ± 0.3 mV, n = 11; LA, �77.9 ± 0.5 mV; n = 8, p = 0.0282).

(C andG) Representative curves of the spiking probability for HA and LA cells and quantification of spiking probability and latency to spike in DMS (C) and DLS (G).

In DMS, significantly higher spiking probability and shorter latency to spike in HA cells were seen. In DLS, there was no significant difference between HA and LA

cells.

(legend continued on next page)
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cortical cells in cingulate (DMS) or somatosensory (DLS) cortex

as a function of their targeted striatal area (Figure S4). First, for

the projections from cingulate cortex to DMS,we did not observe

any difference between naive and trained animals, regardless of

the layer position of projecting cortical cells (F2,117 = 1.67, p =

0.1173, two-way ANOVA) (Figure 5C). The density of CTB-

A555
+ cells in layer 2/3 cingulate cortex (number of cells/mm2,

normalized for injection site) was 7,000 ± 715 in naive, 9,501 ±

1,024 in early-trained, and 7,828 ± 1,474 in late-trained mice,

and the number of CTB-A555
+ cells in layer 5 cingulate cortex

was 2,687 ± 442 in naive, 3,443 ± 335 in early-trained, and

2,171 ± 399 in late-trained mice. Thus, the cingulate cortex did

not display any anatomical rearrangements induced by training.

In contrast, the density of cortical somatosensory cells projec-

ting to DLS increased in trained mice compared with naı̈ve,

with a significant increase in cortical cell density after late training

(F2,108 = 7.00, p < 0.0001, two-way ANOVA) (Figure 5E). This ef-

fect concerned the two main layers projecting to the striatum:

layer 5 increased by 62% (p < 0.001) and layer 2/3 increased

by 153% (p < 0.05) after late training. The density of CTB-A488
+

cells in layer 2/3 somatosensory cortex was 631 ± 173 in naive,

1,194 ± 144 in early-trained, and 1,596 ± 224 in late-trained

mice, and in layer 5 it was 2,850 ± 260 in naive, 3,237 ± 361 in

early-trained, and 4,578 ± 506 in late-trained mice. In compari-

son, layer 6 projections remained unchanged, which is consis-

tent with the fact that this layer targets mainly the thalamus

(Thomson, 2010).

To go deeper into these anatomical rearrangements, we hy-

pothesized that the increased density of pre-synaptic cortical

cells after late training would be due to a denser axonal arboriza-

tion of cortical terminals. To test this, we injected an AAV-

CaMKII-GFP into the somatosensory cortex and quantified the

axonal density of labeled corticostriatal cells in the striatum

(Figures 5F and 5G). We observed a significant difference in

the density of axonal segments in the striatum after late training

(p = 0.0071). The axonal density was 61.5 ± 7.5 in naive (n = 6

mice) and 103.1 ± 11.2 in late-trained (n = 5 mice) mice (Fig-

ure 5H). In addition, the total length of the axonal segments

was also significantly higher after training (p = 0.0179; total

length in naive, 422 ± 57 mm, and in late, 690 ± 65 mm)

(Figure 5H).

These results demonstrated that the dynamic reorganization

of the DLS after late training is supported by anatomical rear-

rangements of inputs from somatosensory cortex.

Striatal HA cells are necessary for acquisition and
maintenance of motor learning
Because HA cells strongly correlate with individual learning

performance, we investigated whether they were directly
(D andH) Representative EPSPs and representative curves of input/output sub-thr

intensity. Bottom: bar graph of paired EPSP amplitudes for HA and LA cells with the

showed no significant difference.

(E and I) Representative 20 Hz trains of EPSPs and summations of EPSPs in SPNs

ratio of the fourth EPSP compared with the first EPSP for the different frequencies

all tested frequencies. In DLS, significant summation in both HA and LA cells with

(G), and (H) illustrate the recorded pairs of HA/LA cells, but unpaired statistical te

Data on bar graphs correspond to mean ± SEM and whisker-box plots to the me
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responsible for motor skill acquisition and retention. We used a

cFos-TRAP strategy (DeNardo and Luo, 2017; Giannotti et al.,

2019; Josselyn et al., 2015; Tonegawa et al., 2018) to restrict

the expression of hM4Di (silencing DREADD system) selectively

in task-activated cells, to test whether silencing HA cells affects

motor skill learning. We performed control experiments to

confirm that HA cells were indeed cFos-positive cells, i.e., that

they express the immediate-early gene related to high activity

in neurons. First, cFos expression was efficiently induced by

training, since we found a significant increase in the density of

cFos+ cells in DMS after early training and in DLS after late

training with no expression in naive or running mice (Figure S5).

The cFos expression was not dependent on the type of SPN (43

± 4% of D1 SPNs in DMS and 55 ± 6% in DLS) (Figure S5),

showing no apparent selectivity in direct or indirect pathway

involvement. We next tested whether cFos-expressing cells

were matching the HA cells. We used the cFos-TRAP strategy

by co-injecting an AAV-cFos-ERT2-Cre-ERT2-PEST together

with an AAV-DIO-mCherry reporter. Cre-recombinase was acti-

vated by 4-OH-tamoxifen (4-OHT) injection immediately after the

training session, leading to a reliable expression of mCherry in

cFos-expressing cells after 2 weeks (Figure S6). By co-injecting

AAV-GCaMP6f with AAV-cFos-ERT2-Cre-ERT2-PEST and AAV-

DIO-mCherry, we visualized both calcium-identified HA cells and

cFos-expressing cells (Figure S7). The density of cFos-mCherry+

cells was similar to the density of calcium-identified HA cells in

both territories (p = 0.6538 for DMS and p = 0.6623 for DLS),

and the overlap between HA cells and cFos+ cells was high, in

both DMS (78.9% ± 10.0%) and DLS (72.0% ± 8.8%) (Figure S7).

Therefore, the cFos-TRAP strategy was suitable for selectively

targeting and manipulating HA cells.

We used the DREADD system coupled to the cFos-TRAP

strategy to selectively silence DMS or DLS HA cells. Mice were

injected with AAV-cFos-ERT2-Cre-ERT2-PEST and either AAV-

DIO-mCherry or AAV-DIO-hM4Di-mCherry and trained to the ro-

tarod (Figure 6). Expression of either mCherry or hM4Di-mCherry

was allowed by 4-OHT injection at the end of the training (Fig-

ures 6 and S6). On test day, mice were injected with clozapine-

N-oxide (CNO) to activate hM4Di and silence HA cells prior to

testing on the rotarod.

For the investigation of DMS, mice were first trained for 1 day

(day 1) prior to the induction of mCherry or hM4Di-mCherry

expression (Figure 6B) and were tested on day 15 (test day) (Fig-

ure 6C). On day 1, mCherry and hM4Di groups displayed similar

performances (paired t(7) = 5.741, p = 0.0007, for mCherry and

paired t(7) = 3.404, p = 0.0114, for hM4Di) and LIs (t(14) =

0.055, p = 0.9571), showing that the transfection per se had no

effect (Figure 6B). On test day, the mCherry group significantly

increased in performance between first and last trials (paired
eshold response in response to a single stimulation, with increasing stimulation

same intensity of stimulation. DMS showed higher amplitudes in HA cells; DLS

after 20 Hz cortical electrical stimulation. Summary of the temporal summation,

. In DMS, significant summation for LA cells (at 20 Hz) and none for HA cells, for

no significant difference, for all tested frequencies. Connecting lines in (C), (D),

sts were performed as HA and LA cells are independent. *p < 0.05, **p < 0.01.

dian and 25th–75th percentiles (with min to max values).



Figure 5. Motor learning induces anatom-

ical plasticity of corticostriatal projections

to DLS

(A) Middle: cholera toxin B (CTB) injections in the

striatum. CTB-A555 was injected into the DMS and

CTB-A488 into the DLS. Left and right: wide-field

representative images of the injection sites, with

DAPI labeling in blue (scale bars: 1 mm). Insets:

confocal images of CTB-A555-labeled layer 2/3

pyramidal neurons in cingulate cortex and CTB-

A488-labeled layer 5 pyramidal neurons in so-

matosensory cortex (scale bars: 20 mm).

(B and D) Cortical layer distribution of cingulate

cortex labeled with CTB-A555 (B) and somato-

sensory cortex labeled with CTB-A488 (D) (scale

bars: 100 mm).

(C) Quantification of the CTB-A555
+ neurons:

averaged number of cortical cells/mm2 in the

different layers for naive (n = 4 mice), early- (n = 5

mice), or late- (n = 5 mice) trained animals, on

three slices (200 mm apart) per animal. No signif-

icant difference in the number of cortical CTB-

A555
+ cells in the different training conditions was

found.

(E) Quantification of the number of CTB-A488
+

neurons in naive (n = 5mice), early- (n = 4mice), or

late- (n = 4 mice) trained animals. A significant

increase in the somatosensory neuronal density

after late training in layer 2/3 and layer 5 was seen.

There was no effect of training on layer 6 pro-

jections; layer 4 is not presented, as the number of

labeled cells was negligible.

(F) Confocal image of a representative injection

site of AAV-CaMKII-GFP in the somatosensory

cortex (SS cortex). The axons were measured in

the striatum in DLS (scale bar: 100 mm).

(G) Representative confocal images of cortical

axons in striatum in naive (left) or late-trained

(right) animals and the corresponding traced and

quantified axonal segments (scale bar: 50 mm).

(H) Quantification of axonal density (number of

axonal segments/mm2) and axonal length in stria-

tum, in naive (n = 6 mice) and late-trained (n = 5

mice) animals. There are significantly higher num-

ber of axonal segments and higher total length of

axonal segments after training. *p < 0.05,

**p < 0.01, ***p < 0.001. Data on whisker-box plots

correspond to the median and 25th–75th percen-

tiles (with min to max values) and to mean ± SEM

on the graphs.
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t(7) = 6.893, p = 0.0002). In contrast, the hM4Di group had no

improvement (paired t(7) = 1.200, p = 0.2696), with a significantly

lower LI compared with control mice (t(14) = 2.231, p = 0.0168)

(Figure 6C). Importantly, silencing random sub-sets of DMS

SPNs during early training did not affect the performance (Fig-

ure S8).We next assessedwhether silencing DMSHA cells could

also affect late training. We repeated the experiments in mice
trained for 7 days and tested their perfor-

mance on day 21 (test day) (Figures 6D

and 6E). Although the hM4Di group did

not display significant improvement

(paired t(7) = 0.7675, p = 0.4679), in
contrast to the mCherry group (paired t(7) = 2.395, p = 0.0478),

both groups had similar LIs (t(14) = 1.29, p = 0.2175) (Figure 6E).

Together, these results show that DMS HA cells have a central

role in the early phase, but it is not as important during the late

phase of motor skill learning.

We used the same strategy for investigating the behavioral ef-

fect of DLS HA cell silencing (Figures 6F–6J). For the early-
Cell Reports 39, 110623, April 5, 2022 9



Figure 6. Silencing HA cells impairs performance

(A and F) Animals were injected in the DMS (A) or DLS (F) with AAV-cfos-ERT2-Cre-ERT2-PEST and AAV-DIO-mCherry for controls or AAV-DIO-hM4Di-mCherry

for chemogenetic experiments. Confocal images of SPNs expressing mCherry or hM4Di-mCherry are shown (scale bars: 50 mm).

(B and C) Behavioral protocol for early training. Tamoxifen was injected at the end of early training (day 1); and 2 weeks later CNOwas injected at the beginning of

the test day. Performance of the animals on day 1 (B) and test day (C) for mCherry (black, n = 8 mice) and hM4Di (purple, n = 8 mice) groups. Paired latency to fall

for each mouse for first and last trials, before (B) and after (C) induction of mCherry or hM4Di expression in DMS, is shown. Day 1: significant improvement in the

performance for both groups and similar LI. Test day: the mCherry group still improved performance, but the hM4Di group did not and had a significantly lower LI.

(D and E) Behavioral protocol for late training. Tamoxifen was injected after late training on day 7 and CNO was injected at the beginning of the test day. Per-

formance of the mice for day 1 to day 7 (D) and test day (E) for mCherry (black, n = 8 mice) and hM4Di (purple, n = 8 mice) groups. For days 1–7, significant

improvement was seen in the performance between first trials and last trials for both groups, with similar LI. On test day, the mCherry group increased their

performance and the hM4Di group showed no significant difference. LI was similar for both groups.

(legend continued on next page)
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trained mice, the performance and LI of control and hM4Di mice

was not affected at test day (t(14) = 0.42, p = 0.6803) (Figure 6H),

suggesting that DLS HA cells were not involved in the early

phase of learning. We next tested the impact of silencing DLS

HA cells on late training. During the first week of training, both

mCherry and hM4Di groups displayed a significantly increased

performance between first and last trials (paired t(10) = 7.09,

p < 0.0001, for mCherry and t(7) = 5.943, p = 0.0006, for

hM4Di group) and similar LIs (t(18) = 0.81, p = 0.4304) (Figure 6I).

On test day, the mCherry group still displayed a significant in-

crease in performance (paired t(10) = 3.39, p = 0.0068) (Fig-

ure 6J). In contrast, the hM4Di group had strong impairments

in their performance, marked by a significant decrease (paired

t(7) = 2.88, p = 0.024) and a negative LI compared with the con-

trol group (t(18) = 4.11, p = 0.0007) (Figure 6J). Importantly, the

silencing of random sub-sets of DLS SPNs during late training

had no significant effect on the learning, thus confirming the se-

lective role of HA cells for late training (Figure S8). These results

demonstrate that DLS HA cells are necessary in the late stage of

training.

DISCUSSION

We described here spatiotemporal reorganizations revealing

striatal neuronal populations associated with specific phases

of motor skill learning. Early training led to the appearance of

sparse HA cells in the DMS and the start of a spatial restriction

of the striatal cells recruited in the DLS. After late training,

DMS activity returned to a basal-like state, while in DLS, HA cells

became more spatially restricted. These two phases of network

reorganization arose from distinct levels of plasticity: (1) rein-

forcement of synaptic connections from cingulate cortex onto

DMS HA cells and (2) long-lasting anatomical rearrangements

of somatosensory projections in the DLS. Importantly, targeted

silencing of DMS and DLS HA cells impaired performance at

different learning stages and highlighted that DMS early HA cells

might be necessary for motor learning acquisition, and DLS HA

clusters allowed for long-term retention of the motor skill.

Sequential involvement of DMS and DLS network
reorganization during motor learning?
The striatum plays a crucial role during the different phases of

learning, and many studies have described a preferential impli-

cation of DMS in the early phase and DLS in the late phase using

lesions, global recordings, or transcriptional analysis (Bureau

et al., 2010; Costa et al., 2004; Gremel and Costa, 2013; Mata-

males et al., 2020; Packard and McGaugh, 1996; Thorn et al.,

2010; Wachter et al., 2009; Yin and Knowlton, 2006; Yin et al.,

2004, 2006, 2009). Our results show post-training modifications

of DMS networks mainly during the early phase and more pro-

nounced modifications in DLS at the end of the training. In addi-
(G andH) For DLS-injected early-trained groups, performance on day 1 (G) and tes

day 1 and test day, both groups improved in performance, with similar LIs.

(I and J) Performance of the DLS-injected late-trained animals for day 1 to day 7 (I)

(I) Significant improvement in performance between day 1 and day 7 for both grou

performance and hM4Di displayed a significant decrease in performance. LI was

***p < 0.001. Data on whisker-box plots correspond to the median and 25th–75t
tion, silencing of HA SPNs seems to have a pronounced effect in

the early phase for DMS and late phase for DLS. Nevertheless,

our data also show learning-induced network reorganization in

DMS during the late phase and in DLS during the early one. In

DMS, even though the network seems to return to a naive level

after late training, we observed that all network properties were

not identical, for example, the synchronization of calcium re-

sponses. This highlights a long-lasting change in the DMS dy-

namics. In DLS the network reorganization was initiated already

in the early phase, albeit with slighter modifications and no per-

formance correlation, suggesting a gradual increase in its partic-

ipation with extensive training. Recent reports have also

described changes in neuronal activity patterns occurring simul-

taneously in the associative and sensorimotor striatum during

both learning phases (Bergstrom et al., 2018; Kupferschmidt

et al., 2017) and that intermingled activity of DMSandDLS during

learning is even stronger after extensive training (Vandaele et al.,

2019). Thus, the scheme may not be so binary and it should be

regarded as more of a dynamic process by which decline in

DMS activity precedes but overlaps with a gradual increase in

DLS activity. Both striatal regions could thus be engaged long af-

ter initial acquisition, when skilled performance is consolidated.

Dynamic network reorganization in DMS and DLS
Rotarod training induced a transient decrease in the DMS

response to cortical stimulation after early training. This is in

apparent contradiction with previous recordings in DMS

showing an increase in activity (Nonomura et al., 2018; Thorn

et al., 2010; Yin et al., 2009), but recent publications have also

highlighted an inhibition in DMSduring the early phase of operant

conditioning, particularly during lever-press sequences (Van-

daele et al., 2019) and discrimination (Stubbendorff et al.,

2019) tasks. Even though this could be interpreted as a disen-

gagement of DMS, global inhibition could be a mechanism to

reveal HA cells and increase the signal-to-noise ratio in the

corticostriatal DMS network. In both striatal circuits, HA cells re-

sponded similarly regardless of the frequency of cortical stimula-

tion and with higher correlated activity. This suggests that the

reorganization revealed HA cells, which increase the signal-to-

noise ratio and contribute to a better transmission of information,

even for weaker cortical inputs. In DLS, no change, neither in the

mean amplitude of the response nor in the global percentage of

HA cells, occurred but a spatial reorganization leading to a pro-

gressive formation of clustered HA activity. While this clustering

of activity in DLS was not observed after instrumental habitual

behavior (O’Hare et al., 2016), other studies did report the forma-

tion of functional clusters in DLS, which activity was related to

specific action, locomotion, or movement-related events (Bar-

bera et al., 2016; Klaus et al., 2017; Parker et al., 2018). Further

experiments should address if local striatal modulations of the

SPN activity are at play during training. Learning may trigger
t day (H) for mCherry (black, n = 7mice) and hM4Di (purple, n = 8mice). On both

and test day (J) for mCherry (black, n = 11mice) and hM4Di (purple, n = 8mice).

ps, with similar LIs. (J) On test day, the mCherry group increased significantly in

significantly lower for the hM4Di group (p < 0.0001, t test). *p < 0.05, **p < 0.01,

h percentiles (with min to max values).
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modulation of local inhibitory interneurons, which could partici-

pate locally in the different reorganizations we observed in

DMS and DLS. This would be in line with the role in instrumental

learning of low-threshold spiking interneurons in DMS (Holly

et al., 2019) and of fast-spiking interneurons (FSIs) in DLS (Mar-

tiros et al., 2018) and with a stronger response of FSIs than of

SPNs to cortical primary somatosensory stimulation (Johansson

and Silberberg, 2020; Lee et al., 2017).

It should be noted here that limitations of our ex vivo record-

ings are that we were stimulating only a sub-set of all the striatal

cortical inputs and that we were probing network modifications

after training. Thus the spatiotemporal network dynamics

observed could be limited to the projections we stimulated

ex vivo. However, cFos labeling, which is a proxy of in vivo activ-

ity during learning, revealed a high degree of overlap (75%) with

HA cells. Since inhibiting these cells in vivo led to performance

impairment, we can conclude that the spatiotemporal dynamics

observed ex vivo are fundamental to the learning process and are

a good indication of what happens in vivo.

Cortical inputs as important players in the
reorganization
To explore the mechanisms, we focused here on the cortical in-

puts. Corticostriatal synaptic plasticity has been strongly associ-

ated with motor learning (Di Filippo et al., 2009; Koralek et al.,

2012; Lerner and Kreitzer, 2011; Rothwell et al., 2015; Yin

et al., 2009). Therefore, a first possible mechanism was that syn-

aptic weight of cortical inputs could be specifically modified onto

the HA cells. We validated this hypothesis for early DMS reorga-

nization, coherent with a previous report of global potentiation of

synaptic strength in theDMS (Yin et al., 2009) or enhanced in vivo

synaptic activity from the frontal cortex after rotarod early

training (Kupferschmidt et al., 2017). Interestingly, we describe

here changes on HA cells only, and suchmodifications of synap-

tic weight could be coherent with the transitory state of the DMS

HA cells during the early phase. We did not see any synaptic

modifications in the DLS, while other studies reported long-last-

ing postsynaptic modifications after late training (Koralek et al.,

2012; Rothwell et al., 2015; Yin et al., 2009). The differences

with our findings may arise from the different experimental

conditions used, such as the site of stimulation; in striatum, it

is unspecific to all cortical afferents, as opposed to specific stim-

ulations of the cingulate-DMS and sensorimotor-DLS pathways

in our study. Also, in our experiments, we compared cortical con-

nections to HA and LA cells within the same training condition,

while in these studies the comparison was made between

different training conditions.

Another hypothesis was that anatomical plasticity could ac-

count for the reorganization of corticostriatal networks. Axonal

growth/modification has been suggested as a plausible mech-

anism for learning and memory formation (Chklovskii et al.,

2004; Sampaio-Baptista et al., 2013; Zatorre et al., 2012). We

saw an increase in the number of somatosensory cortical

neurons projecting to DLS after motor learning. This was asso-

ciated with an increased axonal density in the somatosensory-

DLS pathway specifically after late training. The increased

number of cortical cells would be caused by increased axonal

sprouting rather than new axonal projections. We propose
12 Cell Reports 39, 110623, April 5, 2022
that the enhanced cortical connectivity is acting as a mecha-

nism that reveals DLS HA cells after training. Nevertheless,

our experiments do not allow us to distinguish whether the

increased cortical connectivity was targeting more HA or LA

cells. Procedural and motor skill learning was associated with

axonal growth in other pathways (Scholz et al., 2015).

Learning-induced axonal plasticity occurred as early as

11 days after a single-pellet reaching task training in areas adja-

cent to the motor cortex (Sampaio-Baptista et al., 2013) and af-

ter 5 days of associative motor learning in the adult cerebellum

(Boele et al., 2013). Thus, these time scales are comparable to

our observations of increased axonal projections after 7 days of

training. Once formed, the motor skill is thought to be encoded

within the sensorimotor loops, including the DLS; these long-

lasting anatomical modifications could be responsible for the

maintenance of the skill within striatal networks.

HA cells part of a subcortical motor memory trace?
The DMS and DLS HA cells were sparse, were activated by mo-

tor skill learning, and underwent either synaptic modifications or

increased cortical inputs, respectively, and loss-of-function ex-

periments demonstrated that they were necessary for proper

memory retrieval. One could thus imagine that HA cells could

be part of learning-related SPNs, similar to the engram cells

described in hippocampus, amygdala, or cortex (Josselyn and

Tonegawa, 2020; Rao-Ruiz et al., 2019). One original aspect is

that the percentage of HA cells is negatively correlated with

behavioral performance, showing that there is variability in size

between animals correlated with performance. This could

mean that learning leads to a decrease in the noise in the network

with a limitation of the cells involved in motor learning. DMS and

DLS HA cells would play different roles, since DMS HA cells

appear only after early training and do not seem to bemaintained

after late training, indicating that they are important for the for-

mation of the memory, but that the determinant long-term

engram cells would be the clusters in DLS, as they are long-

lasting.

The modulation of striatal activity has been correlated with

many aspects ofmotor control and learning, such as locomotion,

vigor, motivation, and movement in the selection of an action or

concatenated actions (Gremel and Costa, 2013; Jin and Costa,

2010; Jurado-Parras et al., 2020; Klaus et al., 2017; Markowitz

et al., 2018; Parker et al., 2018; Smith and Graybiel, 2013; Thorn

et al., 2010). It will be important in the future to try to reconcile the

different behavioral paradigms in motor learning and use their

specificities to refine our understanding of the different compo-

nents necessary to form a given skill.

Limitations of the study
Our aim here was to examine how motor learning was encoded

and maintained within striatal population activity patterns during

the different phases of learning. To answer this question, we

probed corticostriatal activity ex vivo after training. This allowed

the identification of populations of neurons that had undergone

learning-induced plastic events and the study of how this

affected the transmission of cortical information, which is critical

for this type of learning. A limitation of this approach is that, on

one hand, we remained unable to determine whether the
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changes we observed in the dynamics occur during or after

training and, on the other hand, since SPNs in the striatum are

quiescent, we had to electrically stimulate the cortex to study

their activity, removing the possibility of assessing the overall in-

fluence of natural stimuli in the spatiotemporal reorganization

observed. These limitations could be overcome in the future by

alternative approaches allowing recording throughout the

learning process.
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EXPERIMENTAL MODELS AND SUBJECT DETAILS

Mice
C57BL6 mice (Mus musculus) of 1.5 to 4 month-old and Drd1-TdTomato mice of both sexes were used and housed in temperature-

controlled rooms with standard 12 hours light/dark cycles and food and water were available ad libitum. Every precaution was taken

tominimize stress and the number of animals used in each series of experiments. All experiments were performed in accordancewith

EU guidelines (directive 86/609/EEC) and in accordance with French national institutional animal care guidelines (protocols #8241

and #29200).

METHOD DETAILS

AAVs
Adeno-associated viruses (AAVs of serotype 1, 5 and 8) were used to express different genes in striatal cells. AAV5-syn-GCaMP6f-

WPRE-SV40 was purchased from UPennCore (PA, USA), the AAV8-cFos-ERT2-Cre-ERT2-PEST-no WPRE from Stanford Gene

Vector and Virus Core (CA, USA) and AAV5-hSyn-Cre, AAV5-hSyn-DIO-hM4D(Gi)-mCherry, AAV5-hSyn-DIO-mCherry or AAV1-

CaMKII-eGFP were purchased from Addgene (MA, USA).

Stereotaxic injections
Stereotaxic intracranial injections were used to deliver AAVs or CTB (Cholera Toxin B) in striatum. Mice were anesthetized with 2.5%

isoflurane and placed in a stereotaxic frame (Kopf). Under aseptic conditions, the skull was exposed and leveled and a craniotomy

wasmadewith an electric drill. The viruses (z 1012 genomic copies permL) were injected through a pulled glass pipette (pulled with a

P-97 model Sutter Instrument Co. pipette puller) using a nanoinjector (World Precision Instruments, Germany). The pulled glass

micropipette was slowly lowered into the brain and left 1 min in place before starting the injection of the virus at an injection rate

of 100 nL per min. A volume of 400 nL of the viruses was enough to infect a large proportion of DMS or DLS. The injections targeted

the DMS at coordinates AP + 1.1mm, ML 1.2, DV - 1.9 and the DLS at AP - 0.3, ML 2.3, DV - 2.45. Following injections, we waited

5 min before raising the pipette out of the brain. To minimize dehydration during surgery mice received a subcutaneous injection of

1mL of sterile saline. Postoperatively mice were monitored on a heating pad for 1 h before being returned to their home cage. Mice

were then monitored daily for 4-5 days. Behavioural and/or imaging experiments started 15 to 20 days after injection, a period suf-

ficient to allow for a good expression of AAVs. We observed similar expression of GCaMP6f in all striatal neurons in DMS or DLS in

injected mice with viral vectors.

Retrograde tracing studies
Retrograde tracerCholera toxin subunit (CTB) pre-labelledwith anAlexa-488 (CTB-488) or Alexa-555 fluorophore (CTB-555) (0.25 mg/ml

dissolved in saline; Thermo-Fisher Scientific) was used to retrogradely label cortical neurons projecting toDMSorDLS. In order to study

learning-induced changes in the density of cortical neurons projecting to each striatal territory,micewere injected in the left hemisphere

with 400 nL of CTB-A555 in DMS and 400 nL of CTB-A488 in DLS in naive animals or one day after early or late training. 5 days after ste-

reotaxic injections mice were perfused transcardially with PFA 4 % and brains were removed and sliced as described in the immuno-

histochemistry section. Fifty micrometers coronal slices were obtained using a cryostat (Microm HM 560, ThermoScientific). Coronal

sections spanning the whole striatum (1.70 mm to -2.18 mm AP from Bregma, according to Paxinos Atlas) were incubated for 2 h

with 1:4000 DAPI, then rinsed 3 times in PBS and mounted with Dako fluorescent mounting medium (Agilent) on microscope slides.

Axonal tracing studies
AAV1-CaMKII-eGFP was injected the somatosensory cortex to label cortical neurons and to determine whether learning induced

changes in the corticostriatal axonal density. The injection conditions were reproducible in targeting the somatosensory cortex, al-

lowing us to compare the axonal density between the naı̈ve and trained animals. The reproducibility of the injections is corroborated

by the similar distributions for both groups (Figure 5H). Mice were injected with 300nL of virus, diluted to have sparse labelling. The

injection targeted the left somatosensory cortex at coordinates: AP - 0.3, ML 3.7, DV - 1.6. Two weeks later, mice were either late-

trained, or remained naı̈ve. Mice were sacrificed at the end of training and brains were removed and sliced as described in the immu-

nohistochemistry section. Fifty micrometers horizontal slices were incubated for 15min with 1:4000 DAPI, then rinsed 3 times in PBS

and mounted with Dako fluorescent mounting medium (Agilent) on microscope slides.

Behavioral training
An accelerating rotarodwas used as amotor skill learning paradigm (Panlab). In the days prior to the training,micewere acclimated to

the room and to handling. For each trial the mouse was placed on the moving rod at the constant speed of 4 rpm. The rotation of the

rod was then increasing from 4 to 40 rotations per min over 300 s (Kupferschmidt et al., 2017; Yin et al., 2009). Each trial ended when

themouse fell off the rod or when the 300 s had elapsed. There was a resting period of 300 s between trials. Animals were trained with

10 trials per day for either 1 day (early training) or 7 days (late training). This training protocol was previously described as a reliable

test formotor skill learning or procedural learning (Buitrago et al., 2004; Costa et al., 2004; Kupferschmidt et al., 2017; Yin et al., 2009).
Cell Reports 39, 110623, April 5, 2022 e2
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Tamoxifen induced expression
Mice were injected as previously described with AAV8-cFos-ERT2-Cre-ERT2-PEST and AAV-hSyn-DIO-mCherry or AAV5-hSyn-

DIO-hM4D(Gi)-mCherry. Two weeks later, mice were trained on the accelerated rotarod (early or late training) and right after injected

intraperitoneally with 4-Hydroxytamoxifen (4-OHT; Sigma-Aldrich) (50 mg/kg) to induce recombination. Expression of the floxed

AAVs was allowed for 2 weeks and after this time mice were injected with Clozapine-N-Oxide (CNO, i.p., 3 mg/kg) 30 minutes before

training. Brains were extracted 2 hours after training for histological characterization.

Ex vivo two-photon imaging and multi-patch-clamp recordings
Brain slice preparation

Two weeks after AAVs injections, and after rotarod training, brain slices preserving DMS and DLS with their cortical inputs coming

from sensory and cingulate cortex respectively were prepared as previously described (Fino et al., 2005, 2018). Animals were anes-

thetized with isoflurane before extraction of the brains.We prepare brain slices (300 mm) using a vibrating blademicrotome (VT1200S,

Leica Microsystems, Nussloch, Germany). Brains were sliced in a 95% CO2 and 5% O2-bubbled, ice-cold cutting solution contain-

ing (in mM) 125 NaCl, 2.5 KCl, 25 glucose, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 1 pyruvic acid, and then transferred into the

same solution at 34�C for one hour and then moved to room temperature.

Two-photon calcium imaging

Genetically-encoded Ca2+ indicator GCaMP6f was used for calcium imaging of somas of striatal cells. GCaMP6f was expressed with

recombinant AAVs injected in DMSor DLS. Two-photon calcium imagingwas performed at 940 nmwith a TRiMScope II system (LaV-

ision BioTec, Germany) using a resonant scanner, equipped with a 20x/1.0 water-immersion objective (Zeiss) and coupled to a

Ti:Sapphire laser (Chameleon Vision II, Coherent, > 3W, 140 fs pulses, 80MHz repetition rate). The average power of the laser emitted

was set at�40-50mWon sample. Fluorescence was detected with a GaAsP detector (Hamamatsu H 7422-40). Scanning and image

acquisitions were controlled with Imspector software (LaVision BioTec, Germany) (15.3 frames per second for 1024 x 1024 pixels,

between 50 to 150 mm underneath the brain slice surface, with no digital zoom). Typical field of view for calcium imaging was 392

x 392 mm.

Cortical stimulation protocols

Electrical stimulations were applied with a bipolar electrode (MicroProbes, USA). For DMS recordings, stimulating electrode was

placed in the layer 5 of cingulate cortex from para-sagittal slices, and for DLS recordings, it was placed in the layer 5 of somatosen-

sory cortex from horizontal slices, as previously described (Fino et al., 2018). Electrical stimulations were monophasic at constant

current (Iso-Flex, AMPI, Science Products). Single cortical stimulations or trains of stimulations were delivered; trains consist of 5

stimulations delivered at different frequencies (5, 10, 20, 50 Hz). Single or trains of stimulations were applied at 0.1 Hz, a frequency

for which no short- or long-term changes are observed (Fino et al., 2005). Single stimulation duration ranged from 0.1 to 1 ms, for

subthreshold and suprathreshold activity (for calcium imaging experiments). The results shown in Figures 1 and S1 were obtained

at 20 Hz, as this frequency was eliciting a reliable response.

Electrophysiological recordings

Whole-cell patch-clamp recordings of SPNs were performed with borosilicate glass pipettes (5-8 MU) containing (mM): 127

K-gluconate, 13 KCl, 10 HEPES, 10 phosphocreatine, 4 ATP-Mg, 0.3 GTP-Na, 0.3 EGTA (adjusted to pH 7.35 with KOH). Slices

were continuously superfused with the extracellular solution containing (mM): 125 NaCl, 2.5 KCl, 25 glucose, 25 NaHCO3, 1.25

NaH2PO4, 2 CaCl2, 1 MgCl2, 10 mM pyruvic acid bubbled with 95 % O2 and 5 % CO2. Slices were visualized under a microscope

(Slicescope Scientifica, London, UK) with a 5x/0.15 objective for the placement of the stimulating electrode and a 20x/1.0 water-im-

mersion objective for localizing cells for whole-cell recordings. SPNs were distinguished from other striatal neurons such as interneu-

rons based on morphology and/or passive and active membrane properties (Fino and Venance, 2011). Signals were amplified using

EPC10-2 amplifiers (HEKAElektronik, Lambrecht, Germany). Current-clamp recordings were filtered at 2.5 kHz and sampled at 5 kHz

and voltage-clamp recordings are filtered at 5 kHz and sampled at 10 kHz using the program Patchmaster v2x32 (HEKA Elektronik).

Recordings were performed at 32-35�C to maintain physiological temperature conditions.

Immunohistochemistry
Quantification of cFos expressing striatal cells was done by immunohistochemistry targeting cFos. Two hours after the end of the

training, mice were deeply anaesthetized with Dolethal (2 mL/kg) injected intraperitoneally, then transcardially perfused with first

phosphate buffered saline (PBS) and finally 4% paraformaldehyde (AntigenFix, Diapath). Following perfusion, brains were postfixed

in 4%paraformaldehyde for 24 hours at 4�C. Brains were washedwith PBS 1X and then incubated in a 30% (wt/vol) sucrose solution

at 4�C until they sank. Next, they were placed in a mold with OCT and kept at �80�C. Twenty-four hours before slicing, brains were

placed at �20�C. Forty micrometers coronal slices were obtained using a cryostat (Microm HM 560, ThermoScientific). Slices were

kept in a cryoprotective solution at�20�C. Coronal sections were blocked with PBST (PBSwith 0.3% Triton X-100) with 5% (vol/vol)

normal goat serum for 1 h 30 and then incubated with the first primary antibody at 4�C for 24 h (rabbit anti-c-Fos 1:500, Synaptic

Systems #226003). The next day, slices underwent three 10 min wash steps in PBS, next they were incubated for 2 h with secondary

antibodies (1:200 AlexaFluor 488 anti-rabbit, Invitrogen). Finally, slices underwent three more 10 min wash steps in PBS, followed by

mounting and coverslipping with Dako fluorescent mounting medium (Agilent) on microscope slides.
e3 Cell Reports 39, 110623, April 5, 2022
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Drugs
Clozapine-N-oxide (Bio-Techne SAS) was first dissolved in dimethylsulfoxide (DMSO, Sigma, final concentration 25 mg/mL), then ali-

quoted and stored at �20�C. For intraperitoneal injections, frozen aliquots were put at room temperature, and then further diluted in

0.9 % sterile saline solution to a final concentration of 0.3 mg/mL. The solution was delivered intraperitoneally (3 mg/kg) and, after the

injection, the animals were placed back in the home cage for 30 min before the start of the experiment. 4-Hydroxytamoxifen (4-OHT)

was dissolved by sonication for about 15 minutes (until total dissolution) in 10 % EtOH / 90 % corn oil at 40�C to get a final concen-

tration of 5 mg/ml. Mice were injected with 50 mg/kg of 4-OHT (200 mL). 4-OHT was prepared on the same day of the experiment.

QUANTIFICATION AND STATISTICAL ANALYSIS

Behavior
The time to fall (latency) from the accelerating rotarod was recorded to measure the performance of the animals in the motor skill

learning. In accordance with previous studies (Buitrago et al., 2004; Yin et al., 2009) trial 1 and 2 data are pooled as first trials and

trial 9 and 10 data pooled as last trials for each day. We computed a learning index (LI) (Buitrago et al., 2004; Kupferschmidt

et al., 2017) by subtracting first trials from last trials of Day1 for early training, and first trials of Day 1 and averaged trials of

Day 7 for late training (last part of the plateau at the end of the training). The averaged values of the LI were calculated for all

tested animals (in the different experimental sections) and were 35.1±5.6 for early training (n= 21 mice) and 48.9±6.3 for late

training (n= 40 mice). Animals with LI equal or superior to these values were considered to have learned the task and used

for further analysis.

Immunohistochemistry
Images were acquired using a confocal microscope (LSM710, Zeiss, Germany). Z-stacks (20-30 mm) with 2 mm step size were ac-

quired in DMS or DLS with a 20x/0.8 objective. Concerning the cFos immunostainings, we quantified the density of cFos expressing

neurons in 3mice per condition. For eachmouse, we acquired Z-stacks on 2-3 different coronal slices on the anteroposterior axis per

territory (DMS and DLS) in one or two hemispheres. Each Z-stack was first filtered using a White Top Hat Morphological filter

(MorphoLibJ plugin, FIJI software). Then, 3D object counter plugin was applied on the Z-stack obtained, with a Threshold set to

25 and a size filter set to 200 to remove low signal and small objects. Finally, one plane from the Z-stack was taken and 2 or 3 fields

(400 x 400 mm) were used to determine the density of cells with high cFos expression. The quantification of mCherry+ and hM4Di-

mCherry+ cells was done in fields of 400 x 400 mm to be compared with the number of HA cells we observed in DMS and DLS

(Figures 1 and S6). We quantified the number of cells with automatized detection using FIJI software in 2-5 mice per condition (no

tamoxifen, mCherry+ and hM4Di-mCherry+ for cFos-cre virus and mCherry+ and hM4Di-mCherry+ for hSyn-cre virus), in 2-3

different coronal slices on the anteroposterior axis and within 2-3 fields of 400 x 400 mm per slice.

CTB quantification
For the quantification of CTB-555+ cells in cingulate cortex (Cg - > DMS projections) and CTB-488+ cells in somatosensory cor-

tex (Somatosensory - > DLS projections), 3 slices per region for each animal were imaged with a microscope slide scanner (Axio

Scan.Z1, Zeiss, Germany) with a 20x /0.8 objective. The analysis was performed blindly to the training conditions. Analysis of the

CTB-555+ cells in cingulate cortex was performed for slices spanning 1.2 mm to 0.2 mm AP from Bregma according to Paxinos

Atlas, and for CTB-488+ cells in somatosensory cortex from -0.1 mm to -1.1 mm. Quantification of striatal projecting neurons

was performed over all the cingulate and somatosensory cortex layers for each slice using the ‘Cell Counter’ plugin by Kurt

De Vos (University of Sheffield, UK) (FIJI software). For cell counting, we only considered cells in which the soma was distinguish-

able for showing its nucleus labelled with DAPI. For each slice, cortical area was delimitated based on Paxinos Atlas, then we

used DAPI staining to identify the layering in each cortical region. Density values per layer for each slice were obtained dividing

the total number of neurons by the area of the cortical layer in which it was present. These density values per slice for each an-

imal were normalized to the corresponding total area of the injection site (Figure S4). To obtain the total area of the injection site

for each animal, all slices containing fluorescence from the injections were imaged with an inverted microscope (AxioObserver7

microscope, Zeiss, Germany) with a 5x /0.15 objective. Then for each slice a region of interest delineating the injection site was

drawn and its area was measured using FIJI software. The total area of injection site was calculated as the sum of all the area

measured/animal.

Axonal density quantification
Cortical axons were imaged in the striatum using a confocal microscope (LSM 800, Zeiss, Germany) with a 20x/0.8 objective.

Z-stacks of 30mmwith 0.5mm step size were taken for both naı̈ve and late-trained conditions. First a standard deviation intensity pro-

jection wasmade on each stack. After enhancing local contrast (CLAHE in FIJI with a maximum slope = 3), one to three 400 x 400 mm

ROIs were used in each field for analysis. The ‘Neuroanatomy-SNT’ plugin in FIJI was used to trace axonal segments to quantify their

number and measure their length. Each visible axon was selected and counted. Quantification were done in 1-3 horizontal slices on

the dorsoventral axis per animal and within 1-3 fields of 400 x 400 mm per slice.
Cell Reports 39, 110623, April 5, 2022 e4



Article
ll

OPEN ACCESS
Calcium imaging analysis
GCaMP6f fluorescence signals were analysed with custom-built procedures using R3.5.2 in RStudio environment. The analysis was

performed blindly to the training condition and by different experimenters. Several semi-automatic algorithms have been developed

for Region of interests (ROIs) identification but we found that they were not robust enough to identify all the neurons in the striatum.

We thus manually selected ROIs based on morphology using FIJI software. Then we extracted mean grey values and (x, y) coordi-

nates for each ROI/slice. Calcium recordings were 700-1000 frames long (around 1 min) and included 7-9 stimulations of cortical

afferents (Figure S1). Let x(t) be the averaged intensity values of pixels in the ROI at time t for one cell. DF/F is obtained using

y(t) = (x(t) - x0) / x0, where x0 is the mean value of the 50% lowest values in the last 10 s. DF/F was then filtered with a Savitsky-Golay

filter of order 3 on sliding windows of 7 frames (0.458 s). For each cell, the amplitude of response to cortical stimulations was calcu-

lated by averaging DF/F for 5 responses (stimulations #2 to #6). To this aim, fluorescence signals were extracted for each cell on

windows of 40 frames (2.6 s) centered on the time of the first maximal amplitudes of DF/F (peaks) detected on cells after stimulus

(Figures S1E and S1F). Within this time window, for each response, the start and the peak were detected. The amplitude of response

was measured as a Delta between the values from the start and the peak points. A cell was defined as active if its amplitude of

response was above a threshold defined as M+2SD, with mean (M) and standard deviation (SD) calculated individually for each

neuron through the whole recordings; below this threshold, the cell was considered as inactive (Figures S1E and S1F). The color

codedmapswere extractedwith themeasure of each cell amplitudewithin the field of view and inactive cells are represented in white

(Figures S1G and S1H). We distinguished responses from SPNs and other cell types of striatal neurones thanks to a cell-sorting

method based on calcium responses we previously developed (Becq et al., 2019). We are thus confident that the majority of the cells

analysed were SPNs.

To extract the highly active (HA) cells population, we used two different methods. First, to normalize the activity throughout the

training conditions, we applied a thresholding analysis using the average of the response amplitude in naive animals as reference

(calculated from all SPNs in Naı̈ve animals for each frequency and each territory). The group containing the cells with the highest

amplitude (superior to the threshold) was defined as the HA cells and represents X% of cells in the slice. Second, to explore whether

clusters of activity (HA cells restricted in space) were observed in striatal networks after learning, we used a k-means analysis. This

analysis considered both the amplitude of response and the x,y position of each cell within the field and each animal is considered

independently. Cells were first sorted by their amplitude of response (HA cells) and then, by the inter-distances between the HA cells.

In that case, k the optimal number of groups was defined using the ‘elbowmethod’, by visual inspection of the plot, of the function to

compute total within-cluster sumof squares with k varying from 1 to 10 and determining the inflection point of the curve. Therewas no

significant difference in k between training conditions. The group containing the cells with the highest amplitude was defined as the

HA cells cluster and contains X% of cells in the slice. The cluster area was computed using the convex hull formed by the cluster HA

cells. The cluster area percentage was obtained as the HA area relative to the total area of the field (area of the convex hull from the

active cells at the edges of the field of view). Both analyses showed a change in amplitude in different training conditions and no

spatial re-organization in DMS, while in DLS, there was no change in amplitude in the different groups but a strong spatial reorga-

nization with the formation of clusters.

Pairwise correlations were computed using Pearson’s correlation between signals extracted on windows of 40 frames (2.6 s)

centered on the time of the firstmaximal amplitudes ofDF/F (peaks) detected on cells after stimulus. Examples of correlationmatrices

for one slice, representing the pairwise correlations between cells in HA and LA cells are given in Figures S3E and S3F.

Electrophysiology
Electrophysiological properties of striatal neurons were quantified as follows. Input resistance (Ri) was measured by repeated cur-

rent injections (-20 pA, 500 ms) and frequency was measured for current steps +30 pA above AP threshold. Whole cell recordings

were not analyzed if the input resistance was varying more than 20 % throughout the recordings. Cortically-evoked single EPSP

amplitude ranged from 1 mV to 30 mV. SPNs were held at their physiological membrane potential, in average -78.2±0.3 mV (n= 41)

and there was no statistical difference in the holding membrane potentials between the different experimental conditions. We as-

sessed short-term dynamics of cortically-evoked excitatory post-synaptic potentials (EPSPs) with trains of stimulation. We

measured short-term temporal summation by measuring the total amplitude of each EPSP (from baseline to the peak of the

response) and normalizing it to the amplitude of the first EPSP. In a subset of experiments combining different frequencies, the

normalized amplitude corresponded to the ratio between the fourth EPSP of the train compared to the first one. We compared

the effect for each EPSP of the train and the fourth one was chosen as a representative. Spiking probability was measured as

the occurrence of a single action potential induced by a single cortical stimulation of the cerebral cortex. Spiking probability

was measured at a stimulation intensity giving around 50 % spikes for the LA cells and the corresponding spiking probability

for the same stimulation intensity for HA cells. We repeated 6 to 8 trials to calculate the averaged spiking probability. The latency

to spike was the time between the electrical stimulation and the peak of the action potential. Data analysis was carried out in Fit-

master (HEKA Elektronik, Germany).

Statistical analysis
The data are presented and plotted as mean ± SEM (unless otherwise stated), where SEM refers to standard error of the mean.

Data on whisker-box plots correspond to the median and 25th–75th percentiles (with min to max values).p values are represented
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by symbols using the following code: * for p< 0.05, ** for p< 0.01, *** for p< 0.001. Exact p values and statistical tests are stated in the

figure legends or in the core of the manuscript. Statistical analysis is performed using Prism 5.0 (GraphPad, San Diego, USA) or R

environment. The sample size for the different sets of data is mentioned in the text or in the respective figure legends. Normality

of each data set was checked using D’Agostino and Pearson’s test. Statistical significance was assessed using Student’s t-test

or Mann-Whitney’s U-test and Wilcoxon’s signed rank test for unpaired and paired data, respectively. One-way Anova was used

to compare all the effects together in DMS and DLS between the different training conditions. Pearson correlation was used for rela-

tionship between cluster size and learning index. Two-way Anova followed by Bonferroni post-hoc test was used to compare

different parameters (calcium dynamics, anatomical modifications) evolving throughout the training conditions, electrophysiological

I/O curves, short-term plasticity and learning curve in different treatment conditions.
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