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Abstract

Gradient-based optimization algorithms, where gradient information is extracted using adjoint equations, are efficient but can quickly slow down when applied to unsteady and nonlinear flow problems. This is mainly due to the sequential nature of the algorithm, where the primal problem is first integrated forward in time, providing the initial condition for the adjoint problem, which is then integrated backward. In order to address the sequential nature of this optimisation procedure parallel-in-time algorithms can be employed. However, the characteristics of the governing equations of interest in this work, and in particular, the divergence-free constraint (incompressibility effect) as well as the nonlinearity and the unsteadiness of the flow, make direct application of existing parallel-in-time algorithms less than straightforward. In this work, we introduce a parallel-in-time procedure, applied to the integration of the adjoint problem, which addresses all the existing constraints and allows quick access to local gradients. The performance of the proposed algorithm is assessed for both steady and unsteady actuation; in both cases it readily outperforms the sequential algorithm.
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1. Introduction

Numerical simulations of multiphysics and multiscale phenomena in fluid mechanics have advanced remarkably over the past decades, and complex physical processes can now be simulated with an astonishing degree of fidelity and accuracy. While it is important to be able to simulate such complex flows with increasing degree of confidence, it is just as crucial to be able to extract relevant optimization and control strategies dedicated to improving performance and efficiency. Although advances in computing capability and software have made computational fluid dynamics (CFD) a valuable tool in determining control strategies in a limited number of applications (including aero-acoustics and shape optimization), as of yet, the application of high-fidelity control strategies to ever more complex systems of equations remains vastly unexplored and resorts systematically to reduced-order models [1, 2]. While effective in their own right, these models are unable to describe the full range of dynamics of the system and their potential coupling under various operating conditions. In many applications, a control strategy based on detailed simulations is required. Among the two general classes of optimization algorithms, (i) gradient-based and (ii) derivative-free, the former, when applicable, proves to be the most efficient. It will be the focus of this study. Originally arising as part of a design algorithm for fluid systems [3, 4, 5, 6], adjoint methods have been applied to aero- and thermo-acoustic applications [7, 8] (dominated by linear dynamics), and to nonlinear systems [9, 10, 11]. Gradient-based optimization techniques have also been incorporated into reactive and multi-phase simulations [12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. While very efficient and flexible, these algorithms still suffer from a great many challenges.

Recently, challenges encountered in the application of gradient-based techniques to extract control strategies in the presence of turbulence have been tackled, and promising results have been reported in [22, 23, 24]. In particular, Vishnampet et al. [25] proposed an exact space-time discrete-adjoint formulation able to predict the gradient at all turbulent scales with reduced cost and
effort. This method has been extended to chemically reacting mixtures in the work of Capecelatro et al. [26, 16, 27, 28], allowing the optimization of chaotic configurations, albeit over short time horizons.

On the algorithmic side, on the other hand, a key challenge is associated with the unsteadiness of the flow and the integration of the reverse problem. The evolution of the adjoint variable is governed by a linear, variable-coefficient dynamical system with a general structure similar to the forward problem, except that the adjoint is integrated backward in time. The variable-coefficient nature of the adjoint equations dictates that the solution of the forward integration is needed at each time step of the adjoint problem. This solution must be either stored in memory or recalculated from forward solutions at specifically chosen time instants, referred to as checkpoints. In large scale high-fidelity simulations, relevant in engineering applications, many time steps are usually required for each forward integration, leading to excessive memory requirements to store the solutions. Checkpointing schemes in which only a small number of time steps is stored provide a remedy. In this approach, the solution is stored at carefully chosen checkpoints, and during the backward integration of the adjoint equations, the discarded intermediate solutions are then restored by starting anew the forward integration from the respective checkpoint. Various checkpointing algorithms exist which aim to optimize the number of stored points in memory and the time required for the respective forward integration to access the intermediate solutions [29]. In unsteady cases, the use of checkpointing algorithms increases the computational costs nearly by a factor of three. In addition, the overall time to solution increases proportionally, since these operations (forward and backward integrations) are executed sequentially. While the cost of the calculation cannot be circumvented (adjoint equations need to be solved in order to gain access to derivative information), strategies can be adopted to reduce the overall time to solution, such that, ideally, once the forward problem has reached the final time, the gradient is also available simultaneously. One way of reducing the total time to solution is using parallel-in-time algorithms.

Time-parallel integration has been an active area of research, which started
with the pioneering work of Nievergelt [30]. The existing space-time parallel methods can be divided into four main categories: (i) methods based on multiple shooting, (ii) methods based on domain decomposition and waveform relaxation, (iii) methods based on multigrid, and (iv) direct time-parallel methods [31]. While most of these efforts concentrated on accelerating the integration of the direct (forward) simulations, some efforts also considered incorporating a direct-adjoint optimization procedure, such as Maday et al. [32] and Skene et al. [33]. Here, we will concentrate on accelerating the adjoint equations using a parallel-in-time approach introduced by Gander and Gütteil [34]. While the applicability of this parallel-in-time methodology to adjoint-based optimization has been analyzed by Skene et al. [33], and multiple possible algorithms have been suggested, the system of equations considered here add multiple layers of intricacy which have not been addressed in previous studies. One such challenges is due to the complexity of the problem, i.e. the nonlinear unsteady Navier-Stokes equations, compared to Burgers’ equation studied previously. However, the main difficulty is due to the algebraic-differential nature of the governing equations (owing to the divergence-free constraint), which makes the application of the exponential time integrator nontrivial and also leads to an algebraic formulation of the adjoint equations. For the parallel-in-time strategy to be relevant for real scale applications, these underlying issues need to be properly addressed, thus motivating the work presented here.

The paper is organized as follows. Section 2 gives an overview of adjoint-based optimization methods, section 4 describes the parallel-in-time procedure. The governing equations and the numerical framework are introduced in section 3. Finally, results of our study are presented in section 5, and conclusions from our work are offered in section 6.

2. Adjoint-based framework

In this section, a methodology for the evaluation of the gradient of a general cost function based on the adjoint equations is presented. In what follows, we
consider general algebraic-differential equations, linked to the formulation of the incompressible Navier-Stokes equations. For a detailed classification of various differential equations and their respective adjoint equations see Cao et al. [35].

In the context of control and optimization problems, the variables solved during the forward integration are referred to as the state variables (denoted \( q \)). In addition to the state variables, a set of parameters, \( g \), is also defined as the control or design variables. The cost functional, \( J \), refers to a functional expression based on the state and control variables that is ultimately optimized (i.e. minimized or maximized). Finally, a set of constraints is described by governing equations and side conditions that the state and control variables have to satisfy. Therefore, the resulting optimization problem can be formally stated as follows:

\[
\min_{g} \quad J(q, g), \quad \text{where} \quad J(q, g) \equiv \int_{0}^{T} J(q, g, t) \, dt, \tag{1.1}
\]

\[
\text{s.t.} \quad F(q, \dot{q}, g, t) = 0 \quad \text{for} \quad 0 \leq t \leq T, \quad \text{and} \quad G(q(0), g) = 0, \tag{1.2}
\]

where \( t \) is the time, \( T \) stands for the integration time, \( \dot{q} \) denotes the temporal derivative of the state vector, \( F \) represents the nonlinear differential operator, and the function \( G \) has been introduced to allow for initial conditions that depend on the vector of design parameters \( g \). In the context of derivative-based optimization, we are interested in computing the gradient of the cost functional with respect to the parameters \( g \). Fréchet-differentiating equations (1.1) and (1.2) with respect to \( g \), we arrive at

\[
\frac{dJ}{dg} = \int_{0}^{T} \left( \frac{\partial J}{\partial q} \frac{dq}{dg} + \frac{\partial J}{\partial g} \right) dt, \tag{2.1}
\]

where the sensitivity \( dq/dg \) is determined by

\[
\frac{\partial F}{\partial q} \frac{dq}{dg} + \frac{\partial F}{\partial \dot{q}} \frac{d\dot{q}}{dg} + \frac{\partial F}{\partial g} = 0 \quad \text{for} \quad 0 \leq t \leq T, \quad \text{and} \quad \frac{\partial G}{\partial q(0)} \frac{dq(0)}{dg} + \frac{\partial G}{\partial g} = 0. \tag{2.2}
\]

Evaluating the gradient \( dJ/dg \) in equation (2.1) requires solving for the sensitivity \( dq/dg \) using equation (2.2), which necessitates the resolution of a linear equation for each parameter \( g_i \). It can be readily established that the computational cost of evaluating the gradient using the above equations is directly
proportional to the number of design variables in $g$, and, as the number of parameters increases, this direct approach reaches its limit. For this reason, an alternative strategy is required. An efficient procedure for the computation of sensitivities in a high-dimensional design space lies in the construction and use of adjoint equations. To this end, an auxiliary functional known as the augmented Lagrangian is defined as

$$\mathcal{L}(q, g, \lambda, \lambda_0) = J(q, g) - \int_0^T \lambda^T \mathbf{F}(q, \dot{q}, g, t) \, dt - \lambda_0^T \mathbf{G}(q(0), g),$$

where the superscript $(\cdot)^\dagger$ denotes the conjugate transpose and $\lambda(t)$ and $\lambda_0$ are the so-called Lagrange multipliers or adjoint variables. Note that if the constraints in equation (1.2) hold, the value of the Lagrangian and the cost functional coincide, together with their respective gradients, for an arbitrary choice of $\lambda(t)$ and $\lambda_0$. We next look for specific choices of these variables such that the cost of computing the gradient $d\mathcal{L}/dg (= dJ/dg)$ is independent of the number of design variables. We hence consider

$$\frac{d\mathcal{L}}{dg} = \frac{dJ}{dg} - \int_0^T \lambda^T \left( \frac{\partial \mathbf{F}}{\partial q} \frac{dq}{dg} + \frac{\partial \mathbf{F}}{\partial \dot{q}} \frac{d\dot{q}}{dg} + \frac{\partial \mathbf{F}}{\partial g} \right) \, dt - \lambda_0^T \left( \frac{\partial \mathbf{G}}{\partial q(0)} \frac{dq(0)}{dg} + \frac{\partial \mathbf{G}}{\partial g} \right)$$

and substitute equation (2.1) into equation (4). Integrating by parts the term $\lambda^T \left( \frac{\partial \mathbf{F}}{\partial \dot{q}} \frac{d\dot{q}}{dg} \right)$ we arrive, after some manipulations, at

$$\frac{d\mathcal{L}}{dg} = \int_0^T \left[ \left( \frac{\partial J}{\partial q} - \lambda^T \frac{\partial \mathbf{F}}{\partial q} + \frac{\partial}{\partial t} \left( \lambda^T \frac{\partial \mathbf{F}}{\partial \dot{q}} \right) \right) \frac{dq}{dg} + \frac{\partial J}{\partial g} - \lambda_0^T \frac{\partial \mathbf{G}}{\partial q(0)} \right] \, dt - \lambda_0^T \left( \frac{\partial \mathbf{G}}{\partial q(0)} \frac{dq(0)}{dg} + \frac{\partial \mathbf{G}}{\partial g} \right).$$

We notice that the gradient $d\mathcal{L}/dg$ can be made independent of $dq/dg$ by setting

$$\frac{\partial J}{\partial q} - \lambda^T \frac{\partial \mathbf{F}}{\partial q} + \frac{\partial}{\partial t} \left( \lambda^T \frac{\partial \mathbf{F}}{\partial \dot{q}} \right) = 0 \text{ for } 0 \leq t \leq T,$$

$$\lambda^T(T) \frac{\partial \mathbf{F}}{\partial \dot{q}} \bigg|_T = 0,$$

and

$$\lambda^T(0) \frac{\partial \mathbf{F}}{\partial q} \bigg|_0 - \lambda_0^T \frac{\partial \mathbf{G}}{\partial q(0)} = 0.$$
We also note that the adjoint equation constitutes an algebraic-differential equation. The backward solution in effect provides gradient or sensitivity information for an optimization problem, using the optimality condition (referred to as the Karush-Kuhn-Tucker (KKT) equation) that links the result from the adjoint evolution equation to an optimal control strategy. Finally, the gradient reads

\[
\frac{dJ}{dg} = \int_0^T \left( \frac{\partial J}{\partial g} - \lambda^t \frac{\partial F}{\partial g} \right) dt - \lambda^t_0 \frac{\partial G}{\partial g}.
\]  

(7)

Solving simultaneously for \( g, q(t) \) and \( \lambda(t) \) using equations (1.2), (6), (7) and setting \( dJ/dg = 0 \) leads to the so-called one-shot method. For the case of numerical simulations of unsteady flows, the resulting problem becomes computationally intractable due to the large dimensionality of the resulting system. For this reason, an iterative approach is usually preferred, where the evolution equations for the forward (equation (1.2)) and backward problems (equation (6)) are solved exactly, and the condition \( dJ/dg = 0 \) is solved iteratively. This approach produces an increasingly optimal design or control effort, as the direct and adjoint equations are solved repeatedly. Since the adjoint equations are inherently linear, the application of parallel-in-time techniques is rather straightforward. Section 4 will therefore illustrate the application of one such parallel-in-time algorithm to the temporal evolution of the adjoint equation in order to reduce the computational effort for each optimization iteration.

3. Governing equations

In this section, the differential-algebraic equations that arise from the spatial discretization of the Navier–Stokes equations for incompressible flow are presented. Without loss of generality, we consider the projection-based immersed boundary method introduced by [36] as implemented in [37]. This method is proposed for incompressible flows over obstacles with prescribed surface motion. Following this approach, the physical domain is modified by embedding these obstacles and introducing localized volume forces at their boundaries such that
the respective boundary conditions are satisfied. In continuous form, we have

\begin{align*}
\frac{\partial u}{\partial t} + u \cdot \nabla u &= -\nabla p + \frac{1}{Re} \nabla^2 u + \int_B f(\xi(s,t)) \delta(\xi(s,t) - x) \, ds, \\
\nabla \cdot u &= 0, \\
u(\xi(s,t)) &= \int_\Omega u(x,t) \delta(\xi(s,t) - x) \, dx = u_B(s,t),
\end{align*}

\quad (8.1)
\quad (8.2)
\quad (8.3)

on the domain \( \Omega \times [0, T] \), together with the initial conditions at \( t = 0 \), given by

\( u(x,0) = u_0 \), and suitable boundary conditions at \( \partial \Omega \). In the above, \( u \) and \( p \) are the non-dimensionalized velocity vector and kinematic pressure, respectively, and \( Re \) denotes the Reynolds number. The last term in equation (8.1) represents the contribution of the localized forces \( f \) at the surface of the obstacles \( B \) described by \( \xi(s,t) \) and \( \delta \) denotes the Dirac delta function. Similarly to the role of the pressure \( p \) in fulfilling the incompressibility constraint, equation (8.2), the localized forces \( f \) are introduced such that the velocity field at the boundary of the surfaces coincides with the prescribed value \( u_B(\xi,t) \) (equation (8.3)). In the following, we consider initial and boundary conditions that are parameterized by the vector of design variables \( g \) that we seek to optimize according to a given objective function.

Equations (8.1)–(8.3) are then discretized in space using a finite-volume method on a Cartesian grid with a staggered arrangement for the velocity and pressure variables. A set of Lagrangian points is introduced at the surface of the obstacles, and the boundary forces are then applied on these points to satisfy the no-slip constraint along the surface of the immersed bodies. In particular, we have

\begin{align*}
F(g, \dot{q}, q, t) &\equiv \begin{pmatrix} M \dot{u} + N(u, g) + Q \phi - Lu + b_1(g) \\ Q^\dagger u + b_2(g) \end{pmatrix} = 0 \text{ for } 0 \leq t \leq T, \\
0 &\equiv u(0) - u_0(g),
\end{align*}

\quad (9.1)
\quad (9.2)

where \( u \) and \( \phi = (p, f)^T \) are now the discrete representation of the velocity, pressure and boundary forces, respectively. In the above, \( M \) is the mass
matrix, $N(u, g)$ is the discrete advection operator and $L$ represents the discretized diffusion operator. The operator $Q$ stands for the discretized gradient and interpolation operators that are respectively applied to the pressure and the localized forces. Finally, the boundary terms $b_1$ and $b_2$ arise from the spatial discretization of the diffusion operator and the constraints, i.e. incompressibility and no-slip boundary condition at the obstacles. Note that in the above equations the dependency on the design variables has been indicated explicitly. The above system of equations can be recast into the form given in equation (1.2) by introducing the state vector $q = (u, \phi)^T$. The temporal discretization of the governing equations (forward problem) is carried out using the implicit Crank-Nicolson method for the viscous terms and the explicit second-order Adams-Bashforth scheme for the convective terms. The reader is referred to [36] for further details.

3.1. Adjoint equations

Traditionally, adjoint equations are derived from the continuous equations by applying a variational principle to the unconstrained optimization problem and setting the first variations with respect to all involved dependent variables to zero. This results in governing equations for the direct (original) and for the adjoint variables, together with appropriate boundary conditions, initial conditions, and optimality expressions, which subsequently have to be discretized and implemented [38 39 40]. This process, in particular for complex governing equations and/or optimization objectives, is rather cumbersome and error-prone. Alternatively, the spatially discretized equations (e.g. resulting from the application of the method of lines) can be used and processed by automatic-differentiation (AD) software to produce an associated adjoint code [41]. This approach often leads to overly inflated, and thus very inefficient and ultimately impractical, codes. Recently, Fosas de Pando et al. [42] implemented and validated an approach that extracts linearized and adjoint information directly from a nonlinear simulation code. Following this approach, the nonlinear modules are linearized and trans-conjugated, such that by producing the adjoint of a directed
acyclic graph (a simple reversal procedure), the adjoint solution is produced. In this manner, the adjoint information is simply extracted from the already existing nonlinear simulation code, avoiding significant additional programming effort, and exploiting the discretization schemes of the original solver, causing it to execute as efficiently (and parallel) as the original code; the adjoint code is simply embedded in the nonlinear simulation code. In addition, modifications to the code, such as the addition of reactive-flow simulation capabilities, are automatically reflected on the adjoint side by local differentiation of the added modules/subroutines, usually by means of a complex-step differentiation. This strategy has shown great promise in reducing trailing-edge noise and improving airfoil shape design in an aeroacoustic application [42] as well as extracting the mechanism governing the frequency response of an M-flame to the surrounding acoustic wave [15], and has been adopted here for extracting the discretized adjoint equations.

Using the discrete form of the equations presented in [6], the adjoint equations, following the formalism presented in [6], are

\[
\begin{align*}
M \frac{d\tilde{u}}{dt} - \left( -L + \frac{\partial N}{\partial u} \right) \tilde{u} - Q\tilde{\phi} + \frac{\partial J}{\partial u} &= 0, \\
-\frac{Q^T}{\tilde{u}} + \frac{\partial J}{\partial \phi} &= 0 \text{ for } 0 \leq t \leq T, \\
\text{and } \tilde{u}(T) &= 0.
\end{align*}
\]

(10.1), (10.2), (10.3)

Note that the adjoint variable is \( \lambda^T = (\tilde{u}^T \tilde{\phi}^T) \), where \( \tilde{u} \) and \( \tilde{\phi} \) are, respectively, the adjoint velocity field and adjoint pressure and localized forces. In the derivation, it has been taken into account that \( M \) is independent of time and the operators \( M \) and \( L \) are symmetric. The adjoint equations are again a system of differential-algebraic equations, and they are integrated backwards in time starting from \( t = T \) once the forward (direct) solution has been computed. With the two equations solved, the cost-functional gradient is given by

\[
\frac{dJ}{dg} = \int_0^T \left( \frac{\partial J}{\partial g} - \tilde{u}^T \left( \frac{db_1}{dg} + \frac{\partial N}{\partial g} \right) - \phi^T \frac{db_2}{dg} \right) dt + \tilde{u}^T(0)M \frac{du_0}{ dg}.
\]

(11)
4. Parallel-in-time algorithm

A brief account of the development and implementation of various parallel-in-time algorithms can be found in [31]. Following the overlapping time-domain decomposition method developed by Gander and Gütteil *Paraexp* [34], the time domain of a linear initial-value problem is decomposed into smaller segments of constant size $\Delta T$, and the problem is separated into subproblems on overlapping time intervals. Figure 1 represents schematically the integration of the initial-value problem using the *Paraexp* algorithm on three different time partitions, assigned to three different threads $p = 1, 2, 3$. Each subproblem is subsequently split into homogeneous and inhomogeneous components. The inhomogeneous problems (red) with zero initial conditions are simultaneously solved in the corresponding time partition $t \in [T_{p-1}, T_p]$. The inhomogeneous solution at the end of each time segment is then used as initial conditions for the homogeneous problems (blue), which are then integrated on $t \in [T_p, T]$, where $T$ signifies the final time horizon. The final result is a superposition of the final solutions of each segment.

Integrating the homogeneous problem in time can be expensive and time consuming, therefore, fast time integrators are essential in order to speed up the process. In *Paraexp*, this speed up is obtained by using exponential time integrators to solve the homogeneous subproblems.

![Figure 1: Overlapping time decomposition of an initial-value problem into four inhomogeneous problems with zero initial guess (solid red curves) and four homogeneous problems (dashed blue curves), the latter are exponentially propagated. The solution of the original problem is obtained by summation of all these curves [34].](image-url)
Paraexp shows great promise due to the following advantages: this method performs particularly well if the existing inhomogeneity is difficult to integrate, which is a common scenario in complex unsteady flows. In addition, it allows the use of any existing serial time integration method. Moreover, this direct method is non-iterative and requires a single communication between threads at the end of the algorithm. As a result, the achieved parallel efficiency is higher than the maximal achievable parallel efficiency of the (Krylov-enhanced) parareal algorithms, and in particular the algorithm by Farhat et al. [13] for linear initial-value problems, which require more than a single iteration in general. Although Paraexp has been mainly applied to linear systems, an extension of the algorithm to a simplified nonlinear problem is now also available [44]. Due to these advantages, this method is employed in this study for time-parallelism of the adjoint equation.

Parallel-in-time algorithms have been mostly employed in accelerating the primal (forward) problem. Some applications to the optimization procedure are also available, in particular, in the recent work of Skene et al. [45], where algorithms are proposed based on the linear Paraexp algorithm developed by Güttel [34] and its extension to nonlinear partial differential equations (PDE)s by Kooij [46]. In their study Skene et al., investigated various strategies of accelerating both the forward (nonlinear) problem and the backward (linear) problem by using various combinations of Paraexp in its linear and nonlinear forms. Their findings, however, show that based on the form of the nonlinear forward problem the fully time-parallel algorithm can prove less effective due to the number of iterations required to converge the nonlinear version of the algorithm. Therefore, in this work, we concentrate on accelerating the linear part of the optimization algorithm concerned with time integration of the adjoint equations with algebraic constraint, resulting in a hybrid serial-direct-parallel-adjoint algorithm.

For this purpose, we consider the generic optimization problem \( (1) \), with equation \( (1.2) \) representing the direct problem and equation \( (6) \) denoting the
Figure 2: A schematic of a direct-adjoint loop with three threads, using a parallel-in-time procedure. Solid lines indicate the forward evolution of the direct equation (top) and backward integration of the inhomogeneous adjoint equations on the three threads (bottom). Once the direct and inhomogeneous adjoint equations are solved, the direct solution is communicated (see red lines) to each thread to initialize the homogeneous adjoint equation. This equation is then solved up to $T_0$ (see dashed blue lines) by each thread.
corresponding adjoint problem. The direct problem is solved in serial on \( p \in \{1, \ldots, N\} \), while accounting for appropriate time partitioning \( t \in [T_{p-1}, T_p] \), and the adjoint problem is split into its homogeneous and inhomogeneous components, as previously described in the \textit{Paraexp} algorithm. The resulting inhomogeneous algebraic adjoint equations, in general form, are solved backward in time by thread \( p \in \{N, \ldots 1\} \) on \([T_p, T_{p-1}]\),

\[
\frac{\partial J}{\partial q} - \lambda^\dagger_{I,p} \frac{\partial F}{\partial q} + \frac{\partial}{\partial t} \left( \lambda^\dagger_{I,p} \frac{\partial F}{\partial \dot{q}} \right) = 0 \tag{12.1}
\]

\[
\lambda_{I,p}(T_p) = 0, \tag{12.2}
\]

where \( \lambda_{I,p} \) is the inhomogeneous adjoint solution for thread \( p \). A schematic of the algorithm is given in figure 2, while a pseudo-code is presented in algorithm 1. The direct problem is integrated forward in time on thread \( p \) up to \( T_p \). The last time solution \( q(T_p) \) is then communicated to the next thread (figure 2a) is used as the initial condition to continue the forward integration of the direct problem on the corresponding time partition. While thread \( p + 1 \) is solving the direct problem, the preceding threads solve the inhomogeneous adjoint problems (12.2), with zero initial condition, on \( t \in [T_p, T_{p-1}] \) (figure 2b).

Following this scheme, when the direct problem is solved by the last thread \( p = N \), the inhomogeneous equations are almost completely solved on the antecedent time partitions (figure 2c). A non-uniform time partitioning is used to ensure the simultaneity of the solutions of the direct and adjoint inhomogeneous problems, thus preventing latency between threads. The analytic expression for the time partition is given by

\[
T_p = T \left( \frac{1 - \left( \frac{k}{k+1} \right)^p}{1 - \left( \frac{k}{k+1} \right)^N} \right), \tag{13}
\]

where \( T_p \) is the final time of thread \( p \), \( T \) denotes the total time horizon, \( N \) stands for the number of threads and \( k = \tau_I^\dagger / \tau_I \) represents the ratio between the time taken per time unit for the inhomogeneous adjoint and the direct solver. Further details on the time partitioning can be found in [15].
Once the inhomogeneous equation is integrated down to $T_{p-1}$ by thread $p$, this thread initializes and solves the homogeneous problem, given below, for the time partition $[T_{p-1}, 0]$,

$$- \lambda_{H,p}^\dagger \frac{\partial F}{\partial q} + \frac{\partial}{\partial t} \left( \lambda_{H,p}^\dagger \frac{\partial F}{\partial \dot{q}} \right) = 0,$$

(14.1)

$$\lambda_{H,p}(T_{p-1}) = \lambda_{I,p}(T_{p-1}),$$

(14.2)

with $\lambda_{H,p}$ the homogeneous adjoint solution for thread $p$, and $\lambda_{I,p}(T_{p-1})$ the solution at the final time of the inhomogeneous adjoint problem, here used as the initial condition.

The resolution of the adjoint problem requires the knowledge of the direct state at each time step. While the inhomogeneous equation is solved on the same time partition as the forward problem and maintains the same discretization scheme, the homogeneous equation is solved on $[0, T_{p-1}]$. Due to the time partitioning previously described, the generic thread $p$ does not have access to the full direct solution up until $T = 0$. This solution must therefore be distributed to all threads, resulting in an unavoidable increase of time to solution. To reduce this one-time cost, each thread communicates a fraction of the direct solution to all. The submatrices are then stacked together and used by each thread to perform a linear interpolation on the coarser exponential time grid (figure 2e). The $N - 1$ homogeneous adjoint equations are solved simultaneously (figure 2f).

An alternative way to circumvent memory cost, associated with the storage and communication of the forward solution, involves checkpointing algorithms, where only a small number of time steps are stored. Following this approach, the direct equation is integrated in time, saving the solution only at the checkpoints chosen by the underlying algorithm [47]. The direct-adjoint loops are then solved using the parallel-in-time algorithm between checkpoints, saving all intermediate solutions. The values of the cost functional and gradient can be computed between checkpoints, further reducing memory cost. The incorporation of checkpointing schemes on the proposed parallel-in-time algorithm
is straightforward, and its performance using equispaced checkpoints has been studied in detail in [45]; it therefore will not be addressed here.

The total time to solution, excluding the use of checkpointing, is thus

\[ T^N = T\tau_I + (T_N - T_{N-1})\tau_I^\dagger + T_{N-1}\tau_H^\dagger, \]

(15)

where \( N \) is the number of threads, \( \tau_I \) the time to solution needed per time unit to solve the inhomogeneous direct equation, and \( \tau_I^\dagger \) and \( \tau_H^\dagger \) are the time to solution needed per time unit to solve the inhomogeneous and homogeneous adjoint equations, respectively. The efficiency of this parallel-in-time algorithm crucially relies on the minimization of the last two terms in (15), representing the time needed to solve the inhomogeneous adjoint problem on the last time partition and the time to solve the homogeneous adjoint problems. As observed in figure 2d, the non-uniform time partitioning assigns a smaller time interval to the last thread, so that the time required to solve the inhomogeneous adjoint on this time partition is ensured to be negligible. Finally, the cost associated with the resolution of the homogeneous adjoint problems can be reduced using an exponential time integrator, as implemented in Paraexp. Exponential time integrators and their extensions to algebraic differential equations will be discussed in detail in section 4.1.

The original Paraexp computes the total solution as a superposition of the solution computed by each thread, however, in cases where the size of the problem is large, the resulting communication can become rather expensive. When applied to the adjoint equation, the knowledge of the total solution is required only to compute the gradient. As a result, the partial gradients can be computed locally by each core using the optimality condition (11) and finally distributed to all threads and summed. This approach is employed both for the gradient and the value of the cost functional and reduces the size of the communication considerably.

The application of this parallel-in-time strategy to the problem of interest to this work, presented by equation (10.3), results in the following semidiscrete
inhomogeneous and homogeneous set of equations (for a generic thread $p$) respectively,

$$\begin{align}
    M^\dagger \ddot{u}_{I,p} + \left( N_u(u)^\dagger - L + b_{1,u}(u, g) \right) \dot{u}_{I,p} + Q \tilde{\phi}_{I,p} + J_u^I &= 0 \quad (16.1) \\
    Q^\dagger \dot{u}_{I,p} - J^\phi \tilde{\phi}_{I,p} &= 0 \quad \text{for } T_{p-1} \leq t \leq T_p, \quad \text{and} \quad \lambda_I(T_p) = 0, \quad (16.2)
\end{align}$$

and

$$\begin{align}
    M^\dagger \ddot{u}_{H,p} + \left( N_u(u)^\dagger - L \right) \dot{u}_{H,p} + Q \tilde{\phi}_{H,p} &= 0 \quad (16.3) \\
    Q^\dagger \dot{u}_{H,p} &= 0 \quad \text{for } 0 \leq t \leq T_{p-1}, \quad \text{and} \quad \lambda_{H,p}(T_{p-1}) = \lambda_{I,p}(T_{p-1}), \quad (16.4)
\end{align}$$

where discrete operators have been introduced in equation (10.3), the subscripts $I$ and $H$ denote the inhomogeneous and homogeneous adjoint variables, respectively, and subscript $p$ indicates the thread.

4.1. Exponential time integrators

As mentioned in the previous section, the bottleneck of time acceleration using the proposed parallel-in-time procedure is the cost associated with integrating the homogeneous problem on each thread (Algorithm 1 line 16). Exponential time integrators can be employed to reduce this cost due to their superior accuracy with a minimal number of time-steps, and are directly applicable since the solution of the homogeneous problems can be expressed analytically in terms of the matrix exponential of the state-matrix.

Exponential integrators rely on numerical approximations of the matrix exponential in order to perform time-stepping. Considering a general form of a linear initial value problem, and the corresponding initial condition

$$\begin{align}
    \frac{dq}{dt} &= Aq \\
    q(0) &= q_0, \quad (17)
\end{align}$$

the solution of this equation can be expressed in terms of the matrix exponential of the state matrix as

$$q = \exp ([\Delta t] A) q_0, \quad (18)$$
Algorithm 1 Parallel-in-time direct-adjoint loop

Input: $q(0)$, $g$, $T$, $N$

Output: $J(q, g)$, $dJ/dg$

1: Compute $k = \tau_i^I/\tau_I$
2: Define $N$ non uniform time partitions for $t \in [0, T]$ using equation (13)
3: for $p = 0, \ldots, N - 1$ do
4: \hspace{10mm} if $p > 0$ then
5: \hspace{20mm} Wait to receive $q_{p-1}(T_p)$ from thread $p - 1$ \hspace{10mm}▷ communication
6: \hspace{20mm} end if
7: \hspace{10mm} Solve direct problem (1.2) on $[T_p, T_{p+1}]$
8: \hspace{20mm} if $p < N - 1$ then
9: \hspace{30mm} Send $q_p(T_{p+1})$ to thread $p + 1$ \hspace{10mm}▷ communication
10: \hspace{20mm} end if
11: \hspace{10mm} Solve inhomogeneous adjoint problem (12) on $[T_{p+1}, T_p]$
12: end for
13: Scatter a fraction of the direct solution to all \hspace{10mm}▷ communication
14: for $p = 1, \ldots, N - 1$ do
15: \hspace{10mm} Interpolate direct solution on $[0, T_p]$
16: \hspace{10mm} Solve homogeneous adjoint problem (14) on $[0, T_p]$
17: \hspace{10mm} Stack $\lambda_{H,p}$ and $\lambda_{I,p}$ to form full adjoint solution
18: \hspace{10mm} Compute cost functional on each thread $p$, $J_p(q_p, g)$
19: \hspace{10mm} Compute gradient on each thread $p$, $dJ_p/dg$
20: end for
21: Sum cost $J(q, g) = \sum_p J_p$ \hspace{10mm}▷ communication
22: Sum gradient $dJ/dg = \sum_p dJ_p/dg$ \hspace{10mm}▷ communication
where $A$ is the system state matrix (or Jacobian). Here, matrix $A$ is assumed to be time independent. Direct access to $A$ becomes challenging as the dimension of the discretized problem increases. In such cases the exponential matrix is approximated directly using two categories of methods: projection-based methods and polynomial-interpolation-based methods. Projection-based methods approximate the matrix exponential on the orthogonal, lower-dimensional Krylov subspace of $A$ [48], using the Arnoldi algorithm [49, 50].

The homogeneous algebraic adjoint equation presented in (14) has to be reformulated for an exponential time integrator to be applicable. An additional projection procedure needs to be devised to include the constraint in equation (14.1) and to reformulate the equation in the form of a partial differential equation presented in (17) (without a constraint).

The divergence-free constraint of the incompressible formulation of the governing equations, along with the constraint formed by no-slip conditions on the immersed boundaries makes the application of such schemes non-trivial. To accommodate these constraints, the momentum equation must be reformulated [51]. To this end, the semi-discrete homogeneous adjoint system given in (16.3) and (16.4), for a generic process $p$, with appropriate initial conditions, multiplied by $Q^\dagger M^\dagger - 1$ and differentiated with respect to time, gives

$$Q^\dagger \dot{\tilde{u}}_{H,n} = Q^\dagger M^\dagger - 1 (L - N_u(\tilde{u}_n)^\dagger) \tilde{u}_{H,n} + Q^\dagger M^\dagger - 1 Q \tilde{\phi}_{H,n}$$

(19.1)

$$Q^\dagger \tilde{u}_{H,n} = 0 .$$

(19.2)

Substituting (19.2) in (19.1) and solving for $\tilde{\phi}_{H,n}$, results in

$$\tilde{\phi}_{H,n} = - (Q^\dagger M^\dagger - 1 Q)^{-1} Q^\dagger M^\dagger - 1 (L - N_u(\tilde{u}_n)^\dagger) \tilde{u}_{H,n} .$$

(20)

This formulation for $\tilde{\phi}_{H,n}$ is then used in (19.1) to get the projection of the momentum equation into the subspace defined by the constraints (19.2). The homogeneous adjoint equation (16.3) and its projected initial condition are then rewritten as

$$\dot{\tilde{u}}_{H,n} = P (L - N_u(\tilde{u}_n)^\dagger) \tilde{u}_{H,n}$$

$$\tilde{u}_{H,n}(T_p) = P \tilde{u}_{In}(T_p) .$$

(21)
with the associated projection operator
\[
P = \left[ M^\dagger - M^\dagger Q \right] \left( Q^\dagger M M^\dagger Q \right)^{-1} Q^\dagger M^\dagger .
\] (22)

Using this projection \cite{21} allows the application of an exponential integrator. It should however be noted that the right-hand side of equation (21) depends on time, whereas the system matrix \( A = P \left( L - N_n^u(u_n)^\dagger \right) \) is considered to be independent of time. In order to use the exact solution given in \cite{18}, the transconjugate advection operator \( N_n^u(u_n)^\dagger \) is updated at each time iteration and is considered piecewise-constant in time. The accuracy of the method is further discussed in section \[5\]. To avoid excessive memory costs, the approximation of the matrix exponential is accomplished by Krylov projection, which allows a matrix-free implementation. Additionally, the computation and storage of the projection operator in (22) is not practical. Therefore, a fractional step method \cite{52} has to be added to the Arnoldi algorithm every time the product \( Av_j \) needs to be computed (see algorithm 2).

Algorithm 2 Arnoldi algorithm

1: Given \( v_1 \), with \(|v_1| = 1\)
2: for \( j = 1, \ldots, m \) do
3: \hspace{1em} for \( i = 1, \ldots, m \) do
4: \hspace{2em} \( h_{ij} = (Av_j, v_i) \)
5: \hspace{1em} end for
6: \( w_j = Av_j - \sum_{i=1}^{j} h_{ij} v_i \)
7: \( h_{j+1,j} = ||w_j|| \)
8: \hspace{1em} if \( h_{j+1,j} = 0 \) then
9: \hspace{2em} stop
10: \hspace{1em} end if
11: \( v_{j+1} = w_j / h_{j+1,j} \)
12: end for
5. Results

In this section, the performance of the parallel-in-time adjoint algorithm is presented using a selection of cases, from drag reduction of a flow around a cylinder to reducing pressure loss across a blade using boundary control. In the first case, steady actuation is imposed using immersed boundary forces and in the second case, unsteady actuation is performed at a domain boundary, introducing new challenges for the parallel-in-time algorithm, which will be discussed in the following. The efficiency of the parallelization and the decrease of the computational cost has been evaluated for a single gradient extraction (one direct-adjoint loop).

The parallel-in-time algorithm has been implemented in the incompressible Navier-Stokes solver [37] using the MPI for Python package [53]. The subroutine has been structured to return only the values of the cost function and gradient and remains independent of the choice of a descent algorithm. In what follows, we used the L-BFGS-B method as implemented in the scipy.optimize.minimize class from SciPy [54]. In order to provide a fair comparison of the time-to-solution for the serial and parallel mode, the convergence of the descent algorithm has been fixed by equalizing the maximum number of iterations in both cases.

5.1. Temporal Energy Growth – examining the exponential time integrator

Before discussing the performance of the parallel-in-time optimization algorithm, the convergence of the Krylov-based exponential time integrator is assessed and compared to the original explicit second-order Adams-Bashforth method. As mentioned in the previous sections, the exponential time integrator is applied to the homogeneous part of the equation only. Therefore, the optimization problem has to be designed such that the resulting adjoint equation becomes homogeneous and can be integrated by either integration method independently. Optimizing the initial condition of the forward flow solver, such that an energy norm, $G(T)$, at a selected time $T$ is maximized offers an ideal
test case. In this approach, the optimization procedure aims at maximizing the ratio between an energy norm at $t = T$ and $t = 0$, resulting in the following cost functional

$$J(q, g) = \frac{(g \cdot g)}{\langle q(T) \cdot q(T) \rangle}$$

(23)

where $g = q(0)$ is the control parameter (the optimal initial condition), and the energy is computed with a simple $L_2$-norm, using the full state vector. Since the cost functional does not depend on the time evolution of the forward problem, the first term of the adjoint equation (6) is equal to zero, resulting in a homogeneous problem. The exponential integrator can therefore be used to propagate the entire equation backward in time.

![Figure 3: Convergence history of time integrators: (black) Explicit Adam-Bashforth method; (red) Krylov-based exponential Euler method.](image)

The optimization is applied to a case of a lid driven cavity at $Re = 1000$ on a very short time interval in order to analyze the convergence of the two time integrators. It should be noted, however, that due to the presence of the convection term (a nonlinear operator), the solution of the adjoint problem is dependant on the forward problem. In order to remove the errors due to the forward integration of the primal problem from the convergence of the adjoint equation,
the primal problem is integrated once using the most refined $\Delta t$. This solution is then stored and used to linearize the advection operator for the adjoint equations when the time step is increased. The convergence results obtained using the exponential integrator and the explicit Adam-Bashforth method are displayed in figure 3. The $L_2$-error is computed using the difference between the final solution of the adjoint equation $q^1(0)$, from each time integration, and the reference solution, from a highly refined simulation. The optimization is performed without time parallelism, in order to focus on the time integrator. The errors due to the parallel-in-time algorithm will be assessed in the following sections.

This figure shows the explicit Adam-Bashforth method converging with a first-order slope, which is less than the expected second-order convergence. This deterioration is caused by the presence of immersed boundary forces and the use of fractional step to solve the direct problem. As expected, the exponential integrator shows a convergence rate that increases when $\Delta t$ is refined. This behavior allows the use of a coarser time-step without affecting the accuracy of the final solution.

5.2. Drag reduction – steady actuation

The first system considered here is the two-dimensional flow around a cylinder at $Re = 200$. This regime is characterized by the appearance of a von Kármán vortex street, and the vorticity contours of the uncontrolled case are shown in figure 4a along with the immersed boundary points defining the surface of the cylinder. The spatial discretization of the domain must be uniform and refined in the proximity of the cylinder to ensure the stability of the solution [55], and the arc length $\Delta s$ between the Lagrange points are selected to be equal to the size of the neighboring cells $\Delta x$, as shown in figure 4b. The system is discretized over a Cartesian non-uniform staggered grid of size $n_x = 382 \times 382$ and the surface of the cylinder is defined by $n_{IB} = 96$ Lagrangian points. The dimension of the state vector, including the immersed boundary points, is $n = 437581$, where $n = n_u + n_v + n_p + 2n_{IB}$ represents, respectively, the dimension of the discretized
horizontal and vertical velocity, along with the pressure on the Cartesian grid, as well as horizontal and vertical velocities on the surface points.

The evolution of the drag coefficient is shown in figure 5. As expected in this regime, after the initial transient, the drag coefficient converges to the average value of 0.0187 with oscillations of amplitude 0.0005 and a frequency corresponding to the shedding frequency of the cylinder $St = 0.196$. Once the simulation reaches steady state, $t \approx 41$, the optimization procedure is initiated and carried out over five shedding periods – the longest time horizon achievable without resorting to checkpointing algorithms.

A blowing/suction control is induced on the surface of the cylinder, allowing the vertical and horizontal velocities at each Lagrangian point to act as actuators. A smoothing filter is applied on the resulting velocity profiles to avoid discontinuities between neighboring points. The discrete cost functional is then defined as the sum of the squares of the drag coefficient $C_d = 2f_x$, where $f_x$ are the dimensionless boundary forces in the streamwise direction. In addition, a penalization of the control variables $g$ is added to keep their value sufficiently small, resulting in

$$
\mathcal{J}(\mathbf{q}, \mathbf{g}) = \frac{1}{T} \int_0^T C_d^2 \, dt + \alpha \|\mathbf{g}\|^2.
$$

(24)
Figure 5: Drag coefficient $C_d$, with the red line signifying the location where actuation starts, $t = 41\, s$.

<table>
<thead>
<tr>
<th>$g = 0$</th>
<th>$g = g_{\text{opt}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J(q, g)$</td>
<td>3.987</td>
</tr>
</tbody>
</table>

Table 1: Value of the cost functional before and after the actuation process.

The solution of the optimization process is presented in figure 6. The resulting velocity profile (shown along the surface of the cylinder for clarity) in figure 6a shows blowing and suction effects on the back of the cylinder. The actuation results in a reduction of the objective functional $J(q, g)$ and of the amplitude of the drag coefficient oscillations in time $C_d(t)$, respectively presented in table 1 and figure 6b. The actuation reduces not only the average drag but also the amplitude of the oscillations around this average. There is a slight change in the frequency of the oscillations due to the steady actuation.

The performance of the parallel-in-time algorithm is shown in figure 7. Here, the total time to solution is represented for both the serial and the parallel cases.

For a direct comparison, no checkpointing algorithm is included (the solution of the forward integration at each time-step is accessible on memory). As a result, the time necessary to integrate the adjoint equation “in serial” is the same as that of the forward problem, leading to twice the cost. To assess the performance of the algorithm with respect to problem size, we consider two spatial grids of dimension $n_x = 382 \times 382$ and $n_x = 252 \times 382$, resulting in
Figure 6: The resulting actuation and cost functional. (a) Profile of the boundary velocities (red) projected on the cylinder surface as a reference (black). (b) Drag coefficient $C_d$ without the actuation (black) and with the optimal control (red).

Figure 7: Performance of the parallel-in-time algorithm (red line) compared to the serial counterpart (black line) reported for a single iteration of the optimization loop, using steady control.
two state vectors of dimensions $n = 437581$ and $n = 289877$, respectively. To compare the results obtained for the two cases, the figure has been normalized according to the total time needed to solve the direct-adjoint loop in serial.

The figure shows that, for both cases, using the parallel-in-time algorithm, the time needed to compute the gradient converges to a value very close to the time needed for simply solving the direct problem, as the number of threads is increased. In other words, the value of the cost functional and the gradient are obtained almost at the same time as the end of the forward integration, resulting in a reduction of 70% of the total time of the optimization process. Though the algorithm has been shown to be independent of the spatial discretization, its efficiency nonetheless depends on the selected time horizon for the optimization problem. As mentioned in section 4, the time partitioning is non-uniform and each thread solves the direct problem and the inhomogeneous adjoint on a shorter time interval than the previous thread. Increasing the number of threads involved in the resolution of the system reduces the number of time steps assigned to the last threads, reaching a limit where the time partition is smaller than the minimum time-step needed to solve the equation. In the case of the cylinder, the maximum number of threads that can be used is $N = 7$. When eight threads are used, the algorithm assigns three time-steps to the last core, which is the minimum allowed to form the advection term in equation (9). For $N > 4$ the figure shows a loss of efficiency of the algorithm, beyond this point, the time needed to communicate the direct solution to each core overwhelms the time saved by time parallelism.

The accuracy of the resulting gradient using the parallel-in-time algorithm is shown in figure 8. The gradient obtained using the serial adjoint algorithm (without the parallel-in-time treatment) is used as the reference in computing the error. Two major differences of the parallel-in-time implementation and its serial counterpart are that, firstly, in the parallel-in-time algorithm, the problem is separated into the homogeneous and inhomogeneous equations and an exponential integrator is used to propagate the solution of the homogeneous
problem backward in time. In addition, in order to speed-up the adjoint loop, larger time steps are used to integrate the homogeneous problem. The latter step necessitates an interpolation of the forward problem from a finer resolution in time (used by the lower-order time integrator) on the coarser grid used by the exponential time integrator. This interpolation can impact the accuracy of the final optimization algorithm. In order to assess the ramification of each of these steps on the overall accuracy, three different implementations of the parallel-in-time algorithm are compared in figure 8.

As described in section 4, the parallel-in-time algorithm includes the communication of only a fraction of the direct solution to all tasks (see figure 2e), followed by an interpolation on each time partition. In order to remove the error associated with this interpolation, and to evaluate only the error due to the different time-integrators used to advance the adjoint equations, the assessment of the gradient accuracy has been performed over three shedding periods, allowing communication of the full direct solution without incurring memory errors.
In the first implementation, highlighted by the black line in the figure, the homogeneous adjoint equations are solved using the same time integrator and time discretization as the inhomogeneous equations. Therefore, the error accrued due to the interpolation step and the change in the time integrator is eliminated. As expected, the final solution remains the same as the original gradient, independent of the number of threads. In the second implementation, denoted by the blue line, the homogeneous equations are solved using the exponential time integrator but the same time discretization as the inhomogeneous problem, removing the error due to interpolation. The exponential integrator is more accurate than its counterpart resulting in a small error between the two solutions. This error increases as the number of threads increase since a larger portion of the problem is solved using the exponential integrator. Finally, in the last implementation (the implementation suggested in this study), denoted by the red line, the homogeneous equations are solved using the exponential time integrator on larger time intervals compared to the inhomogeneous equations. This figure shows that the error due to interpolation (the difference between the blue and red curves) decreases when increasing the number of threads. Due to a non-uniform time partitioning, smaller portions of the time domain are integrated using the exponential time integrator as the number of threads increase, causing the error due to interpolation to saturate.

To evaluate the effect of the error associated with exponential time integration on the optimal solution, the full optimization problem is solved both in serial and in parallel with \( N = 4 \). The serial and the parallel implementations are initialized with the same initial value of \( g \). When run in serial, the optimization problem reaches the optimal solution in three gradient-descent iterations. In order to compare fairly the time-to-solution and the results obtained, the number of iterations of the L-BFGS-B method is fixed to three, identical to the parallel simulation. Table 2 shows that the two different simulations converge approximately to the same minimum of the cost functional reaching a small gradient value in both cases. However, the time to solution needed to solve the
problem in parallel is only 63% of the time needed to solve the same problem in serial. The resulting actuation on the boundary velocities for the two cases are shown in figure 9, showing similar profiles. In particular, figure 9a shows the boundary velocities projected onto the cylinder, indicating blowing and suction effects on the surface, while figure 9b reports the actual values of the velocity at each Lagrangian point.

<table>
<thead>
<tr>
<th></th>
<th>Serial ( N = 1 )</th>
<th>Parallel ( N = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J(q,g) )</td>
<td>1.666</td>
<td>1.669</td>
</tr>
<tr>
<td>( |dJ/dg| )</td>
<td>( 2.87 \times 10^{-5} )</td>
<td>( 2.69 \times 10^{-5} )</td>
</tr>
<tr>
<td>( t [s] )</td>
<td>2118</td>
<td>1346</td>
</tr>
</tbody>
</table>

Table 2: Values of the cost functional and time to solution obtained running the same optimization problem in serial \( N = 1 \) and in parallel \( N = 4 \). The number of iterations to convergence of the optimization algorithm is fixed to three.

Figure 9: (a) Profile of the boundary velocities obtained running the optimisation in serial (red) and parallel (blue) projected on the cylinder surface as a reference (black). (b) Boundary velocities obtained running the optimisation in serial (red) and parallel (blue).

5.3. Total pressure loss – unsteady actuation

One of the main causes of aerodynamic losses in turbomachinery is due to vortices generated at the tip of the blades as they interact with the outside
These vortices are promoted by the pressure gradient on the surface of the blades, as well as the relative motion between the blade tip and the casing of the rotor. In this section, we present an optimization problem with unsteady actuation inspired by this phenomenon. The objective is to determine whether modifications of the casing of the rotor (in the form of a small perturbation or roughness) would be able to suppress the generation of such vortices. This actuation is of relevance since it is reproducible in real-scale applications with relatively minimal effort.

Figure 10 shows the rotor of an axial compressor that rotates with a certain angular velocity around the axis. In order to simplify the description of this complex phenomenon, the domain considered for the numerical simulations consists of a section of a single unit of the casing and blade geometry, defined as a square domain with periodic boundary conditions in the streamwise direction, as shown in the sketch of figure 10. The blade is represented by a vertical wall defined by the immersed boundaries and covers 90% of the vertical direction. Periodic boundary conditions in the streamwise direction simulate the series of blades. Curvature effects are neglected in this setup. The relative motion between the casing and the blade is enforced by applying a uniform horizontal velocity on the top boundary (casing).

Perturbations on the casing are replicated by adding a roughness on the top boundary. In order to reduce the dimension of the optimization problem, the roughness is considered to have the shape of a Gaussian function, and its width and amplitude is optimized via the optimization process. In addition, the roughness is assumed to have the characteristics of a dynamic roughness element.

Dynamic roughness elements have been investigated by 57 and further explored by 58 and 59. In this approach, the roughness elements are modeled using linearized boundary conditions representing oscillating bumps with simple geometries. The roughness element is approximated by the streamwise and...
Figure 10: Schematic of a rotor of an axial compressor, and the numerical domain in the red box with one blade (periodic boundary conditions on the horizontal axis simulate a series of blades). The upper boundary moves with a constant velocity and the dynamic roughness is added on its profile.

The wall-normal velocity distribution as

$$u(x, y, t)|_w = -H(x, y, t)U'_0(x),$$
$$v(x, y, t)|_w = \dot{H}(x, y, t),$$

where $H$ denotes the height of the roughness, varying in space and time, $U'_0(x)$ represents the wall-normal derivative of the mean velocity profile at the wall, and $\dot{H}$ is the derivative of the height with respect to time. Since, the shape of the roughness is Gaussian, its height $H$ can be expressed as

$$H(x, y, t) = \varepsilon \exp \left(- \frac{(x - \mu(t))^2}{2\sigma^2}\right),$$

where $\varepsilon$ is the height of the curve’s peak, $\sigma$ is its standard deviation or width, and $\mu(t)$ denotes the center of the Gaussian moving with the upper boundary.

The control vector is then defined as $\mathbf{g} = [\varepsilon, \sigma]$.

The objective of this optimization process is to extract the most optimal modulation on the casing which will result in a maximum reduction of the average pressure loss across the blade, or in other words, finding the optimal value for $\mathbf{g}$ that minimizes the cost functional

$$\mathcal{J}(\mathbf{q}, \mathbf{g}) = \frac{1}{T} \int_0^T \Delta p + \alpha (||u_N(\mathbf{g}, t)||^2 + ||v_N(\mathbf{g}, t)||^2) \, dt,$$
where $\Delta p$ is the spatial average of the total pressure loss around the blade and $u_N(g, t)$ and $v_N(g, t)$ are the respective horizontal and vertical boundary conditions imposed on the top of the domain, depending on the control parameters $g$. The time interval chosen for the optimization is one period of the roughness motion. At $t = 0$ the Gaussian is centered at $x = 0$, and at $t = T$ it is at $x = 1$.

$$
\begin{array}{|c|c|c|}
\hline
\mathbf{g} & \mathbf{\Delta p}(t) \\
\hline
[0, 0] & \text{uncontrolled} \\
[0.095, 0.184] & \text{controlled} \\
\hline
\end{array}
$$

Table 3: Pressure loss minimization, listing the cost functional before and after the actuation.

The effect of the unsteady actuation is highlighted in table 3 by comparing the resulting pressure loss to the uncontrolled setup, resulting in a 1% improvement. The resulting effect on the evolution of the average pressure gradient across the blade, $\Delta p$, is also shown in figure 11. This figure shows that the presence of the roughness exerts a large influence on the oscillation frequency of the average pressure signal. While in the uncontrolled setup the pressure oscillated with a frequency proportional to the relative difference between the

Figure 11: Evolution of the average pressure loss in time, comparison of the base case (black line), and the case with actuation (red line).

The effect of the unsteady actuation is highlighted in table 3 by comparing the resulting pressure loss to the uncontrolled setup, resulting in a 1% improvement. The resulting effect on the evolution of the average pressure gradient across the blade, $\Delta p$, is also shown in figure 11. This figure shows that the presence of the roughness exerts a large influence on the oscillation frequency of the average pressure signal. While in the uncontrolled setup the pressure oscillated with a frequency proportional to the relative difference between the
Figure 12: Vorticity profile and pressure distribution for $t = 0.35$: (a) uncontrolled vorticity, (b) controlled vorticity, (c) uncontrolled pressure, (d) controlled pressure
Figure 13: Vorticity profile and pressure distribution for $t = 0.77$: (a) uncontrolled vorticity, (b) controlled vorticity, (c) uncontrolled pressure, (d) controlled pressure
width of the domain and the gap between the blade and the casing surface, in
the case with unsteady control the pressure oscillates with the same frequency
as the passing of the roughness element. In addition, the actuation increases
the amplitude of the oscillations fourfold. The maximum amplitude is reached
when the roughness is at $x = 0.35$, shortly before reaching the gap. The lowest
amplitude, however, is encountered when the roughness is at $x = 0.77$ before
reaching the outlet. Due to the respective frequencies of the pressure signal
in the controlled and uncontrolled scenarios, the optima of both curves nearly
coincide. Therefore, in order to assess the quantitative differences of the two
cases, vorticity and pressure distributions are compared at the maximum and
the minimum of the curve describing the pressure loss of the controlled regime,
as highlighted by the dashed lines in figure 11.

The spatial distributions of pressure and vorticity profiles are displayed in
figures 12 and 13 at the maximum and the minimum, respectively.

At the time where the average pressure is at its maximum (corresponding
to figure 12(d)), a large difference between the pressure distribution on the
two sides of the blade is noticeable, whereas in figure 13(d), corresponding to
the point in time where the average pressure is at its minimum, the pressure
distribution across the blade is more homogeneous. When comparing the un-
controlled cases in the same two time instances, the main difference is the value
of the pressure at the tip of the blade, which appears stronger in the figure 12(c)
than in figure 13(c). However, the pressure distribution along the two sides of
the blade seems mostly unaffected. The reason for an overall change in the pres-
sure distribution can be deduced by analyzing the distribution of the vorticity
inside the domain. In the uncontrolled case, a vortex is developed on the tip of
the blade, which ultimately sheds with a frequency similar to the frequency of
the average pressure loss. Due to the periodic boundary conditions, this vor-
tex reenters the domain and creates a series of vortex pairs developing on the
suction side of the blade. The shedding process is entirely suppressed by the
presence of the roughness. Instead, vorticity is created as the roughness enters
and leaves the domain, respectively, leading to a larger vortical structure.
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The performance of the parallel-in-time algorithm evaluated for one iteration of the optimization algorithm, is shown in figure 14. To compare the performance between steady and unsteady actuation, we consider two spatial refinements, similar to the ones used for the previous case, resulting in two state vectors of dimensions $n = 431001$ and $n = 277481$, respectively. As in the previous case, for $N > 4$, the time needed for the communication of the direct solution to all threads exceeds the time saved by the time partitioning and no improvement is accomplished by the parallel-in time procedure. The time to solution reduces towards a maximum of 58% of the total serial time. The magnitude of the gain obtained here is less significant than for the previous case, because of the use of unsteady control. While the resolution and the simultaneity of the forward-adjoint loop is unchanged, the optimality condition (equation (11)) used to compute the gradient, is now time-dependent. Each thread builds the operators needed to solve this equation for its time partition, resulting in additional time. The time required to construct the operators is unavoidable and increases with the time interval chosen for the simulation. It is also the main cause of efficiency loss for the parallel-in-time algorithm with unsteady control. Nonetheless, the additional gain obtained by using the parallel-in-time algorithm is non-negligible, even in the presence of unsteady control.
Figure 14: Performance of the parallel-in-time algorithm (red line) compared to the serial counterpart (black line) reported for a single iteration of the optimization loop, using unsteady control.
6. Conclusions

An algorithm for accelerating gradient-based optimization problems has been presented. The algorithm is the extension of the parallel-in-time algorithm for direct-adjoint loops by Skene et al. [45] to the two-dimensional Navier-Stokes equation with immersed boundaries. The pressure and boundary forces are treated by introducing a projection operator to allow the exponential integration of the linear homogeneous adjoint equations using Krylov subspace projection methods. The performance of this method has been tested on two different optimization cases using steady and unsteady control for one gradient evaluation. In both cases the time to solution has been significantly reduced, following a trend consistent with the numerical and theoretical results derived by Skene et al. Better results have been observed for the steady control optimization. In this case, the time required to solve the adjoint-loop converged asymptotically to the time needed to solve the direct equation in serial, suggesting that the computation of the gradient can be obtained with a small additional penalty in overall time. The use of time-dependent control has proven to affect the efficiency of the parallel-in-time procedure. In this case, the gain obtained by using the proposed algorithm is appreciable, but less substantial.

Whilst showing promising results in reducing the computational time, this approach does not address the complications related to the use of gradient-based algorithms in the presence of turbulence or chaotic dynamics. Recently, Chung & Freund [24] proposed a novel adjoint-based optimization method for chaotic turbulent flows. This method aims to overcome the highly non-convex nature of objective functionals by breaking the time domain into intervals compatible with the chaotic time scales and adding constraints on the intermediate discontinuities generated at the boundaries of each time partition. However, the authors argue that the addition of these intermediate constraints increases overall cost. Making use of our parallel-in-time approach within each such time partition would constitute an interesting option, which will be pursued in a future effort.
Acknowledgements

M.F.P. gratefully acknowledges financial support from MINECO/AEI and FEDER/UE through grant DPI2016-75777-R.

References


methods for optimal control problems, in: Control and optimization with

[33] C. Skene, P. Schmid, Adjoint-based parametric sensitivity analysis for

[34] M. Gander, S. Güttel, A parallel integrator for linear initial-value problems,

[35] Y. Cao, S. Li, L. Petzold, R. Serban, Adjoint sensitivity analysis for
differential-algebraic equations: The adjoint DAE system and its numerical

[36] K. Taira, T. Colonius, The immersed boundary method: A projection ap-

[37] M. Fosas de Pando, IBMOS: Immersed boundary method for optimization

[38] A. Jameson, Aerodynamic Shape Optimization Using the Adjoint Method,
Lectures at the Von Karman Institute (2003).

an optimal benchmark for feedback algorithms, J. Fluid Mech. 447 (2001)
179–225.

(2005) 123.

[41] N. Safiran, J. Lotz, U. Naumann, Algorithmic Differentiation of Numeri-
cal Methods: Second- order Adjoint Solvers for Parameterized Systems of

[42] M. Fosas de Pando, D. Sipp, P. Schmid, Efficient evaluation of the direct
and adjoint linearized dynamics from compressible flow solvers, J. Comp.


