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Obtaining an accurate theoretical description of the emergent phenomena in oxide heterostructures
is a major challenge. Recently, intriguing paramagnetic spin and pinned orbital moments have been
discovered by x-ray magnetic circular dichroïsm measurements at the Cu L2,3-edge of a tetragonal
CuO/SrTiO3 heterostructure. Using first principles calculations, we propose a scenario that explains
both types of moments, based on the formation of oxygen vacancies in the TiO2 interface layer. We
show the emergence of a paramagnetic 2D electron gas hosted in the interface CuO layer. It is
invisible at the Ti L2,3-edge since the valence of the Ti atoms remains unchanged. Strong structural
distortions breaking both the local and global fourfold rotation C4 symmetries at the interface
lead to the in-plane pinning of the Cu orbital moment close to the vacancy. Our results, and in
particular the pinning of the orbital moment, may have implications for other systems, especially
monoxide/dioxide interfaces with similar metal-oxygen bond length and weak spin-orbit coupling.

I. INTRODUCTION

Oxide heterostructures are promising hosts for a large
range of applications [1, 2], and offer countless possi-
ble configurations allowed by epitaxial thin-film depo-
sition techniques [3]. A particular example are copper
monoxide CuO thin films, which grow in a tetragonal
crystal structure on a SrTiO3 (STO) substrate [4, 5],
whereas its bulk counterpart displays a low-symmetry
monoclinic structure [6]. Tetragonal CuO (t-CuO) is
made of a staggered stacking of 2D CuO planes along
the c axis. Its tetragonal distortion is characterized by
the apical Cu-O distance being 1.37 times larger than
the basal distance [4, 7]. t-CuO is arguably the cuprate
with the simplest crystal structure, making it an ideal
candidate for connecting the low-energy effective models
for cuprates [8–13] to the real materials.

A key step in this direction is the understanding of
the properties of undoped t-CuO. The experimentally
observed tetragonal distortions were reproduced using
density functional theory (DFT) with hybrid function-
als [14], and traced back to Jahn-Teller orbital order-
ing [15, 16]. In agreement with resonant inelastic x-ray
scattering (RIXS) [17] and muon spin resonance mea-
surements [18], it was shown that the CuO layers dis-
play an antiferromagnetic stripe order [14–16]. A first
application of strongly-correlated electron techniques to
t-CuO [19] gave an explanation to the sublattice decou-
pling observed in RIXS [17], angle-resolved photoemis-
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sion spectroscopy [20], as well as scanning tunnelling mi-
croscopy (STM) [5].

This set of experimental and theoretical works would
yield a coherent understanding of undoped t-CuO, if it
was not for the recent finding of an isotropic paramag-
netic spin and pinned orbital moment in t-CuO/STO
samples, by X-ray magnetic circular dichroïsm (XMCD)
measurements at the Cu L2,3-edge [18]. The existence of
these moments is puzzling since t-CuO is antiferromag-
netically ordered and does not contain any element with
strong spin-orbit coupling (SOC). Hernandez et al. has
advanced a scenario in Ref. 18, in which t-CuO would
be composed of ferromagnetically ordered CuO layers,
which are antiferromagnetically stacked along the c axis
(out-of-plane). The last CuO layer would be paramag-
netic hence would follow the magnetic field, while an-
other layer would be uncompensated and therefore would
yield the pinned moments. Although this scenario would
qualitatively account for the experimental observations,
it encounters several difficulties: (i) the ferromagnetic or-
dering inside each layer is in contradiction with all previ-
ous experimental [17] and theoretical [14–16, 19] findings,
(ii) the uncompensated layer is composed of spin mo-
ments and not orbital ones, whereas the observed pinned
moment is mainly of orbital character, (iii) there is no
reason why one layer should have a paramagnetic behav-
ior, especially if it is ferromagnetically ordered. An alter-
native explanation would reside in the existence of a 2D
electron gas (2DEG) at the t-CuO/STO interface, as was
found in other heterostructures such as BiMnO3/STO,
LaAlO3/STO and γ-Al2O3/STO [21–23]. However, in
these studies the spin moment is observed at the Ti L2,3-
edge, corresponding to the existence of a Ti3+ valence
configuration, contrary to t-CuO/STO for which no Ti3+

mailto:benjamin.bacq-labreuil@polytechnique.edu
mailto:benjamin.lenz@sorbonne-universite.fr
mailto:silke.biermann@polytechnique.edu


2

c

a

b

a) b)

O
Cu
Ti

Sr

CuO-4 CuO-3 CuO-2 CuO-1 TiO2-2 SrO-2 TiO2-1 SrO-1

CuO-4 CuO-3 CuO-2 CuO-1 TiO2-2 SrO-2 TiO2-1 SrO-1

FIG. 1. (a) Layer-resolved DOS calculated for the t-CuO/STO junction without defect. The colored shaded area depicts the
occupied states, and the gray shaded patches highlight the gap in each layer. (b) Projected DOS on the px,y,z orbitals of the
O atoms in the two TiO2 layers corresponding to the two framed panels in (a).
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FIG. 2. (a)-(c) Zoom on the two interface CuO-1 and TiO2-
2 layers presenting the 5 vacancy configurations considered
in this work. The black lines between O and Cu/Ti atom
show that half of the O in the CuO-1 layer do not have a Ti
neighbor.

signal was found [18]. The 2DEG scenario was therefore
ruled out in Ref. 18, leaving the question of the origin of
these moments open.

In this paper, using first principles DFT+U calcula-
tions for the t-CuO/STO heterostructure, we show that
the 2DEG scenario is in fact not incompatible with the
recent XMCD measurements. Since oxygen vacancies
can generate a 2DEG, as was seen experimentally for
AlOx/ZnO [24], STO [25] and γ-Al2O3/STO [26], as well
as magnetic moments at the surface of STO [27, 28], we
study the formation of oxygen vacancies at the interface.
By comparing different vacancy configurations, we show
that a spin polarized 2DEG hosted in the CuO layer can
emerge when the defect is inserted in the TiO2 interface
layer. Most importantly, in such a case the overall va-
lence of the Ti atoms remains unchanged with respect

to the bulk, such that the 2DEG would be invisible at
the Ti L2,3-edge. If in our calculations the 2DEG is spin
polarized due to the finite size of our unit cells and the
specific arrangement of stripes and vacancies, it would
be truly paramagnetic in the real material since the va-
cancies are randomly distributed. Moreover, large dis-
tortions are induced in the interface CuO layer, leading
to the breaking of both the local and global C4 symme-
tries in the CuO layer above the vacancy. This translates
into a pinning of the in-plane component of the orbital
moment. Our scenario therefore provides a mechanism
for the paramagnetic spin moment, being a consequence
of the emergence of a 2DEG, as well as for the pinned
orbital moment, resulting from the breaking of the local
and global C4 symmetries.

II. MODEL AND METHOD

To simulate the t-CuO/STO junction we use unit cells
of the type shown in Fig. 1(a): the CuO layers are
stacked onto a 2 unit cell-thick TiO2-terminated STO
substrate [7, 29, 30]. We apply DFT+U [31] using the
Perdew–Burke–Ernzerhof (PBE) functional [32], with a
local Hubbard interaction U = 6eV on the Cu d orbitals.
Since we are interested in interpreting the XMCD mea-
surements of Ref. 18, we make sure that our unit cells en-
able the theoretically [14–16] and experimentally [17] ob-
served antiferromagnetic stripe ordering within the CuO
layers. The unit cell is doubled in the (x,y) plane (see
Fig. 2) when inserting an O vacancy. To keep the com-
putations tractable we restrict our model to a 4 CuO
layers coverage. We refer to each layer following the
nomenclature of Fig. 1(a): CuO-{1, 2, 3, 4}, SrO-{1, 2}
and TiO2-{1, 2}. It was shown that the experimental
density of states (DOS) is best reproduced using hybrid
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FIG. 3. (a) Layer-resolved DOS calculated for the case of an O vacancy in the CuO-1 layer. (b)-(c) Site and orbital projected
DOS for the Cu atoms at the CuO-1 interface layer corresponding to the framed panel in (a). (d) Spin density map of the
interface CuO-1 layer. (e) Band structure and projected DOS zoomed on the in-gap states along with the fitted Wannier bands
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between the contributions from dxy and dz2 .

DFT with a 8 CuO layers coverage [29], so we chose to
set the interlayer distances (up to the 4th CuO layer) ac-
cording to the values obtained by Franchini et al. [29].
We use a lateral lattice parameter a = 3.9Å for STO,
as was obtained with hybrid DFT [33, 34] in excellent
agreement with the experiments [35].

We first perform ionic relaxation calculations using the
Vienna ab initio simulation package (VASP) [36–38] with
a 6 × 6 × 1 Monkhorst-Pack grid, until the maximum
force is smaller than 10meV on each atom. The CuO
layers are relaxed while the STO atoms are kept fixed ex-
cept when considering an oxygen vacancy in the TiO2-2
interface layer, in which case the whole structure is op-
timized. We use PAW-PBE pseudo-potentials [39] with
a cut-off energy of 400eV for the bare interface, which
is increased up to 600eV for the larger unit cells with
vacancies. Then, we extract all the results presented in
this paper from all-electron full-potential PBE+U calcu-
lations using the Wien2k package [40, 41] with a 6×6×1
Monkhorst-Pack grid done on the relaxed structure as ob-
tained from VASP. Due to computational limitations we
controlled the size of the planewave basis set by reduc-

ing the RKmax value when necessary (the smallest value
being 5.14), and we checked that limiting the basis set
size did not have a significant impact on the DOS. The
Wannier fits were obtained using the wannier90 [20, 42]
package.

III. RESULTS

A. Bare Interface

From previous studies on the t-CuO/STO junction we
know that the bare (i.e. defect-free) interface should not
yield a 2DEG [29, 30]. This is consistent with our results,
see Fig. 1(a), in which we plot the layer-projected DOS.
The gap ∆DFT+U ' 1.5eV in t-CuO is layer independent
and in good agreement with previous DFT+U calcula-
tions [30], although smaller than the photoemission lower
bound ∆ARPES = 2.4eV [20]. The situation is different
in the STO substrate where a clear difference can be seen
between the interface and bulk TiO2 layers: the gap is re-
duced from 2eV in the bulk (TiO2-1) to 1.5eV at the in-
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FIG. 4. Schematic of the orbital moment orientation in the
CuO-1 layer for two different magnetization axis: (a) (0,0,1),
(b) (1,0,0). The length of the vectors illustrates the variation
of the moments absolute value.

terface (TiO2-2). The states reducing the gap are traced
back to be of O px/py origin. Fig. 1(b) shows that the
px/py orbital states are pushed towards the Fermi level
at the interface, whereas the pz orbital states are stable
in energy. This is consistent with previous first prin-
ciples calculations performed for TiO2-terminated STO
and BaTiO3, and is the consequence of the emergence of
pure O px/py states not hybridized with the Ti orbitals
at the surface [43, 44]. Interestingly, adding a thin film of
t-CuO above STO does not change this behavior. Due to
the large original band gap of STO the system remains
insulating since no 2DEG is observed at the bare inter-
face, and the antiferromagnetic stripe order in t-CuO is
not disturbed.

In the following we explore the effects of inserting O
vacancies in the interface layers. We performed calcula-
tions for several possible configurations, see Fig. 2, some
of which resulting in a scenario suitable for explaining
the XMCD measurements of Ref. 18.

B. Oxygen vacancy in the interface CuO layer

There are two geometrically different ways of creating
an O vacancy in the interface CuO-1 layer (see Fig. 2(a)):
either by removing an O having a neighboring Ti in the
layer below, or an O having no such neighbor. It is im-
portant to note that these two cases preserve the global
C4 symmetry both in the CuO-1 and the TiO2-2 lay-
ers. Since the two configurations lead qualitatively to
the same results, we only present here, in Fig. 3, the ones
obtained considering the vacancy without neighboring Ti
atom. For this type of vacancy, STO behaves similarly
to the bare interface configuration, see Fig. 3(a). The
gap is again reduced by 0.5eV at the interface, but with
the addition of small extra contributions around ±0.4eV
sparked by the large in-gap states appearing in the inter-
face CuO-1 layer. The latter shows a drastic change com-
pared to the bare interface case since a new set of in-gap
states of mostly Cu d orbital character appears. These
states are localized around the oxygen vacancy, as can be
seen in Fig. 3(b) where we show the projected DOS on
the nearest-neighbour (NN), next-NN (NNN) and next-
NNN (NNNN) Cu atoms. The fact that only the four NN
have sizable contribution, that the oxygen contribution
is weak, and that the surrounding layers’ DOS display
a vanishing density at ±0.4eV show the localized nature
of the in-gap states both in- and out-of-plane. It is the
dxy orbital of the NN Cu atoms surrounding the vacancy
that mostly contributes, see Fig. 3(c).

Therefore, despite the large value of the Hubbard in-
teraction U, it is energetically favorable for the addi-
tional electrons to remain inside the CuO-1 layer: When
a vacancy is formed, an extra electron stemming from
the missing O occupies the Cu d orbitals of the upper
Hubbard band instead of migrating to the TiO2-2 layer,
where it would occupy the Ti d shell. This is crucial when
a vacancy is formed in the TiO2-2 layer, as we shall de-
scribe later in this paper.

The missing O not only leads to an increase of the elec-
tronic density on the surrounding NN Cu sites, but also
to the breaking of the local C4 symmetry. This is clearly
seen in the spin density plot of Fig. 3(d): the local C4

symmetry on each NN Cu site hosting the extra charges
is broken. The symmetry of the in-gap states around the
Fermi level and the position of the Cu atoms around the
vacancy advocate the formation of bonding/anti-bonding
localized states around the vacancy, thus preventing the
formation of an electron gas. It is confirmed by a fit of
the in-gap bands with Wannier functions, as shown in
Fig. 3(e). Four Wannier functions centered on the NN
Cu atoms were used for the fit, i.e. two Cu for each spin
flavor, which matches perfectly the two PBE+U bands.
Consistently with the spin density, the Wannier orbitals
break the local C4 symmetry, and they expand towards
the vacancy position in the middle of the four NN Cu.
When deriving a tight-binding Hamiltonian from these
Wannier orbitals, this change translates into a large hop-
ping amplitude between the NN Cu sites inside the unit-



5

a)
CuO-4

CuO-3

CuO-2

CuO-1

TiO2-2

SrO-2

TiO2-1

SrO-1

b)

W↑

W↓

Δ

FIG. 5. (a) Layer-resolved DOS for up (left) and down (right) spins in the case of a vacancy in the TiO2-2 layer. (b) Projected
band structure and DOS on the Cu dxy and dz2 orbitals of the interface CuO-1 layer. The band color depicts the ratio between
the contributions from dxy and dz2 , while the opacity indicates their overall contribution to the bands. The black arrows
indicate the bandwidth W↑/↓.

cell tin ' 0.35eV. Moreover, since the states are localized
around the vacancy the hopping outside the unit cell is
small: tout ' tin/10. Hence, the splitting between the
two bands ∆ ' 2tin is consistent with a dimerization
picture, and large compared to the small bandwidth W
since tout is one order of magnitude smaller than tin.

Alike the previous case, the system remains insulat-
ing (although the gap is reduced at the interface CuO-1
layer) and antiferromagnetic, i.e. no paramagnetic spin
moments would be observed. Still, it is interesting to
study the orbital moments obtained from the calculations
including the SOC.

Indeed, as is advocated in Ref. 45, a crystalline defect
could be at the origin of orbital moment pinning. If the
magnetization axis is set out-of plane (0,0,1), the orbital
moment is parallel and proportional to the local spin,
such that on the NN Cu sites the absolute value of the
orbital moment is reduced, as illustrated in Fig. 4(a). On
every site the magnetization is mspin ' ±0.70µB and
morb ' ±0.14µB , while on the four NN sites it is weaker:
mspin ' ±0.45µB and morb ' ±0.09µB . Moreover, as
the four NN sites are equally dispatched on the up and
down spin stripes the total orbital moment is zero. Most
importantly, the out-of plane part of the orbital moment
is collinear with the spin.

The situation is different when setting the magnetiza-
tion axis in-plane, see Fig. 4(b). If it is along (1,0,0),
or (0,1,0), the orbital moment is collinear with the spin

on all sites but the four NN ones, where it is pinned
along (±1,±1,0). Moreover, its value is not proportional
anymore to the spin moment, it is even inversely propor-
tional if the magnetization axis is set along (1,1,0) for
the two NN atoms aligned along (1,1,0) around the va-
cancy. Indeed, in such a case, most of the sites display
a spin moment mspin ' ±0.70µB and morb ' ±0.05µB

(along the magnetization direction), unless for the two
aforementioned sites which carry mspin ' ±0.45µB and
morb ' ±0.07µB . Therefore, although the total orbital
moment averages out to zero because the global C4 sym-
metry is not broken around the vacancy, we identify here
a pinning mechanism which is intimately linked with the
breaking of the on-site, i.e. local, C4 symmetry. On
the four NN sites, the in-plane part of the orbital mo-
ment can be non-collinear and its absolute value even
inversely proportional to that of the spin moment. This
can be understood in terms of a competition between the
vacancy-induced crystalline anisotropy and the SOC [46].
The in-plane anisotropy is large on the four Cu sites sur-
rounding the vacancy, and dominates the weak SOC of
Cu (which would promote the alignment of the orbital
and spin moments), making it possible to obtain non-
collinear magnetic moments in-plane.

Hence, while this scenario is not suited for explaining
the paramagnetic spin moment feature, it provides pre-
cious insights on the orbital moment behavior. A key
argument in favor of this pinning mechanism is that it
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would be consistent with the XMCD measurements in
which only the in-plane component is pinned. None of
these conclusions change when considering an O vacancy
lying above a Ti site instead of vacuum.

C. Oxygen vacancy in the interface TiO2 layer

The physics is different if the O vacancy is created in
the TiO2-2 layer instead (Fig. 2(b)). The layer- and spin-
resolved DOS are presented in Fig. 5(a): the CuO-1 layer
at the interface is metallic and spin polarized. Despite
the global shift of the chemical potential, the system is
only metallic at the interface since sizable DOS at the
Fermi level only appears there. Similarly to the previous
case, those states are mostly of Cu d orbital character
with almost no contribution from the O p orbitals. A
striking result is that the DOS of the interface TiO2-2
layer, where the O vacancy is located, seems not to be
affected by the defect: the valence of the Ti atoms is
unchanged and they remain non-magnetic. So upon for-
mation of an O vacancy in the TiO2-2 layer, the electrons
of the missing O atom occupy states in the neighboring
CuO-1 layer. This is important, since it shows that it is
possible to generate a polarized 2DEG at the interface
CuO-1 layer which is invisible at the Ti L2,3-edge. More-
over, we note that the O vacancy does not intrinsically
favor positive spin moments. The sign of the resulting
moment depends on the defect and the stripes relative
position, so that if we shift the vacancy or if we swap the
up and down spin stripes we obtain a down-spin polarized
electron gas. Therefore, on average in the real system
without external magnetic field the 2DEG should not be
polarized, as expected for paramagnetic spin moments.
These considerations contradict the claim in Ref. 18 that
a 2DEG at the interface should be seen in the XMCD
spectrum at the Ti L2,3-edge, and restore it as a plausi-
ble explanation for the puzzling paramagnetic moments
observed at the Cu L2,3-edge.

In Fig. 5(b) we show the spin- and orbital-projected
bandstructure. There is a striking difference between the
two spin flavors: we find a single down spin dxy band
crossing the Fermi level, whereas we observe for the up
spin two split bands of a mixed Cu dxy/dz2 character.
We find the mixing and the band shape to be analogous
to the SOC- and distortion-induced splitting of the Ir
d band in Sr2IrO4 [47], although it is remarkable that
in our case only the up spin electrons are affected. If
the splitting of the up spin band is due to the structural
distortions similarly to Sr2IrO4, here the band mixing
however is due to the C4 symmetry breaking and not the
SOC. We note that the bands at the Fermi energy have
a small bandwidth W↑/↓ ' 300meV, hence being sign of
a low-mobility 2DEG.

In Fig. 6 we show the spin-density at the interface
CuO-1 layer around its initial Z0 position. We observe
a large distortion: the spin density for the same layer is
non zero over more than 1Å along the c axis. The two

Z− = 7.5Å

Z0 = 8.14Å

Z+ = 8.5Å

O vacancy (layer below) Ti atom (layer below)

O3

O4

O1

O2

Cu2

Cu1

Cu3

Ti1
Ti2

FIG. 6. Spin density map of the interface CuO-1 layer below
(bottom), at (center), and above (top) the initial position Z0

before relaxation. As a guide to the eye, the position of the O
vacancy and the Ti atoms in the TiO2-2 layer below is shown.
The black frame highlight the three Cu atom on which is
focused Fig. 7(b).

Cu1,2 atoms belonging to the down spin stripe show a
breaking of the local C4 symmetry due to the extra elec-
trons coming from the TiO2-2 layer below, see the top
panel. Interestingly, these charges are not located on the
Cu3 site just above the vacancy, but rather on the Cu1,2

sites. This is caused by the large buckling induced by the
introduction of the vacancy, as can be seen in Fig. 7(a).
The average buckling along the c axis per layer is evalu-
ated as follow:

dlayer =
1

Nlayer

∑
i∈layer

|di| =
1

Nlayer

∑
i∈layer

|zi − zavg|

(1)
where Nlayer is the number of atom per layer, zi the z
position of the atom i, and zavg the average z position of
the layer. The largest buckling happens in the CuO-1 in-
terface layer, and is of the order of 0.5Å. It is interesting
to note that the distortions are larger than for the bare
interface and the case of a vacancy in the CuO-1 layer.
Moreover, the overall distortion follows the sublattice de-
coupling observed experimentally [5, 17, 18, 20] and re-
cently explained theoretically [19]. Note that the upturn
in the atomic displacement in STO as going towards the
first layer is due to the vacuum below the last substrate
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right) and evaluation of the average buckling for each layer for the three first scenarios (bottom right) following Eq. 1. (b) View
of the three Cu atoms highlighted in Fig. 6 with a schematic of the crystal field splitting of the dxy and dz2 orbitals.

layer since the whole cell is optimized. It remains signif-
icantly smaller than the buckling in the CuO-1 layer.

This large buckling of the CuO-1 layer is driven by the
displacement of the O1,2 atoms located above the two
Ti1,2 sites surrounding the vacancy, which can be under-
stood within a simple electrostatic picture. Upon for-
mation of an O vacancy, the valence of the Ti1,2 atoms
could change to Ti3+ and the TiO2-2 layer would re-
main neutral. However, since even with strong electron-
electron interaction U the system favors the migration
of the additional electrons into the CuO-1 layer, the Ti
atoms remain in a Ti4+ valence. This leads to an overall
local polarization of the two interface layers around the
vacancy: TiO2-22+ and CuO-12−. To minimize the elec-
trostatic energy, the O1,2 atoms (charged negatively) are
pulled down towards the Ti1,2 atoms, hence triggering a
large buckling in the CuO-1 layer.

Such displacement induces large changes in the Cu-O
bonds, especially around the Cu3 site located above the
vacancy, see Fig. 7(b). Since Cu3 has no O neighbor be-
low and its in-plane Cu-O distances are smaller than for
the two surrounding Cu1,2, the splitting between dxy and
dz2 orbitals is expected to be enhanced. The dxy energy
in the two neighboring Cu1,2 sites is lower because their
Cu-O distance is larger, while the dz2 is higher in en-
ergy because of the O below. Therefore, in a simple one-
particle band picture the extra charges from the TiO2-2
layer would occupy the Cu1,2 sites belonging to the down-
spin stripe since they are more favorable in energy. The
Cu1,2 atoms are two of the four NNN of Cu3, and it is not
trivial why those two sites would prevail the two other
NNN and even the four NN Cu sites. In fact, all the other
sites remain closer to their O neighbors, i.e. their Cu-O
bonds are shorter than the ones of Cu1,2, which implies
that the crystal-field contribution favors the two Cu1,2

sites. Since all the d orbitals but dxy are filled, and the

dxy is already occupied with a down spin electron, the
extra electrons have an up spin such that the electron
gas is polarized. The breaking of the local C4 symmetry
at the interface induces the mixing of the dxy and dz2

orbitals, which are furthermore closer in energy on these
two sites. Finally, the splitting ∆ of the bands in the
up spin DOS is due to a dimerization: the neighboring
Cu1,2 sites contribute equally to the band above and be-
low the Fermi energy, in contrast to the Cu3 site above
the vacancy which solely contributes to the single down
spin band crossing the Fermi energy. ∆ is however signif-
icantly smaller that in previous case: a Wannierization
of the up spin bands using only two Wannier functions
centered on the Cu1,2 sites gives an intra-unit-cell hop-
ping tin ' 0.035eV, and a inter-unit-cell hopping of the
same order of magnitude tout ' tin.

An important difference with the case of a vacancy in
the CuO-1 layer is that in the latter case the C4 sym-
metry around the vacancy is conserved (although locally
it is broken on the NN Cu site). Here, however, the
global C4 is broken as can be seen in the bottom panel
of Fig. 6: among the four O1,2,3,4 atoms located in the
CuO-1 layer around the vacancy position, only two of
them (O1,2) are located above Ti sites. Those two atoms
are pulled down during the relaxation process, weaken-
ing the Cu-O-Cu bond between the three Cu1,2,3 sites as
is discussed above. Hence, in contrast with the previous
case, the four NNN Cu sites around the vacancy posi-
tion (note that the vacancy is in the layer below) are not
equivalent anymore, and the extra electrons are hosted
by only two of them (Cu1,2), leading to a breaking of the
global unit cell C4 symmetry.

If the magnetization points out of plane (Fig. 8(a)),
so is the orbital moment and it is blind to the in-plane
symmetry breaking, such that the system is equivalent
to the case where a vacancy is inserted in the CuO-1
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layer (Fig. 4(a)). Indeed, the orbital moment remains
proportional and collinear to the spin one, and is there-
fore reduced on the two Cu1,2 sites: on most of the sites
mspin ' ±0.70µB and morb ' ±0.14µB , while on the
two NNN ones mspin ' −0.36µB and morb ' −0.08µB .
This leads to a non-zero out-of-plane orbital moment in
the unit-cell, as illustrated in Fig. 8(a), where are also
plotted the Wannier orbitals obtained by a fit of the two
split spin up bands, as well as the single down-spin band.
However, since the out-of-plane component of the orbital
moment remains collinear with its spin counterpart, on
average in the real material without external field both
components should average to zero, i.e. there is no out-
of-plane orbital moment pinning.

If the magnetization is in-plane instead, see Fig. 8(b),
we observe again a pinning of the in-plane component
of the orbital moment on each of the three aforemen-
tioned sites. In our configuration, the two Cu1,2 sites
are aligned along (1,1,0), such that the magnetization
axis along (1,1,0) and (1,-1,0) are no longer equivalent
(contrary to the case of a vacancy in the CuO layer, see
Fig. 4). We observe that, if the magnetization axis is cho-

⃗S // (0,0,1)

⃗S // (1,0,0)

Spin moment Orbital moment

a)

b)

Cu1

Cu3

Cu2

Cu1

Cu3

Cu2

FIG. 8. Schematic of the orbital moment orientation in the
CuO-1 layer for two different magnetization axis: (a) (0,0,1),
(b) (1,0,0). The length of the vectors illustrates the variation
of the moments absolute value. For the sake of clarity the
isovalue of the Wannier orbital was set to relatively high value.

Double O vacancy in TiO2

Double neighbour O vacancy in TiO2

CuO-1

TiO2-2

CuO-1

TiO2-2

FIG. 9. Layer-resolved DOS for the two interface layers in
case of higher concentration of vacancies.

sen to be along (1,1,0), the orbital moment is increased in
absolute value on the Cu1,2 (morb ' −0.09µB instead of
morb ' ±0.05µB on the other sites) although they have
a reduced spin-moment with respect to the other sites
(mspin ' −0.36µB instead of mspin ' ±0.70µB). Again,
if the magnetization axis is along (1,0,0) or (0,1,0), the
orbital moment on all Cu atoms is collinear with the spin
moment, unless for the Cu1,2 atoms for which the orbital
moment is pinned along (-1,-1,0), as well as the Cu3 site
above the vacancy for which the orbital moment is pinned
along (1,1,0). The sum of the three pinned moments is
non-zero in our configuration.

Therefore, we have shown that a 2DEG appears in the
CuO-1 interface layer when inserting a vacancy in the
TiO2-2 layer, which is invisible to XMCD at the Ti L2,3-
edge. Around the vacancy, the orbital moment is locally
pinned along (1,1,0) direction and can be non-collinear
with the spin moments, with an overall non-zero value.
The same effect could be seen in a (1,-1,0) configuration,
in which case the orbital moment would be pinned along
(1,-1,0) direction. The striking difference here is that one
vacancy gives rise to a non-zero pinned orbital moment,
and it is possible to consider a distribution of vacancies
resulting in an average zero magnetization but non-zero
orbital moment. Such a situation is forbidden in the case
of a vacancy in the CuO-1 layer since the orbital mo-
ment is locally averaged to zero because of the global
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C4 symmetry conservation. This is a key feature of this
scenario that should apply on similar types of monox-
ide/dioxide junctions: inserting a vacancy in the dioxide
interface layer induces a C4 symmetry breaking in the
monoxide layer above which could be at the origin of a
non-zero pinned orbital moment. Finally, as mentioned
in the previous section, it is only the in-plane part of the
orbital moment which is pinned, whereas its out-of-plane
part is collinear and proportional to the spin moment,
in excellent agreement with the XMCD measurements
finding no out-of-plane pinning.

D. Two oxygen vacancies in the interface TiO2 layer

An important question is whether this scenario still
holds at a higher concentration of vacancies in the TiO2-
2 layer. For instance in SrVO3, two neighboring oxygen
vacancies, instead of a single one are needed to reproduce
the additional spectral weight seen in photoemission [48].
Fig. 9 shows the layer- and spin-resolved DOS obtained
for a larger concentration of oxygen vacancies with two
different configurations (see Fig. 2(c)): either two vacan-
cies still far from each other, or forming a pair around
a single Ti atom. Both configurations induce an elec-
tron gas in the interface CuO-1 layer while the TiO2-2
layer is still insulating. Since we doubled the number of
vacancies, there is an additional charge transfer to the
interface CuO-1 layer which translates into a larger DOS
below the Fermi level. Similarly to the previous section,
the additional states at the Fermi level are almost purely
of Cu d character.

However, when the vacancies form a pair around the
same Ti atom, the latter is not able to totally transfer
the excess charges and becomes slightly spin-polarized
(mspin ' −0.42µB), contrary to the case in which the
vacancies are still apart from each other. Such a spin mo-
ment on the Ti atoms is not consistent with the XMCD
measurements, which allows us to discard the scenario of
oxygen vacancies pairing around the same Ti atom. In
contrast, when the two vacancies do not combine around
the same Ti atom, the 2DEG remains invisible at the
Ti L2,3-edge, and we observe an in-plane pinning of the
orbital moment in the CuO-1 layer.

IV. CONCLUSION

To summarize, we present a scenario which explains
the puzzling XMCD measurements of Ref. 18. By per-
forming DFT+U calculations, we show that the para-
magnetic spin and pinned orbital moments observed in
experiment would emerge at the t-CuO/STO interface
upon the formation of oxygen vacancies. When located in
the TiO2-2 interface layer, a vacancy can induce a 2DEG
in the CuO-1 layer. Most importantly, we observe no va-
lence change nor non-zero magnetic moments at the in-
terface Ti sites, which is consistent with the XMCD mea-

surements [18]. The 2DEG behaves paramagnetically,
and would therefore be at the origin of the paramagnetic
spin moments observed experimentally. We identify a
C4 symmetry breaking in the CuO-1 layer above the va-
cancy as being a possible mechanism for the emergence
of an in-plane pinned orbital moment, in excellent agree-
ment with the nature of the pinned moment observed in
XMCD. We moreover show that if the oxygen vacancies
form pairs around a single Ti atom, the latter becomes
spin polarized and is therefore visible in XMCD.

In order to test the validity of our scenario, we propose
complementary experiments that could be performed on
the t-CuO/STO junction: 1) A local probe like STM
would be a good candidate in order to study specifically
the interface layers since it is able to spatially resolve the
charge density distribution. If applied to vertical cuts of
the t-CuO/STO heterostructure as was done in Ref. 7,
STM would be sensitive to variations in the electronic
density at the interface. 2) Since t-CuO was successfully
synthesized up to 10 unit cells [5], it may be possible to
use the small probing depth of XMCD in total electron
yield to suppress, or enhance, the interface contribution
to the spectrum, as was done in Ref. 22 for LaAlO3/STO.
3) Similarly, hard x-ray photoelectron spectroscopy at
the Cu L2,3-edge could be used to probe the presence of
the 2DEG at the interface by studying the angle depen-
dence of the photoemission spectrum, as was done for
LaAlO3/STO [49]. 4) Instead, the 2DEG could also be
suppressed at the interface by using a metallic Nb-doped
STO substrate, which was already used as a substrate
for t-CuO [17], or by changing the termination of STO
as was done for instance for AlO2/STO interfaces [50].

Since the orientation of the magnetization axis plays
an important role in the emergence of the pinned orbital
moment, its experimental determination will be an im-
portant step to advance the understanding of magnetic
properties of t-CuO.

Finally, we would like to stress that our results may
have implications to other systems. Not only the O va-
cancies play an important role in many oxides [51], but
also the pinning of the orbital moment has been observed
in other oxides [52] and exchange-bias systems [45]. Our
demonstration that the orbital moment pinning may be
sparked by structural distortions breaking the local and
global C4 rotation symmetries could therefore apply to
other systems, too. This is especially true for other
monoxide/dioxide junctions with similar metal-oxygen
bond length, and weak SOC. At the interface, the oxy-
gen atoms of the monoxide layer would separate into two
groups, those lying above an empty site and those above
a metallic ion (as is the case for t-CuO/STO). As we
have demonstrated, such separation can spark a symme-
try breaking when a defect, like a vacancy, is inserted,
and thus can lead to the pinning of the orbital moment.
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