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Dimerized quantum magnets provide a unique possibility to investigate Bose-Einstein condensation of magnetic excitations in crystalline systems at low temperature. Here, we model the low-temperature magnetic properties of the recently synthesized spin \( S = 1 \) dimer system \( K_2\text{Ni}(\text{MoO}_4)_2 \) and propose it as a new candidate material for triplon and quintuplon condensation. Based on a first principles analysis of its electronic structure, we derive an effective spin-dimer model that we first solve within a mean-field approximation to refine its parameters in comparison to experiment. Finally, the model is solved by employing a numerically exact quantum Monte Carlo technique which leads to magnetic properties in good agreement with experimental magnetization and thermodynamic results. We discuss the emergent spin model of \( K_2\text{Ni}(\text{MoO}_4)_2 \) in view of condensation of magnetic excitations in a broad parameter regime. Finally, we comment on a geometrical peculiarity of the proposed model and discuss how it could host a supersolid phase upon structural distortions.

Introduction. Low-dimensional quantum magnets provide a rich platform to study interesting magnetic phenomena in condensed matter physics due to their inherent strong quantum fluctuations. A variety of unusual ground states can be realized that sensitively depend on various parameters including dimensionality (\( D \)), magnitude of the spin (\( S \)), type of magnetic coupling, or range of correlations, just to name a few. Quantum materials thereby offer an ideal alternative route to investigate exotic phases of matter. A few prominent examples are superfluid and supersolid phases in Bose-Einstein condensates (BEC) [1, 2], which are usually investigated under extreme conditions in ultracold atoms [3] or solid helium-4 [4, 5].

In this regard, dimerized quantum magnets have sparked particular interest in recent years due to their inherent BEC of magnetic excitations [6, 7]. These magnets offer the opportunity to study an effective gas of interacting bosons, whose particle number can be tuned by applying an external magnetic field: \( S = 1/2 \) spin dimers with antiferromagnetic (AF) exchange coupling have a singlet ground state with a finite spin gap to its first excited state of spin \( S = 1 \). This state, however, becomes the ground state when applying a sufficiently strong external magnetic field - the magnetic moments order and an XY-antiferromagnetic phase is realized. By mapping the \( S = 1/2 \) spins to hard-core bosons [8, 9], it turns out that the bosons can condense at this phase transition if the spin environment shows uniaxial symmetry [6, 10]. For quantum magnets which fulfill this symmetry condition to a good approximation, the transition from a quantum paramagnetic to a XY-ordered state under an external magnetic field belongs to the BEC universality class.

The ground state properties and their excitations are extensively discussed for a plethora of \( S = 1/2 \) spin dimer materials, which include amongst others TiCuCl\(_3\) [11], SrCu\(_2\)(BO\(_3\))\(_2\) [12], BaCu\(_2\)Si\(_2\)O\(_6\) [13], Sr\(_2\)Cr\(_2\)O\(_8\) [14] and Ba\(_3\)Cr\(_2\)O\(_8\) [15]. Many of the cited spin gap systems exhibit BEC-like excitations under applied magnetic fields or pressure [7, 13, 16–18]. On the other hand, very few materials with \( S = 1 \) dimers exist in the literature [19, 20], a famous example being Ba\(_3\)Mn\(_2\)O\(_8\) [19, 21–26]. Interestingly, these systems show both triplet and quintuplet excitations: Whereas \( S = 1/2 \) spin dimer systems exhibit only triplet excitations, a second condensation into the \( |S = 2, S_z = 2\rangle \) state is possible for \( S = 1 \) dimer systems in strong magnetic fields. Since the BEC properties heavily depend on dimensionality, lattice geometry, amount of disorder and the nature of spin interactions [7], new \( S = 1 \) dimer quantum magnets are sought-after to investigate quintuplon condensation.

In this regard the recently rediscovered \( S = 1 \) spin dimer system \( K_2\text{Ni}(\text{MoO}_4)_2 \) [27, 28] is promising: It has well separated 2D layers (ac-planes) that consist of weakly coupled dimers formed by the magnetic ions of Ni\(^{2+}\). The magnetic susceptibility and heat capacity results [27] indicate the presence of a spin gap in the ground state and the magnetization shows a \( m = 1/2 \) plateau characteristic of spin-1 dimer systems.
FIG. 1. (a) Crystal structure of K$_2$Ni(MoO$_4$)$_2$. The structure is composed of well-separated 2D layers (ac-planes) of Ni$^{2+}$ ($S = 1$) atoms. (b) The ac-plane is comprised of edge-sharing NiO$_6$ octahedra, which are connected via MoO$_4$ tetrahedra. Panel (c) shows the arrangements of $S = 1$ dimers in the 2D ac-plane, the labels indicate different Ni-Ni spin exchange terms referred to in the text.

In this Letter, we derive an effective magnetic model for K$_2$Ni(MoO$_4$)$_2$ from first principles calculations and refine it by comparing the computed magnetic properties with the experimental magnetization results. By estimating the inter-dimer spin exchange and mapping onto bosonic excitations, our theoretical modeling predicts superfluid phases of triplons and quintuplons in K$_2$Ni(MoO$_4$)$_2$. Moreover, we discuss the possibility of a supersolid phase upon structural distortions assuming a specific parametrization of the inter-dimer spin exchange. Our study motivates a more precise determination of the g-tensor and spin exchange constants via ESR and neutron scattering experiments in future and suggests an investigation of K$_2$Ni(MoO$_4$)$_2$ in the context of both triplon and quintuplon condensation.

Model Derivation from first principles. In order to interpret the experimental results and to provide a microscopic understanding, we begin our theoretical analysis by carrying out ab initio simulations that allow us to derive an effective spin-model.

First, we employ (non-spin-polarized) density functional theory (DFT) calculations [29, 30] in the local density approximation (LDA) for the experimentally determined crystal structure. As can be seen from the band structure and densities of states (DOS) in Fig. 2(a,b) we find that the $t_{2g}$ states are completely filled whereas $e_g$ states are half filled, as expected for Ni ions in a 2+ charge state (a nominal $d^8$ configuration). Our analysis shows that these bands around the Fermi level have predominant $d_{xz,y^2}$ and $d_{yz}$ character in the global reference frame, see Fig. 2(c,d). By constructing maximally-localized Wannier functions [31] for these bands (see inset of Fig. 2(b)) we obtain a low-energy tight-binding model. Effective hopping strengths between $e_g$ orbitals (see Table I of the supplemental information [32]) indicate a strong dimer formation with much weaker inter-dimer coupling. In particular, the dimerization (e.g. between Ni atoms 1 and 2 in Fig. 1c) takes place between the $x^2-y^2$ orbitals, in agreement with the pronounced bonding/anti-bonding splitting of the band structure in Fig. 2c. This is consistent with fits of the magnetic susceptibility data of Ref. 27 [33]. These findings also suggest that the band structure of Fig. 2 should only be taken as an indication of the relevant electronic orbitals, since in reality K$_2$Ni(MoO$_4$)$_2$ lies deep in the Mott phase. The half-filled $x^2-y^2$- and $yz$-orbitals should thus be considered as localized state rather than band forming. Their low-energy physics is well described by an effective Heisenberg $S = 1$ pseudo-spin model describing the co-aligned spins of the half-filled Ni $e_g$ orbitals. Its Hamiltonian is given by

$$
\hat{H} = \sum_{i \neq j} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j,
$$

where the indices $i$ and $j$ span the positions of the intrinsically magnetic ions in K$_2$Ni(MoO$_4$)$_2$, i.e., Ni, and negative (positive) $J_{ij}$ denote (anti-)ferromagnetic spin exchange constants. Since $J_{ij}$ scales with the hopping terms $t_{ij}$ as $J_{ij} \sim (t_{ij,xz,y^2})^2$ [32], the Wannierization of the electronic model suggests to limit the inter-site spin exchange to nearest- and next-nearest neighbors in the ac-plane, see Fig. 1(c). The Mott insulating limit of the electronic model also provides a clear hierarchy of the
exchange constants, namely $J_0 \gg J_1 \approx J_2$ [32]. Further constraints on the inter-dimer exchange constants $J_1$, $J_2$ and $J_3$ are obtained from a mean-field treatment of an effective pseudo-spin model, which amounts to fitting the linear regions of the measured magnetization curve under applied external magnetic field as discussed below.

To illustrate this approach, Figure 3(a) sketches the characteristic energy level diagram of an isolated Ni dimer of K$_2$NiMo$_2$O$_8$ as a function of applied magnetic field strength $H$. In zero field, the ground state has total spin $S = 0$, but at $H_1 = \frac{J_0}{g\mu_B}$ the ground state changes to a $S = 1$ triplet and for $H > H_2 = \frac{2J_0}{g\mu_B}$ the dimer is in its $S = 2$ quintuplet configuration. When treating the (weak) inter-dimer interactions in mean-field theory, the three configurations correspond to plateaus in the magnetization curve as sketched in Fig. 3(b): A magnetization plateau with half the saturated magnetization is reached for dimers in the triplet state. For large magnetic field strength, the dimer is finally in the quintuplet ($|2,2\rangle$) state and the magnetization reaches saturation. Due to the finite inter-dimer exchange terms, the linear magnetization regions around the transition points develop a finite slope. These regions are characterized by the critical field strengths $H_{c_1}$ to $H_{c_4}$ and the centers of each linear slope region, $H_{m_1}$, $H_{m_2}$, can be compared to the critical field strengths extracted experimentally from $dM/dH$. In the following, we will briefly revisit key aspects of the mean-field analysis, more technical details can be found in the SI [32].

**Mean-Field Calculations.** Following the technique outlined in the seminal paper by Uchida et al. [21], we start by identifying two regions, $\mathcal{I}_1 = [H_{c_1}, H_{c_2}]$ and $\mathcal{I}_2 = [H_{c_3}, H_{c_4}]$, in which the ground state at zero temperature is only composed of the dimer spin states $|0,0\rangle$, $|1,1\rangle$ and $|1,1\rangle$, $|2,2\rangle$ respectively, see Fig. 3(a). In these regions we make the ansatz $|\Psi\rangle = \mathcal{O}_1|\psi_i\rangle$ for the wavefunction, where

$$
|\psi_i\rangle = \begin{cases} 
\cos(\theta_i)|0,0\rangle + \sin(\theta_i)|1,1\rangle e^{i\phi_i}, & H \in \mathcal{I}_1 \\
\cos(\theta_i)|1,1\rangle + \sin(\theta_i)|2,2\rangle e^{i\phi_i}, & H \in \mathcal{I}_2.
\end{cases}
$$

In order to investigate this region further, we rewrite the Hamiltonian in terms of dimer-spin operators and map onto the two lowest-lying states around the critical magnetic field strengths $H_1$ ($H_2$), which allows for a reformulation of the problem in terms of pseudospin-1/2 operators $\vec{s}_i$. In this new basis, the magnetization of the pseudospins amounts to a change from singlet to triplet (triplet to quintuplet) dimer states around $H_1$ ($H_2$). Thereby, we obtain a dimer-pseudospin model on a triangular lattice, where the pseudospin magnetization corresponds to the triplet (quintuplet) density.

In this description, the phases $\phi_i$ have to be chosen such that they minimize the total energy of the system, which amounts to finding the optimal ordering of the transversal (XY) spin component of the antiferromagnet on a triangular lattice. To this end, we use the relative phases parametrized by an angle $\alpha$ as sketched in Fig. 3(c), which leads to different possible relative spin orientations depending on the choice of $J_1$, $J_2$ and $J_3$, see Fig. 3(d).

Finally, the onsets of the linear slope regions of the magnetization can be expressed as

$$
g\mu_B H_{c_1} = J_0 - \frac{8}{3}b, \quad g\mu_B H_{c_3} = 2J_0 - 2b + a, \quad g\mu_B H_{c_2} = J_0 + \frac{8}{3}b + a, \quad g\mu_B H_{c_4} = 2J_0 + 2b + 2a,
$$

where $a = J_1 + 2J_2 + 4J_3$ and $b = J_1 + (J_1 - J_2) \cos \alpha - J_1 \cos^2 \alpha$. Based on the measured values of the middle of the linear slope regions, $H_{m_1}$ and $H_{m_2}$, as well as the critical field strengths $H_{c_1}, H_{c_2}$ determined from a linear fit of the magnetization curve, we estimate the spin exchange constants. Since precise information on the $g_{ij}$-tensor is still missing, we assumed a constant $g$-value of $g = 2 - 2.1$. Future ESR measurements of K$_2$Ni(MoO$_4$)$_2$

![FIG. 3.](image-url) (Color online) (a) Energy level scheme of an isolated $S = 1$ dimer: The ground state changes from singlet to triplet and finally to quintuplet as the applied magnetic field $H$ is increased. (b) Schematic magnetization curve of the $S = 1$ dimer lattice in mean-field theory. Linear slope regions are centered around $H_{m_1,2}$. (c) The configurations of the transverse spin components in the magnetization slope regions $\mathcal{I}_1$ and $\mathcal{I}_2$ which are considered here. $\alpha$ denotes the angle between the $y$-axis and the transverse pseudo-spin of the dimer, the configuration $\alpha = 120^\circ$ is close to the parametrization used here, which is indicated with a circle in panel (d). (d) The value of $\alpha$ which minimizes the total energy as a function of $J_2/J_1$ and $J_3/J_1$ for $J_0 = 33$ K.
would allow for a more precise refinement of the model. In particular the spin exchange $J_3$ depends sensitively on the precise value of $g$, which has consequences for the possibility to host a supersolid phase as discussed below. In the following, we will use the parametrization obtained for $g = 2$, i.e. $J_0 = 33\, K$, $J_1 = 0.7\, K$, $J_2 = 0.5\, K$ and $J_3 = -0.2\, K$. Treating the inter-dimer spin-exchange in mean-field theory, we find the calculated magnetization curves in good qualitative agreement with the measurements of Ref. [27], see Fig. 4(a).

To cross check this parametrization, we finally perform spin-polarized calculations within the local spin density approximation (LSDA) and LSDA+U (Hubbard $U$) [34], which assume a static ordering of the spins. In both cases a magnetic state corresponding to an anti-parallel spin ordering within and between nearest-neighbor dimers is the lowest energy state, consistent with the analysis in Ref. [27]. Effective exchange values $J_{ij}$ extracted in a linear-response manner using the magnetic force theorem [35, 36] confirm the parametrization qualitatively [32].

Monte-Carlo Results. The effective spin model with spin exchange terms $J_0 – J_3$ on a triangular dimer lattice can be solved in a numerically exact way in two dimensions using quantum Monte Carlo (QMC) techniques. To this end, we use the worm QMC algorithm [37, 38] as implemented in the ALPS package [39]. For the parameter regime used here ($J_1, J_2$ antiferromagnetic, $J_3$ ferromagnetic, see also Fig. 3(d)) there is no sign problem for the spin lattice, which is why the calculations are rather modest and can be converged with respect to the lattice size: The results are obtained for $L \times L$ dimer lattices with up to $L = 20$ and typically Monte Carlo sampling of $\sim 10^6$ sweeps with 10% used for thermalization turn out to be sufficient. The calculations for $J_3$ antiferromagnetic (see SI [32]), which introduces frustration via off-diagonal terms, need higher sampling.

Fig. 4(a) shows the evolution of the calculated field-dependent magnetization curve for different temperatures. The mean-field result is recovered at low temperature and the curve at $T = 1.5\, K$ is in good agreement with the experimental data of Ref. [27]. To illustrate the BEC of triplons, we plot in Fig. 4(b) the superfluid stiffness $\rho_{SF}$ of the corresponding bosonic model around $H_{c1} < H < H_{c2}$. This model is obtained by mapping the triplon excitations onto hard-core bosons, which leads to a spatially anisotropic $t – V$ model on a triangular lattice, see SI [32]. The triplon density smoothly increases from zero to one triplon per site when tuning the chemical potential across the parameter regime corresponding to the magnetic field strength $H \in \mathbb{Z}_1$. The superfluid stiffness corresponds to the staggered in-plane magnetization $m_{XY}$ of the spin model and indicates condensation of the triplon excitations below the critical temperature $T_c$. Since the superfluid density shows in contrast to the triplon density considerable finite-size effects, a proper scaling according to the Kosterlitz-Thouless recursion relations is applied [32, 40]. The inset of Fig. 4(b) shows the condensation temperature $T_c$ in the finite-size extrapolated limit, indicating the condensation of triplons around $H_{m_1}$ for $T \lesssim 0.2\, K$.

Discussion and outlook. We note first the qualitative agreement between the calculated magnetization curve and the measurements in Ref. [27]: The characteristic magnetization plateau at $m = \frac{1}{2}$ between $H_{c2}$ and $H_{c3}$ are connected to the zero and saturation magnetization regions at small and high magnetic fields by linear slope regions. By adjusting the model parameters according to our mean-field analysis, we are able to reproduce the characteristic features of the curve such as the positions of the transitions and the size of the plateau even quantitatively.

Differences consist in an early onset of the linear slope region between $13\, T$ and $22\, T$, as well as in a very broad transition from the plateau to saturation magnetization. Although deviations in high magnetic field might be related to the measurement in high fields, the finite magnetization in smaller magnetic fields $\mu_0 H \sim 20\, T$ is a robust feature unrelated to uncertainties related to the experimental technique used. Our QMC simulations at finite temperature do also suggest that these deviations are not finite-temperature effects, since the linear part of the slope $dM/dH$ close to $H_c$ is correctly reproduced at $T = 1.5\, K$. Instead, we speculate that these
small contributions to the magnetization curve could be linked to contaminations with the related compound \( K_2\text{Ni}_2(\text{MoO}_4)_3 \) [41], which is a spin \( S = 1 \) tetramer system that undergoes a Bose-Einstein condensation at smaller field strength.

The parametrization of our spin model can also be compared to estimates obtained from fitting the measured susceptibility data. Since the inter-dimer exchange constants are much smaller than the intra-dimer exchange, one can describe the spin susceptibility to a good approximation with a statistical ensemble of mean-field decoupled spin-1 dimers. This allows us to extract the intra-dimer exchange constant \( J_0 \) as well as a mean-field correction due to the inter-dimer exchange, see SI [32]. Fitting the experimental data after subtracting impurity contributions yields an exchange constant of \( J_0 = 38.8 \) K, which is a bit larger than our estimation of \( J_0 = 33 \) K. This is not surprising since the determination of \( J_0 \) from the susceptibility was shown to deviate from the one via inelastic neutron scattering in similar \( S = 1/2 \) dimer systems by roughly 13% [23, 24]. In contrast to the analysis carried out in Ref. 27, we find the mean-field correction \( \lambda \) to be finite, \( \lambda = \frac{J_1 + 2J_2 + 3J_3}{N g_s^2 \mu_B^2} \approx 3 \), which is consistent with a small, but finite inter-dimer spin exchange. However, one should note that the fit is rather insensitive to this quantity, which is why this technique does not allow for a precise determination of the effective inter-dimer exchange [24]. Finally, our estimate of \( J_0 \) is also in agreement with the spin gap obtained from fitting the magnetic contribution to the specific heat [27] (\( \Delta \approx 38 \) K).

The discussed Heisenberg model is the simplest model that qualitatively captures the essential features of the magnetization curve. A more realistic modeling should also include further terms like single-ion anisotropy, Dzyaloshinskii-Moriya interaction and biquadratic terms. However, such a modelization requires a precise knowledge of the different interaction parameters that enter the model and is beyond the scope of this paper. It could become feasible once ESR and neutron scattering measurements on single crystals allow for determining the inter-dimer interactions with high precision. It should also be noted that adding a single-ion anisotropy term might change the size of the plateau region, but it would not qualitatively change the shape of the magnetization curve. In particular, calculations with reasonably-sized single-ion anisotropies did not result in any additional linear slope regions in the magnetization curve that could explain the early onset of a non-zero magnetization found in experiment.

Finally, we note that the spin-1 Heisenberg model which captures the most prominent features of the system’s magnetic properties includes a rather weak inter-dimer exchange term \( J_3 \), which sensitively depends on the precise value of the Landé \( g \)-factor. Depending on \( g \in [2, 2.1] \) either ferro- or antiferromagnetic \( J_3 \) leads to best agreement with the measured magnetization curves. In the latter case, the system would be a dimerized spin structure with frustrated inter-dimer couplings, which was identified in Ref. 2 as a crucial criterion for hosting an extended supersolid phase.

Here, however, due to the specific in-plane geometry of the spin-dimers, we did not find supersolid behavior in the effective triplon and quintuplon models [32]. The reason lies in the lack of inter-dimer spin frustration along the axis of the dimers. This is a conceptual difference to the \( S = 1 \) dimer system \( \text{Ba}_3\text{Mn}_2\text{O}_8 \), where the dimers are oriented perpendicular to the plane and which in principle allows for such phases. \( K_2\text{Ni}(\text{MoO}_4)_2 \) thereby not only offers the possibility to investigate Bose-Einstein condensation of triplons and quintuplons as a function of magnetic field, which has so far only been possible in few quantum magnets, but also renders \( K_2\text{Ni}(\text{MoO}_4)_2 \) a candidate to tune BEC without supersolid instability.

However, distortions of the crystal structure that lead to either in-plane rotations or out-of-plane buckling of the dimers would naturally induce additional frustrating inter-dimer spin terms that could then allow for a supersolid phase. The absence of anomalies in the specific heat and magnetic susceptibilities suggest a critical temperature for condensation below \( T = 1.5 \) K, which is confirmed by the derived spin exchange strengths of our modelization. Overall, our results motivate the investigation of \( K_2\text{Ni}(\text{MoO}_4)_2 \) single crystals at low temperature in the future in the context of the realization of emergent states in quantum magnets with exotic magnetic excitations.

**ACKNOWLEDGMENTS**

B.K. thanks DST INSPIRE faculty award-2014 scheme. The figures showing crystal structures were created using the VESTA visualization software [42]. B.L. acknowledges computation time from TGCC-GENCI (project no. A0110912043) and we thank the CPHT computer team for support. We thank R. Kumar and A. V. Mahajan for providing additional magnetic measurements. B.L. thanks Michele Casula for fruitful discussions on QMC and for drawing our attention to Ref. 40.

[32] See Supplemental Material, which also includes Refs. [33–62].
[33] Details of the fit and our mean-field estimate of the interdimer coupling, which is slightly different from Ref. 27, can be found in the supplemental information [32].
imental and Theoretical Physics 87, 310 (1998).


I. DETAILS OF THE AB INITIO CALCULATIONS

The first step of our ab initio analysis consists in performing (non-magnetic) density functional theory (DFT) calculations [1, 2] in the local density approximation (LDA) for the experimentally determined crystal structure. After identifying the set of relevant orbitals for the low-energy Hamiltonian, we estimate the hopping strengths ($t_n$) between them by constructing effective maximally-localized Wannier functions for these bands using the WANNIER90 package [3, 4]. The various hopping strengths obtained in this method are given in table SI.

The computed $t_n$ clearly reveal a very large effective hopping between the $x^2 - y^2$ orbitals of nearest neighbor (NN) Ni ions, indicating a strong dimer formation. The next nearest-neighbor (NNN) hoppings between the $x^2 - y^2$ orbitals are much weaker. For the $yz$ orbitals, the magnitudes of the hoppings are almost equal for both both NN and NNN and they are almost one order of magnitude smaller than the $x^2 - y^2$ NN hopping. The strong orbital dependence of the hopping parameters can be understood by analyzing the crystal geometry of this system. The NN $yz$-$yz$ hoppings are primarily mediated via oxygen ions that are shared by the NiO$_6$ octahedra, while the $x^2 - y^2$ orbitals of NN nickel ions can hybridize directly via $\sigma$-bonding since Ni ions are positioned on the crystallographic $a$-axis. As a consequence, the effective NN $x^2 - y^2$ hopping becomes much stronger than the one between $yz$ orbitals. These results take us to a very important scenario where one of the orbitals renders the system a strong dimer, while the other orbital provides a microscopic root for weaker intra-dimer exchange interactions.

We next determine the lowest energy state by computing energies for a number of possible magnetic states using LSDA and LSDA+U approaches by means of the plane-wave based method as implemented in VASP [5]. Our results show that state corresponding to an anti-parallel intra- and inter-dimer spin-alignment is lowest in energy both within LSDA and LSDA+U. This is expected since the $e_g$ states are half filled which promotes antiferromagnetic super-exchange interaction between the Ni-states via the intermediate O atoms. The spin moment on the Ni site is calculated to be 1.45 $\mu_B$ within LSDA. Inclusion of $U$ helps in localizing the Ni moments and thus increases its value as we increase $U$ within LSDA+U. The Ni magnetic moment for $U = 4$ eV and $U = 6$ eV are respectively, 1.66 $\mu_B$ and 1.77 $\mu_B$.

After identifying the lowest energy magnetic state, we employed the magnetic force theorem [6, 7] as implemented in Ref. 8 to estimate the magnetic exchange interactions based on the converged LSDA and LSDA+U simulations. The results as summarized in table SII indicate that the intra-dimer interaction $J_0 \approx 40$ K is the dominant one, while the inter-dimer interactions are much smaller. Although ab initio calculations are not expected to reproduce such small spin-exchange constants

---

**TABLE SI.** Hopping integrals (in meV) between the effective orbitals of nearest- and next-nearest-neighbor Ni ions (indicated in Fig. 1c of the main text and here in Fig. S1a) as obtained from the Wannierization of our LDA calculation.

<table>
<thead>
<tr>
<th>Ni$_2$</th>
<th>Ni$_3$</th>
<th>Ni$_{3y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$yz$</td>
<td>$x^2 - y^2$</td>
<td>$yz$</td>
</tr>
<tr>
<td>Ni$_1$</td>
<td>yz</td>
<td>-39</td>
</tr>
<tr>
<td>Ni$_1$</td>
<td>$x^2 - y^2$</td>
<td>0</td>
</tr>
</tbody>
</table>

---
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TABLE SII. Magnetic exchange interactions ($J$) in Kelvin. The various $J$s are marked in Fig.1 of the main manuscript. Positive values indicate antiferromagnetic exchange.

<table>
<thead>
<tr>
<th></th>
<th>$J_0$</th>
<th>$J_1$</th>
<th>$J_2$</th>
<th>$J_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSDA</td>
<td>154.1</td>
<td>5.3</td>
<td>2.2</td>
<td>-1.4</td>
</tr>
<tr>
<td>LSDA+U ($U = 2$ eV)</td>
<td>100.3</td>
<td>4.1</td>
<td>3.0</td>
<td>-0.4</td>
</tr>
<tr>
<td>LSDA+U ($U = 4$ eV)</td>
<td>61.8</td>
<td>3.0</td>
<td>2.3</td>
<td>-0.3</td>
</tr>
<tr>
<td>LSDA+U ($U = 6$ eV)</td>
<td>38.9</td>
<td>2.2</td>
<td>1.7</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

with high precision, we note that the obtained value of intra-dimer exchange $J_0$ is in good agreement with the value suggested from the fitting of the experimental magnetic susceptibility data.

The magnetic exchange is expected to scale with $t^2$, $t$ being the hopping strength and $U$ the correlation strength. Thus we clearly see that after inclusion of $U$ within LSDA+U, the magnitudes of all relevant exchange parameters decrease. Overall, the picture of a system with strong intra-dimer and much weaker inter-dimer exchange is maintained. However, the relative strengths $J_2/J_1$ and $J_3/J_1$ change qualitatively: Within LSDA+U the nearest-neighbor inter-dimer exchanges are $J_1 \sim J_2$, but $J_3 \ll -J_1$. As we show in the following, this hierarchy of exchange constants reproduces well the measured magnetization data.

Apart from isotropic Heisenberg-exchange interactions, another important term of spin models for BEC in quantum magnets is the magnetic anisotropy which arises from spin-orbit coupling. In order to estimate its strength, we carried out LSDA calculations including spin-orbit coupling and fixing the spin-axis to various possible directions. The $a$-axis is found to be the easy axis of magnetization with $\sim 2$ meV lower energy as compared to the $c$-axis, justifying to neglect this term in our simple Heisenberg model. The orbital moment on the Ni site comes out to be $0.18 \mu_B$.

II. DERIVATION OF THE EFFECTIVE SPIN EXCHANGE

In the following, we summarize the rigorous derivation of the intra-dimer exchange $J_0$ at zero magnetic field. Our starting point is the two-orbital dimer with $x^2 - y^2$ and $yz$ orbitals separated by a small energy splitting of $\Delta_{eg} = \epsilon_{dz^2} - \epsilon_{d_{z^2}-y^2}$ ($\Delta_{eg} \approx 10$ meV within our DFT simulations) which lifts the degeneracy of the $e_g$ states. The dimer is then described by the following Hamiltonian

$$\mathcal{H} = \sum_{\alpha,\sigma} \left( \epsilon_{1,\alpha,\sigma}^\dagger \hat{c}_{1,\alpha,\sigma} + \text{h.c.} \right) + \sum_{i,\alpha} \epsilon_{i,\alpha} n_{i,\alpha} + \mathcal{H}_{\text{int}},$$

where $\hat{c}_{1,\alpha,\sigma}^\dagger$ denotes the annihilation (creation) operator of an electron of spin $\sigma \in \{\uparrow, \downarrow\}$ on orbital $\alpha \in \{d_{xy}, d_{x^2-y^2}\}$ at site $i \in \{1, 2\}$ and $n_{i,\alpha}$ is the density operator of orbital $\alpha$ at site $i$. For the interaction term we use the Kanamori-Hubbard form

$$\mathcal{H}_{\text{int}} = U \sum_{i,\alpha} n_{i,\alpha,\uparrow} n_{i,\alpha,\downarrow} + U' \sum_{i,\alpha} n_{i,\alpha,\uparrow} n_{i,\alpha,\downarrow} + (U' - J_H) \sum_{i,\alpha < \alpha', \sigma} n_{i,\alpha,\sigma} n_{i,\alpha',\sigma} - J_H \sum_{i,\alpha} c_{i,\alpha,\uparrow}^\dagger c_{i,\alpha,\downarrow} + c_{i,\alpha,\downarrow}^\dagger c_{i,\alpha,\uparrow} - J_H \sum_{i,\alpha} c_{i,\alpha,\uparrow}^\dagger c_{i,\alpha',\downarrow} + c_{i,\alpha',\downarrow}^\dagger c_{i,\alpha,\uparrow}.$$  \hspace{1cm} (2)

Here, $U$ is the local intra-orbital and $U'$ the inter-orbital Hubbard interaction strength, whereas $J_H$ denotes the Hund’s coupling strength.

We focus on the zero-field behavior and restrict the discussion to the groundstate sector, which is the $\{n_e = 4, S_{\text{tot}} = 0\}$ quantum sector of the dimer. Furthermore, we consider only the lowest-order contributions in perturbation theory and neglect higher-order terms. This means that the excitations considered in the following do not change the orbital occupancy, which is why we choose $\epsilon_0 = 2\epsilon_{d_{z^2}-y^2} + 2\epsilon_{d_{xy}} \equiv 0$ as our reference energy. In order to map the half-filled two-orbital electronic model to a $S = 1$ spin model we use the Löwdin downfolding technique [9] to derive the effective Heisenberg exchange constants.

Since the Hund’s coupling $J_H$ and Hubbard interaction $U$ are the dominating energy scales, the ground state of the system will be in the manifold of six microstates without double occupancy, described by a Hamiltonian $\mathcal{H}_{0,0}$. Considering the hopping terms $t_{xy}$ and $t_{yz}$ as pertur-
bations, these states are linked to eight excited states, whose Hamiltonian we denote by $\mathcal{H}_{1,1}$.

The Hamiltonian is then given by

$$\mathcal{H} = \begin{pmatrix} \mathcal{H}_{0,0} & \mathcal{H}_{0,1} \\ \mathcal{H}_{1,0} & \mathcal{H}_{1,1} \end{pmatrix},$$

where $\mathcal{H}_{0,1} = \mathcal{H}_{1,0}^\dagger$ include the hopping terms $t_{x^2-y^2}$ and $t_{yz}$.

Löwdin downfolding onto the subspace of zero double occupation leads in lowest order to the approximate Hamiltonian

$$\tilde{\mathcal{H}}(\epsilon) = \mathcal{H}_{0,0} + \frac{\mathcal{H}_{0,1}\mathcal{H}_{1,0}}{\epsilon - U - 2U'}, \quad (3)$$

Next, we express the dimer spin-1 states $|J,M_J\rangle = \{0,0\}, \{1,0\}, \{2,0\}$ in the electronic basis, and compare their energies to the downfolded Hamiltonian. From the $S = 1$ dimer picture we expect at zero magnetic field a singlet-triplet splitting of $J_0$ and a triplet-quintet splitting of $2J_0$, which is consistent with $J_0(\epsilon) = \frac{t_{x^2-y^2}^2 + t_{yz}^2}{\epsilon - U - 2U'}$.

We finally make the static approximation for a characteristic energy of the system. If we choose $\epsilon = 2U' - J_H$, which yields

$$J_0 = -\frac{t_{x^2-y^2}^2 + t_{yz}^2}{U + J_H}, \quad (4)$$

we recover the energy level scheme of our electronic two-orbital model.

### III. DIMER FIT TO THE SUSCEPTIBILITY

The inter-dimer magnetic exchange constants $J_1, J_2, J_3$ are much smaller than the intra-dimer exchange $J_0$, which renders a static mean-field decoupling of the dimers valid at sufficiently high temperatures. Here, $J_1, J_2, J_3 < 2 \text{ K}$, which is why the susceptibility data suggests itself to determine the intra-dimer exchange $J_0$.

Therefore, by assuming a statistical ensemble of decoupled spin-1 dimers one obtains the susceptibility [10]

$$\chi_0 = \frac{2Ng^2\mu_B^2}{k_BT}\left(1 + 5e^{-2J_0/k_BT} - 3e^{-J_0/k_BT} - 5e^{-2J_0/k_BT}\right),$$

where $N$ denotes the number of spin-1 dimers. Treating the inter-dimer exchange terms in static mean-field theory leads to

$$\chi = \chi_0 \frac{\lambda}{1 - \lambda \cdot \chi_0}, \quad (5)$$

with $\lambda = \frac{J_1 + 2J_2 - 4J_3}{Ng^2\mu_B^2}$. Most importantly, the temperature $T_{\text{max}}$ where $\chi(T)$ reaches its maximum is also the position of the maximum of $\chi_0(T)$. The maximum of $\chi(T)$ is therefore well suited to determine $J_0$.

### IV. DETAILS OF THE MEAN-FIELD ANALYSIS OF THE MAGNETIZATION CURVE

In the following we will analyze the magnetization curve by treating the inter-dimer spin exchange terms on a mean-field level by closely following the formalism outlined in Ref. 11.

We start by identifying two regions, $I_1 = \{H_{c1}, H_{c2}\}$ and $I_2 = \{H_{c3}, H_{c4}\}$, in which the ground state at zero temperature is composed of the dimer spin states $|S = 0, S^z = 0\rangle, |1, 1\rangle$ and $|1, 1\rangle, |2, 2\rangle$ respectively. In this region we make the ansatz $|\Psi\rangle = \otimes_i |\psi_i\rangle$ for the wavefunction, where

$$|\psi_i\rangle = \begin{cases} \cos(\theta_i)|0,0\rangle + \sin(\theta_i)|1,1\rangle e^{i\phi_i}, & H \in I_1 \\ \cos(\theta_i)|1,1\rangle + \sin(\theta_i)|2,2\rangle e^{i\phi_i}, & H \in I_2. \end{cases} \quad (6)$$

Furthermore we make the assumption that $\theta_i = \theta \forall i$.

The expectation values of the spin operators acting on sites 1, 2 of dimer $i$ read as

$$\langle S_{i,1}^z \rangle = \frac{1}{2} \sin^2(\theta),$$

$$\langle S_{i,1}^+ \rangle = -\langle S_{i,1}^- \rangle = -\frac{2}{\sqrt{3}} \cos(\theta) \sin(\theta) e^{i\phi_i},$$

$$\langle S_{i,2}^+ \rangle = -\langle S_{i,2}^- \rangle = -\frac{2}{\sqrt{3}} \cos(\theta) \sin(\theta) e^{-i\phi_i},$$

$$\langle S_{i,2}^z \rangle = \frac{1}{2} \sin^2(\theta).$$

Fitting the measured data after subtracting impurity contributions (see main text) leads to $J_0 = 38.8K$, $\lambda = 3.12 \pm 0.01$ and $2N\mu_B^2g^2 = 1.83$. By assuming that the Heisenberg exchange scales as $t_{x^2-y^2}^2 + t_{yz}^2$, see section II, we note that the parameters $J_1$ and $J_2$ have nearly the same size, which is why we set $J_1 = J_2, J_3 = 0$ for a first simplistic modelization such that $\lambda = 3$. Using $J_0 = 38.8K$ and $J_1 = J_2 = 1K$, the QMC simulation is found to be in perfect agreement with both the experiment and the dimer fit at temperatures $T > 2K$, see Fig. S2.
for $H \in I_1$ and

$$
\langle S^z_{i,1} \rangle = \frac{1}{2} \left( 1 + \sin^2(\theta) \right)
$$

$$
\langle S^z_{i,2} \rangle = -\langle S^z_{i,2} \rangle = -\cos(\theta) \sin(\theta)e^{\mp i \phi_i},
$$

for $H \in I_2$.

In this description, the phases $\phi_i$ have to be chosen such that they minimize the total energy of the system, which amounts to finding the optimal ordering of the transversal (XY) spin component of the antiferromagnet on a triangular lattice. The configuration naturally depends on the values of $J_1, J_2$ and $J_3$. Here, we use the relative phases sketched in Fig. 4(a) of the main text, which leads to different possible angles $\alpha$ as discussed below.

The corresponding total energies in the two regions read as

$$
E_1 = J_0(\sin^2 \theta - 2) - g \mu_B H \sin \theta
$$

$$
+ \frac{a}{2} \left( \sin^4 \theta - \frac{8}{3} \cos^2 \theta \sin^2 \theta \cdot b \right)
$$

and

$$
E_2 = J_0(2 \sin^2 \theta - 1) - g \mu_B H (1 + \sin^2 \theta) + \frac{a}{2} \left( 1 + 2 \sin^2 \theta + \sin^4 \theta \right) - 2 \cos^2 \theta \sin^2 \theta \cdot b
$$

with $a = J_1 + 2 J_2 + 4 J_3$ and $b = J_1 + (2 J_3 - J_2) \cos \alpha - J_1 \cos^2 \alpha$.

The relative phase angle $\alpha$ is determined from $\frac{dE}{d\alpha} = 0$, which leads to up to three different solutions:

$$
\begin{cases}
- J_1 - 2 J_2 + 4 J_3, & \alpha = 0 \\
- J_1 + 2 J_2 - 4 J_3, & \alpha = \pi \\
\frac{(2 J_3 - J_2)^2}{2 J_1}, & \alpha = \arccos \frac{2 J_3 - J_2}{2 J_1}, \\
\end{cases}
$$

if $|2 J_3 - J_2| \leq |2 J_1|$

Depending on the values of $J_2/J_1$ and $J_3/J_1$, the solution which maximizes $b$ (and thereby minimizes $E$) is chosen. The corresponding angle $\alpha$ is plotted in Fig. 3(c) of the main text. In order to calculate the magnetization $m$, we require $\frac{dE}{dm} = 0$ and solve for $\sin^2 \theta$:

$$
\sin^2 \theta = \begin{cases}
\frac{\mu_B H - J_0 + \frac{2}{3} b}{\mu_B H - J_0 + \frac{4}{3} b}, & H \in I_1 \\
\frac{\mu_B H - J_0 + 2 b + a}{\mu_B H - J_0 + 2 b + a}, & H \in I_2
\end{cases}
$$

This means that

$$
g \mu_B H_{c1} = J_0 - \frac{8}{3} b
$$

$$
g \mu_B H_{c2} = J_0 + \frac{8}{3} b + a
$$

$$
g \mu_B H_{c3} = 2 J_0 - 2 b + a
$$

$$
g \mu_B H_{c4} = 2 J_0 + 2 b + 2 a.
$$

In the regions $I_1$ and $I_2$, the slope of the magnetization curve reads as $g_1 = \frac{3g \mu_B}{3a + 16b}$ and $g_2 = \frac{g \mu_B}{a + 4b}$, which means that $g_1^{-1} = g_2^{-1} = \frac{1}{3g \mu_B} b$. Furthermore, the middle of the magnetization slope regions $I_1, I_2$ are given by $H_{m1} = J_0 + \frac{a}{2}$ and $H_{m2} = 2 J_0 + \frac{a}{2} b$ respectively. Since these positions barely change at low temperature, see Fig. 4(b) of the main paper, we can use the magnetization data measured at $T = 1.5$ K to estimate $J_0$.

At $T = 1.5$ K the slope of the linear region of the magnetization curve is smaller than the zero-temperature value which should be used for the mean-field approximation. Therefore, the critical field strengths $H_{c1} - H_{c4}$ determined from a linear fit of the measured data serve as upper bounds to the slope regions $I_1, I_2$. Since the low-field data is slightly more reliable than the high-field data, we use the linear region at intermediate fields to fit $H_{c1} = 21.2$ T and $H_{c2} = 27.9$ T. Within the mean-field treatment, the gradients of the two slope regions are connected. For values of $J_1$ in the order of $\sim 1$ K the parameter $b$ is found to be $b \sim g \mu_B$, which leads to the magnetization slope of the region $I_2$. By determining the middle of these slope regions, we finally estimate $J_0 \approx 33$ K, $a \approx 2$ K.

Although a thorough determination of the parameters $J_1, J_2, J_3$ would require neutron scattering data on single crystals, even the present data allows to get further insights from the mean-field solution. We know from the electronic model discussed in section II that the exchange constants scale as $t_{xz, yz}^2 + t_{yz}^2$. Together with the LSDA+U analysis of section I we conclude that $J_2 \lesssim J_1$. We fix $J_1 = 0.7$ K and $g = 2$ and determine the remaining

---

**FIG. S3.** (Color online) The critical field strengths $H_{c1}$ (a) and $H_{c2}$ (b) according to Eq. (7) for $J_0 = 33$ K and $J_1 = 0.7$ K. Regions $[H_{c1}, H_{c2}]$ and $[H_{c2} - 2, H_{c2}]$ are coloured, where $H_{c1,2}$, shown in black, are taken as lower (upper) limits from fits to the measured magnetization curve at $T = 1.5$ K. Panels (c) and (d) show the middle of the linear slope regions, $H_{m1,2}$, as a function of $J_2$ and $J_3$. The estimations from Ref. [12] based on the derivative of the magnetization curve are shown in black. The parametrization used in the paper is indicated with a circle.
parameters $J_2$ and $J_3$ by taking the extracted values $\bar{H}_c$ as upper/lower bounds for $H_{c2,4,c1,3}$, see Fig. S3. Therefore we set $J_2 = 0.5$ K and $J_3 = -0.2$ K, which leads to good agreement of the finite-temperature QMC calculations with experiment as shown in Fig. 3(b) of the main text.

Since ESR measurements of the similar quantum dimer system BaCuSi$_2$O$_6$ showed that the $g$ factor is slightly larger than 2 [13], we briefly investigate the effect of $g > 2$ on the optimal values of $J_2$ and $J_3$. In particular the small inter-dimer exchange $J_3$ is susceptible to small variations in $g$: For $g = 2.07$, the best parametrization would correspond to an antiferromagnetic exchange $J_3 = 0.2$ K, which has consequences for the corresponding hardcore boson model that describes the Bose-Einstein condensation of triplons.

V. CONSTRUCTION OF AN EFFECTIVE BOSONIC MODEL

We focus here on the condensation of triplons and derive a hardcore boson model for magnetic field strengths up to $H \lesssim H_{c3}$. Note that since we neglect in our simplified spin model anisotropy terms such as single-ion anisotropy and since triplon and quintuplon excitations are well separated, the calculation of quintuplon condensation would proceed likewise.

Following Ref. 14, we use a Matsubara-Matsuda transformation [15, 16] to derive an effective hardcore boson model: Each dimer is mapped to a lattice site, which is empty if the dimer is in its singlet configuration and can host up to one boson, which corresponds to the dimer triplet state $|1,1\rangle$. The emerging bosonic model corresponds to a $t-V$ model on an anisotropic triangular lattice:

\[
\mathcal{H} = -t_1 \sum_{\langle i,j \rangle} (b_i^\dagger b_j + h.c.) - t_2 \sum_{\langle(i,j)\rangle} (b_i^\dagger b_j + h.c.)
+ V_1 \sum_{(i,j)} n_i n_j + V_2 \sum_{\langle(i,j)\rangle} n_i n_j - \mu \sum_i n_i,
\]

where $t_{1,2}$ denote bosonic hopping along the lattice vectors $\vec{a}_1, \vec{a}_2$ as depicted in Fig. S1(d) and $V_{1,2}$ are the intersite interaction strengths. This corresponds to a square lattice with additional hopping and interaction terms along one of the diagonals. Changing the magnetic field strength $H$ translates into modifying the chemical potential $\mu = -J_0 + g\mu_B H - \frac{1}{2} \sum_{r,r'}. V_{r,r'}$. For the (isotropic) hardcore boson $t-V$ model, a superfluid phase is realized for $t > V$, but for $t \ll V$ a supersolid phase exists [17–20]. In the spatially anisotropic triangular lattice, the supersolid phase can also be found in a certain parameter regime [21] and even an incommensurate supersolid phase can be stabilized [22]. Here, however, the geometry of the spin-dimer lattice causes a slightly different scenario, which we discuss in the following.

Since only $J_1$ couples dimers along the $\vec{a}_1$ direction, we obtain $t_1 = \frac{J_1}{4} = V_1$. For the other directions the model parameters read

\[
t_2 = \frac{J_2 - 2J_3}{4}, \quad V_2 = \frac{J_2 + 2J_3}{4}.
\]

Depending on the precise choice of $J_3 \in [-0.2K, 0.2K]$, the ratio $t_2/V_2$ changes from $t_2 > V_2$ for ferromagnetic $J_3$ to $t_2 < V_2$ for antiferromagnetic (frustrated) $J_3$.

VI. BOSE-EINSTEIN CONDENSATION IN THE EFFECTIVE MODEL

In Fig. S5 we show the boson density $n$ as well as the superfluid stiffness $\rho_{SF}$ as a function of chemical potential $\mu$ for a temperature well below the condensation temperature $T_c$. The density changes from $n = 0$ (only singlet states present in the spin model) to $n = 1$ for all dimers in their triplet state. At $T < T_c$ we obtain a finite superfluid stiffness $\rho_{SF} > 0$ which indicates a
condensation of triplons. This feature is robust, both for the ferromagnetic (unfrustrated) coupling \( J_3 = -0.2 \) K used in the main paper, and for the antiferromagnetic (frustrated) coupling \( J_3 = 0.2 \) K which one would obtain from a fit with \( g = 2.075 \).

In order to gain further insights into the condensation temperature \( T_c(\mu) \) of the system, the superfluid stiffness needs to be finite-size extrapolated, since \( \rho_{SF} \) depends strongly on the system size for \( T > T_c \), see Fig. S6(a). Following the procedure given in the seminal paper by Ceperley and Pollock [23] and subsequently used in calculations of the isotropic \( t – V \) model on a triangular lattice [17], the superfluid stiffness can be extrapolated to the infinite-size limit by using the Kosterlitz-Thouless recursion relations. In integral form [24], the renormalization group equation that links two different system sizes \( L_1 \) and \( L_2 \) reads

\[
\log L_2/L_1 = 1/4 \int_{R_2}^{R_1} dt / t^2 (\log(t) – \kappa) + t
\]

with \( R = \pi \rho_{SF}/2mT \) defined using the effective mass \( m = (t_1 + 2t_2)^{-1} \). By using different system size ratios \( L_1/L_2 \) we determine the microscopic parameter \( \kappa \) for different temperatures \( T > T_c \) in order to determine the temperature \( T_c(\mu) \) at which \( \kappa = 1 \), see Fig. S6(b). Error bars for \( \kappa \) were calculated based on Monte Carlo error propagation.

It should be noted that the winding number fluctuations \( \langle W^2 \rangle \) along the axis of the triangular lattice are usually not the same since we work with an anisotropic model. Since this can have consequences for the precise determination of the critical temperature, we used aspect ratios \( L_x/L_y \) which minimize the difference between \( \langle W^2_x \rangle \) and \( \langle W^2_y \rangle \) in order to have an isotropic superfluid stiffness \( \rho_{SF} \) which allows for a meaningful finite-size scaling as a function of \( L \) [25]. The superfluid dome obtained in this way for \( J_3 = -0.2 \) K is shown in the inset of Fig. 4(b) of the main text.

Finally, we note that for \( J_3 = 0.2 \) K one obtains \( |t_2| \ll V_2 \), which means that the movement of bosons along two directions is frozen out, which for its own would satisfy one of the constraints for forming a supersolid phase. However, irrespective of the precise value of \( J_3 \), the fact that dimers couple along the \( b \) direction only via \( J_1 \) always leads to \( t_1/V_1 = 1 \) in the effective boson model, hindering the formation of a supersolid phase. This could be changed by distortions of the perfect in-plane orientation of the dimers along the \( a \) direction by out-of-plane buckling and/or in-plane rotations of the dimers. Thereby, an additional frustrating spin-exchange term between dimers in \( a \)-direction would occur that would cause a ratio of \( t_1/V_1 \neq 1 \) in the boson model. For sufficiently strong frustration, such a modification of the model could eventually allow for the existence of a supersolid phase.

Irrespective of the question on a possible supersolid phase, the precise determination of the spin exchange constant \( J_3 \) will be important for a detailed discussion of the BEC of triplons and quintuplons in \( K_2Ni(MoO_4)_2 \).


