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Abstract. In this paper we consider the problem of, given a set of graphs with the same set of vertices,
choosing a minimum cycle basis for each of these graphs such that the intersection of these bases has
maximal size. We first prove this problem to be NP-complete, then prove its polynomiality for the special
case of two graphs and study both the hardness of approximation and the parameterized complexity.

Introduction

The cycle bases are a compact representation of the cycles in a graph, and finding a minimum cycle basis
(minimizing the total weight of cycles in the base) can be done in polynomial time [1,12]. We consider an
extension of this problem: given a set of graphs with the same set of vertices, find for each graph a minimum
cycle basis such that the size of their intersection is maximum.

The motivation for studying this problem is related to chemoinformatics and bioinformatics, especially to
study molecular dynamics trajectories. A molecule consists of atoms (i.e., vertices) and covalent/hydrogen
bonds between atoms (i.e., edges). The hydrogen bonds can evolve over time [5]. Such an evolution is
typically studied using notions of similarities or editing distance between molecular graphs resulting from
the trajectory; this is also the case for RNA graphs [11,19]. Considering the paradigm indicating that the
structure of a molecule is the consequence of the interaction of its smallest rings (or cycles), a possible
approach consists in studying the similarity of molecular graphs of a trajectory through the similarity of
their graphs of cycles obtained by choosing cycle bases [8,9,13]. Therefore, the prerequisite is associating
a minimum cycle basis to each molecular graph in the molecular trajectory with the maximum global
intersection. This is the specific problem we are addressing here.

Minimum cycle bases are already used in chemistry to represent the molecular structure [3,15,17]. Con-
cerning the similarity measure between molecular graphs, some works propose using cycles as a local structure
to approximate an edit distance between different graphs [13]. A first study has been carried out concerning
the similarity of graphs of cycles of molecular graphs to compare their structure [4], but to our knowledge,
no study has been devoted to searching for bases of similar cycles.

Our contributions. Given a set of k graphs with the same set of vertices, this paper introduces the problem
of finding for each graph a minimum cycle basis such that the size of their intersection is maximum. This
paper shows the following results:

1. The problem is NP-complete when k ≥ 3.
2. The problem is polynomial when k = 2.
3. There is a polynomial algorithm with performance guarantee 1

k for the associated maximization problem,
and this ratio is the best possible.
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4. The problem is in XP and is W[1]-hard, parameterized by the size of the solution.

Method and organization of the paper This paper introduces the problem max-MCBI that, given a
set of k graphs with the same set of vertices, searches a minimum cycle basis for each of these graphs such
that the intersection of these bases has maximal size. We denote by MCBI the decision problem associated.
We introduce the problem and classic definitions of graphs and minimum cycle bases in Section 1. One can
notice similarities between MCBI and the matroid intersection problem. Hence, in the same section, we
detail similarities and differences between those two problems. We prove the NP-completeness when k ≥ 3
in Section 2. For that, we define a gadget in Section 2.1 and a reduction from the Hamiltonian path problem
in Section 2.2. Polynomial case of k = 2, hardness of approximability and parameterized complexity of the
maximization problem are studied in Section 3. Finally, in Section 3.4, we propose an implementation of two
functions recurrently needed in our algorithms.

1 Minimum Cycle Bases and Matroids

Brief reminders of the definitions of cycles and their bases, as initially presented in [2], are first given. Then
the problem of minimum cycle bases intersection is presented.

We consider a general definition of a cycle in a graph G as any subgraph in which each vertex has an
even degree. The sum of two cycles, c1⊕c2, is the subgraph containing only the set of edges present in one of
the two cycles. This general definition of cycles with the sum operation defines a vectorial space, the space
of cycles C of a graph. The dimension of the cycle space C of a graph G = (V,E) is µ(G) = |E| − |V | + x
where x is the number of connected components in G. A cycle basis of a graph G is a set B of cycles that
spans the cycle space C of the graph G. By span, we refer to the linear span of linear algebra that can be
applied here on cycle bases due to their definition in the vectorial space C.

The weight of a cycle is its number of edges, denoted for a cycle c by ω(c). The weight of a cycle basis
is the sum of the weights of the cycles that compose it. Therefore, a minimum cycle basis is a cycle basis in
the space C that minimizes its weight. We denote the set of minimum cycle bases of a graph G by MCB(G).
There are polynomial time algorithms to find a minimum cycle basis [1,12], and these algorithms also work
in the weighted setting, where each edge has a non-negative weight associated with it.

According to the general definition of cycles, an elementary cycle is a connected subgraph in which each
vertex has degree two. Moreover, we specify the following property: the cycles of a minimum basis are always
elementary. Indeed, they can generate any cycle of C and remain shorter. Hence, each cycle can be expressed
as a {0, 1} incidence vector, i.e., a vector in which each factor represents an edge e and values 1 if e is in the
cycle and 0 otherwise. Thus, the sum of two cycles is the sum of their vectors modulo 2.

To represent the links between cycles and minimum cycle bases we consider the following notation:
given B a minimum cycle basis (or any subset of a cycle basis), let λB : B × C → {0, 1} be an application
such that if a cycle c ∈ B takes part in the generation of a cycle d we have λB(c, d) = 1, otherwise λB(c, d) = 0.

Let us now introduce the decision problem we are interested in.

Problem 1 (Minimum Cycle Bases Intersection, MCBI). Given a set of k graphs Gi with the same set of
vertices and γ ∈ N, does it exist a set {B1, ...,Bk} with Bi ∈ MCB(Gi) such that |

⋂k
i=1 Bi| ≥ γ.

The maximization problem associated with the decision problem MCBI that searches a set of minimum
cycle bases that maximizes the intersection size is denoted by max-MCBI. One can notice that this problem
is closely related to the matroid intersection problem that we now recall.

A matroid is a pair (S, I) where S is a universal set called the ground set, and I is a family of 2|S| subset
called the independent subsets of S. A matroid has the following properties: (i) if f ∈ I then any subset of
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f is independent; (ii) if f1 and f2 are independents with |f1| < |f2| then f1 can be completed by an element
e of f2 such that f1 ∪ e ∈ I.

Problem 2 (Matroid intersection problem). Given a set of k matroids (S, I1), (S, I2), . . . , (S, Ik) with the same
ground set and γ ∈ N, does it exist a subset S′ ⊆ S with S′ ⊆

⋂k
i=1 Ii such that |S′| ≥ γ.

Any vectorial space E where the independent sets are the linear independent sets of E defines a matroid.
Thus, if S is the set of cycles in a graph G and I are the set of linear independent cycles, then (S, I) is a
matroid. Consequently, the problem MCBI seems to be a subproblem of the matroid intersection problem.
The problem of matroid intersection is known to be polynomial in the case of two matroids and NP-complete
for more than three matroids [18]. However, we cannot easily apply the results of this intersection problem
to MCBI. Our consideration of only minimum cycle bases is one of the main reasons that makes it difficult.
Actually, relaxing the problem MCBI by considering cycle bases instead of minimum cycles bases makes
the problem polynomial. The exponential number of cycles in a graph is another difficulty. Indeed, the com-
plexity of the known polynomial algorithms for matroids intersection is by the size of the ground set, which
has, in our case, an exponential size.

We now express common lemmas on minimum cycle bases: Lemmas 1, 2 and 3 respectively present how
to construct a basis from another one, how a cycle can only be generated by a shorter cycle, and how the
number of cycles of a particular size is limited in a basis.

Lemma 1. Given B a cycle basis of a graph G with two cycles c1 /∈ B and c2 ∈ B, if λB(c2, c1) = 1 then
B′ = (B \ {c2}) ∪ {c1} is a cycle basis of G.

Proof. As c1 = c2 ⊕
(⊕

c∈B\{c2} λB(c, c1) · c
)

then c2 = c1 ⊕
(⊕

c∈B′\{c1} λB(c, c2) · c
)
. Thus B′ spans every

cycle generated by B. Given that |B′| = |B| then B′ is a cycle basis of G.

Lemma 2. Given a graph G and B ∈ MCB(G), for any cycles c1, c2 with c1 /∈ B and c2 ∈ B such that
λB(c2, c1) = 1, we have ω(c2) ≤ ω(c1).

Proof. If ω(c2) > ω(c1) then the exchange of c2 with c1 in B gives a basis B′ (Lemma 1) with a lower weight.
So, B is not a minimum cycle basis that represents a contradiction.

Lemma 3. Given a graph G and l ∈ N, for any B ∈ MCB(G) the subset of cycles c ∈ B with ω(c) ≤ l spans
the same subset of cycles of G.

Proof. The subset of cycles with a length inferior or equal to l in a minimum cycle basis B is denoted by B(l).
Given B,B′ ∈ MCB(G), for all c with ω(c) > l, if c can be generated by B(l) then c =

⊕
d∈B(l) λB(d, c) · d.

However, by Lemma 2, every cycle d ∈ B(l) must be spanned by cycles of B′(l); otherwise, d should be added
to B′ so that it constitutes a minimum cycle basis. Hence, ∀d ∈ B(l), we have d =

⊕
e∈B′(l) λB′(e, d) ·e. Thus,

c can also be generated by B′(l).

Lemma 4. Given a graph G and l ∈ N, for all B ∈ MCB(G), the subset of B containing all cycles c ∈ B
with ω(c) = l has the same size.

Proof. This lemma naturally results from Lemma 3. For B,B′ ∈ MCB(G) as B(l) and B′(l) span the same
set of cycles, if one has a size larger than the other, it cannot be minimum.
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2 Complexity of MCBI in the general case

This section first introduces a gadget that encodes a method of selecting cycles. The minimum cycle bases of
this gadget have the property to contain only one of the given squares. Function GAD takes a set of cycles as
an entry and represents this gadget. Then, we give the proof of NP-completeness of problem MCBI through
a polynomial reduction to the Hamiltonian path problem.

2.1 Encoding a selection of one cycle among p, function GAD

Given p disjoint cycles ci = (ri, si, ti, ui) of length 4, GAD(c1, c2, . . . , cp) is a connected planar embedded
graph around those cycles (example in Figure 1). In the following, GAD will be used both to designate the
graph in question and also the procedure that builds this graph that is the following:

1. For each pair of consecutive cycles ci, ci+1 placed side by side on the plane: add two edges [si, ri+1],
[ti, ui+1], and one node wi in between which is connected to si, ri+1, ui+1 and ti.

2. Let e1, . . . , eq be the edges of the external face with q = 4p. Add, for each 1 ≤ i ≤ q, a node vi on the
external face and a triangle containing vi and ei. For example, if i = 1 then add [u1, v1] and [v1, r1] to
construct the triangle u1, v1, r1 containing v1 and e1.

3. On the external face, for 1 ≤ i < q add an edge [vi, vi+1] and then, add one edge [vq, v1].
4. Still on the external face, for each 3 ≤ i ≤ q − 1 add an edge [v1, vi].

r1 s1

t1u1

c1
r2 s2

t2u2

c2w1v1

v2 v3 v4

v5

v6v7v8

e1

e2 e3 e4

e5

e6e7e8

Fig. 1: GAD(c1, c2), c1 and c2 are represented by dashed blue lines.

In the resulting graph GAD(c1, . . . , cp), denoted as GAD, we consider only two types of cycles: triangles
and squares. Triangles are cycles of length three with at least one vertex not in the given cycles ci. Squares
are cycles of length four, and, are either one of the given cycles ci or are generated by the triangles.

Each triangle is a face (internal or external), but every face is not a triangle. Indeed, µ(GAD) cycles
constitute the set of inner faces, and that includes the p squares ci. A cycle basis contains µ(GAD) linearly
independent cycles, and as two faces never have the same set of edges, the set of inner faces is a cycle basis.
Hence, we can define any B ∈ MCB(GAD) by replacing one of the squares c1, c2, . . . , cp by the outer face
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in the set of all the inner faces of GAD. The obtained B is a minimum cycle basis because there exists no
more independent triangle and thus none to be exchanged with a square to reduce the weight of the basis.
From Lemma 4, we know that the number of squares in any minimum cycle basis of the graph is always the
same. Consequently, we can express the following property.

Property 1. Any B ∈ MCB(GAD(c1, c2, . . . , cp)) contains p−1 cycles among the p given cycles c1, c2, . . . , cp.

2.2 MCBI is NP-complete

We consider the problem that, given a directed graph G = (V,A) investigates whether there exists a Hamil-
tonian path between s and t in G. We assume there are no incoming arcs in s and no outgoing arcs in t.
This problem of the Hamiltonian path is NP-complete [14].

We use a similar proof to the one used for the NP-Completeness of the matroid intersection problem [18].
In that proof, the idea is to define 3 matroids with the same ground set, the set of arcs of G, but with distinct
independent sets: in M1, independent arcs cannot form cycles; in M2, the independent arcs do not share the
same vertex as an origin; and, in M3, the independent arcs do not share the same vertex as a destination.
Then the maximum common independent set of these three matroids is necessarily an elementary path, i.e.,
a path passing only once by an arc/a node. The maximum common independent is of size |V |−1 if and only
if the independent represents a hamiltonian path.

We consider an instance G = (V,A) of the Hamiltonian path problem. We define three graphs G1, G2

and G3 that will have the same properties as the matroids M1, M2 and M3. In each graph we add a square
ca for each arc a ∈ A. We will simulate the matroids’ independents in the graphs by our function GAD. The
three graphs G1, G2, and G3 must have the same vertices. Hence each node that will be added by functions
GAD to one graph, will also be added to the two others as a disconnected node.

In G2, we consider each node v ∈ V one by one. We apply function GAD(c(v,w1), c(v,w2)) for each pair
of successors (w1, w2) of v. Let us consider Gv

2, a connected component of G2 formed by the squares of the
outgoing arcs of v. A minimum cycle basis of Gv

2 will contain every triangle and only one square. Thus, we
cannot select two outgoing arcs of v. Indeed, any minimum cycle basis of a connected component of G2,
contains every triangle from all the functions GAD and only one square. For example, given a node v and
its three successors w1, w2 and w3 represented by the squares c1 = c(v,w1), c2 = c(v,w2) and c3 = c(v,w3). We
define Gv

2 = c1 ∪ c2 ∪ c3 ∪ GAD(c1, c2) ∪ GAD(c2, c3) ∪ GAD(c1, c3). We denote the minimum cycle basis
of Gv

2 by Bv
2 . If c1 ∈ Bv

2 , then c2 is generated with Bv
2 . Moreover, as all the triangles of GAD(c2, c3) are in

Bv
2 and c2 ∈ span(Bv

2) then c3 is spanned with Bv
2 . This construction with functions GAD forms a kind of

clique of functions GAD, one clique per node. A minimum cycle basis of G2 is the union of the minimum
cycle bases of its connected components. Hence, a minimum cycle basis of G2 contains exactly one square
c(v,w) for each node v ∈ V .
In G3, we consider each node v ∈ V one by one. We apply function GAD(c(w1,v), c(w2,v)) for each pair of
predecessors (w1, w2) of v. Thus, we cannot select two incoming arcs of a same node v. A minimum cycle
basis of G3 contains exactly one square c(w,v) for each node v ∈ V .
In G1, we consider a cycle basis B = {d1, d2, . . . , dp} of the non-oriented multigraph underlying G. For
1 ≤ i ≤ p, we consider di from the cycle basis and we apply function GAD(ca, a ∈ di). We denote GADi

the set of cycles obtained by the application of the function GAD(ca, a ∈ di).
We will now prove that in any minimum cycle basis B1 of G1, a subset of arcs c contains a cycle in G

if and only if the associated squares ca for a ∈ c are not subset cycles of B1. Then, the properties of the
minimum cycle basis of G2 and G3 are enough to show that the sectioned squares define a Hamiltonian path
from s to t in G if and only if the maximum intersection is of size V − 1.
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A B C

D

(a) Graph G

A B C

D

(b) non-oriented multigraph underlying G

cAB cAC

cBD cBC

cCBcCD

cAD

(c) Graph G2

cAB cAC

cBD cBC

cCBcCD

cAD

(d) Graph G3

cAB cAC

cBD cBC

cCBcCD

cAD

(e) Graph G1

Fig. 2: Example of the construction of graphs G1, G2, and G3 given an oriented graph G = (V,A). The cycle
basis considered to define G1 is the set of the inner faces in the representation of the underlying non-oriented
multigraph drawn in the same plan as G in Figure 2a. In Figures 2c, 2d and 2e, the dashed lines represent
the edges added between a set of cycles by a function GAD. Different colors are used to represent GAD
around the same square for better readability.

1. If c is a cycle in G the associated squares ca for a ∈ c are not in a minimum cycle basis of G1. Considering
c a cycle of G, let us prove that the set of triangles T of G1 and the squares C = {ca, a ∈ c} are not linearly
independent. Let B1 = {e1, e2, . . . el} be a minimum cycle basis of G1. We know c =

⊕p
i=1 λB(di, c) · di

where B refers to the basis of G used in the construction of G1. Consider the following sum, where GADi

denotes the set of cycles obtained by the application of the function GAD(ca, a ∈ di),

S =

p⊕
i=1

λB(di, c) ·
( ⊕

t∈GADi∩T
t+

⊕
a∈GADi∩c

ca

)
=

p⊕
i=1

λB(di, c) ·
( ⊕

t∈GADi∩T
t+

⊕
a∈di∩c

ca

)
Given that the faces of GADi correspond to the set of triangles of GADi ∩ T and {ca|a ∈ di} then

⊕
t∈GADi∩T

t+
⊕

a∈di∩c

ca =
⊕

a∈di\c

ca and, S =

p⊕
i=1

λB(di, c) ·
⊕

a∈di\c

ca

Consider each arc of
⋃p

i=1 di, if this arc is in c then it appears an odd number of times in the sum⊕p
i=1(di, c) · di; otherwise it appears an even number of times. Thus, in the sum above, each arc a /∈ di,

ca appears an even number of times. Hence, S = 0 and we can conclude that c ∪ T are not linearly
independent.

2. If for a subset of arcs c the associated ca, for a ∈ c are not subset cycles of B1, then c contains a cycle
in G.
Given now a set of arcs c ⊂ A such that the set of triangles T of G1 and C = {ca, a ∈ c} are not linearly
independent. We assume c minimum, i.e., removing an arc from c makes the set we consider linearly
independent. If |c| = 0 then there is a contradiction because T is linearly independent thus |c| > 0. We
denote c = {a1, a2, . . . , a|c|}. There exists a set T ′ ⊂ T such that

⊕
t∈T ′ t+

⊕|c|
j=1 caj

= 0.
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We now prove the fact that if T ′ contains one triangle from GADi then T ′ contains all the triangles of
GADi. Otherwise, there is at least one edge e in GADi shared by two triangles t ∈ T ′ and t′ /∈ T ′. Note
that t and t′ are the only cycles in T ∪ C that contain e. Thus, the sum :

⊕
t∈T ′ t +

⊕|c|
j=1 caj

cannot
equal zero because none of the cycles also cancel the edge e added by t. Without loss of generalities,
we consider T ′ =

⋃q
i=1 GADi for some q ≤ p. We can now show that

⊕q
i=1 di = c. For all i ≤ q,⊕

t∈T ∩GADi
t+

⊕
a∈di

ca = 0. Thus,

⊕
t∈T ′

t+

|c|⊕
j=1

caj
+

q⊕
i=1

(
⊕

t∈T ∩GADi

t+
⊕
a∈di

ca) = 0

As every triangle of T ′ is from GAD1≤i≤q, we get

|c|⊕
j=1

caj +

q⊕
i=1

⊕
a∈di

ca = 0 ⇐⇒
|c|⊕
j=1

caj =

q⊕
i=1

⊕
a∈di

ca

As the squares of G1 are disjoints, this equality involves that
⊕q

i=1 di = c and means that the minimum
cycle basis B generates c. Hence, c is a cycle. Note that if c were not minimum as we have assumed
it, then c would contain a cycle. Hence, c is a set of arcs containing a cycle of G if and only if T and
C = {ca, a ∈ c} are not linearly independent.

To conclude, any B1 ∈ MCB(G1) describes a covering tree of the associated non-oriented subgraph of G.

Theorem 1. Problem Minimum Cycle Bases Intersection is NP-Complete for k ≥ 3.

Proof. The intersection of the minimum cycle bases of G1, G2 and G3 verifies the same properties as the
independent of the intersection of the three matroids M1, M2 and M3. In both cases, it is a union of
elementary paths. Thus this intersection is of size |V | − 1 if and only if G is Hamiltonian.

3 Exact and approximation algorithms for MCBI

This section proves that MCBI has a polynomial complexity for instances with at most two graphs. Then,
this section provides a polynomial-time approximation algorithm 1

k for max-MCBI where k is the number
of graphs in the instance and proves that this ratio is the best feasible. We also provide results on the
parameterized complexity of MCBI with respect to the size of the intersection.

For that, throughout this section, we make the assumption that we have two functions:

– CandidatesSets(G1, G2, . . . , Gk): this function returns a polynomial-size set of cycles per given graph
such that an optimal solution of max-MCBI can be extracted from these sets.

– MCBset(G,C) : this function returns a minimum cycle basis of G with the most cycles of C.

We propose a way to implement these functions in section 3.4.

3.1 A polynomial algorithm when k = 2

In this section, the key idea is to prove that the problem MCBI can be reduced to the matroids intersection
problem. In MCBI, we have two graphs, G1, and G2, and we look for two minimum cycle bases (one per
graph) with the largest intersection. In the matroid intersection problem, we have two matroids (S, I1) and
(S, I2) and we search for a maximum-size subset of S that belongs to I1 and I2. In the case of the matroids, we
know that this problem is polynomial in |S| assuming there exists a polynomial time algorithm to determine
whether a subset of S belongs to I1 or I2 [7]. We can then reduce MCBI to this problem and then apply
the polynomial algorithm to solve it. Two issues occur with this technique.
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1. What is the ground set S in the corresponding matroids? We could use the cycles of G1 and G2 but the
ground set of the matroids must be the same while the set of cycles of G1 and the set of cycles of G2 are
different. Also, the number of cycles in a graph can be exponential, we could then not use an algorithm
that is polynomial in |S|.

2. What is an independent in the corresponding matroids? We could set I1 and I2 as the minimum cycle
bases of G1 and G2, however then the first property of definition of a matroid is not verified because a
subset of a cycle basis is not a cycle basis.

Let us first consider the second issue : given G a graph and S a subset of cycles of G, IG contains the
subsets of S that belong to at least one minimum cycle basis of G. Hence, (S, IG) defines a matroid that
represents G.

Lemma 5. Given f1, f2 ∈ I such that |f1| < |f2|, there exists e ∈ f2 \ f1 such that f1 ∪ {e} ∈ I.

Proof. Given f1, f2 ∈ I such that |f1| < |f2|, there exists two bases B1 and B2 where f1 ⊂ B1 and f2 ⊂ B2.
Let us show that there exists e ∈ f2 such that e /∈ span(f1 ∪ {d ∈ B1, |d| < |e|}). Thus, there would exist at
least one cycle e of f2 and d /∈ f1 such that |d| = |e| and λB1(d, e) = 1. Hence, according to Lemma 1 we can
exchange d by e in B1 to get a new cycle basis with the same weight containing f1 ∪ {e}. We will now prove
that if all the e ∈ f2 are in span(f1 ∪ {d ∈ B1, |d| < |e|}) then we reach a conflict on the definition of B2 as
a cycle basis.

We have ∀e ∈ f2, e =
⊕

d∈B1\f1,|d|<|e|
λB1

(d, e) · d+
⊕

d∈f1
λB1

(d, e) · d

We denote Xe =
⊕

d∈f1
λB1

(d, e) · d. Hence, ∀e ∈ f2, e =
⊕

d∈B1\f1,|d|<|e|
λB1

(d, e) · d+Xe.

Given that for all e ∈ f2, Xe ∈ span(f1) and |f1| < |f2| then the family {Xe, e ∈ f2} is not linearly
independent. Consider e1, e2, . . . , ep such that

⊕p
i=1 Xei = 0, then :

e1 + e2 + . . .+ ep =

p⊕
i=1

⊕
d∈B1\f1,|d|<|ei|

λB1
(d, e) · d+

p⊕
i=1

Xei

=

p⊕
i=1

⊕
d∈B1\f1,|d|<|ei|

λB1
(d, e) · d

=

p⊕
i=1

⊕
d∈B1\f1,|d|<|ei|

λB1
(d, e) ·

( ⊕
f∈B2

(f, d) · f
)

We assume that the ei are sorted by weight and that |e1| ≤ |e2| ≤ . . . ≤ |eq−1| < |eq| = |eq+1| = . . . = |ep|,
then eq + eq+1 + . . .+ ep = e1 + e2 + . . .+ eq−1 +

⊕p
i=1

⊕
d∈B1\f1,|d|<|ei|

λB1(d, e) ·
(⊕

f∈B2
(f, d) · f

)
.

Both sums contain only cycles of B2 however, the cycles in the right part have a weight strictly inferior
to |ep|. Indeed, if |d| < |ei| ≤ |ep| and λB2(f, d) = 1 then by Lemma 2, |f | ≤ |d| < |ep| . Hence, we have two
sums of different cycles of B2 equal, thus they are not linearly independent. This is in conflict with B2 being
a cycle basis. Hence, there exists e ∈ f2 such that e /∈ span(f1 ∪ {d ∈ B1, |d| < |e|}).

To answer now the first issue : we define S with the function CandidatesSets(G1, G2). This function
returns two polynomial-size sets, S1 a subset of cycles of G1 and S2 a subset of cycles of G2. Then, S is the
intersection of S1 and S2.

Thus we obtain two matroids M1 = (S, IG1
) and M2 = (S, IG2

) on which we can solve the matroid
intersection problem. In order to use the algorithm of [7], we need a polynomial time algorithm to determine
whether a subset of S is independent in M1 or M2. To do so, we use the function MCBset.
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Lemma 6. Function MCBset can be used to determine if a subset of cycles is independent in the matroid
(S, IG) defined from a graph G in polynomial time with respect to the size of G.

Proof. Function MCBset takes a graph G = (V,E) and a set of cycles C and returns a minimum cycle
basis of G with the most cycles from C. Given a matroid (S, IG), f ∈ IG if f ⊂ MCBset(G, f). The oracle
is polynomial with respect to |V |.

Theorem 2. Minimum Cycle Bases Intersection with k = 2 is polynomial.

Proof. The function CandidatesSets(G1, G2) returns S1, respectively S2, a set of cycles of G1, respectively
G2, such that a solution to MCBI can be extracted from it. Hence, S = S1∩S2 contains a solution to MCBI,
i.e., the largest subset of a minimum cycles basis shared in both G1 and G2.

From a set S′, subset of a cycle basis we can easily extend it in two minimum cycle bases : B1 =
MCBset(G1, S

′) and B2 = MCBset(G2, S
′). Then, we have |B1 ∩ B2| ≥ |S′|.

Hence, solving the matroid intersection problem for M1 and M2, enables us to find a solution to MCBI
for G1 and G2. According to Lemma 6 and the polynomial size of the set S induced by CandidatesSet,
this algorithm is polynomial with respect to the size of G1 and G2.

3.2 A polynomial 1
k

-approximation algorithm

In this section we introduce Algorithm 1 an approximation for max-MCBI. The ratio of 1
k obtained with

Algorithm 1 is the best reachable for max-MCBI.

Algorithm 1 Polynomial 1
k -approximation algorithm for max-MCBI

1: B1,B2, . . . ,Bk ← ∅
2: S1,S2, . . . ,Sk ← CandidatesSets(G1, G2, . . . , Gk)
3: for each i from 1 to k do Li ← cycles of Si ordered by weight.
4: for each l from 3 to n do
5: S ′

1,S ′
2, . . . ,S ′

k ← the cycles of L1,L2, . . . ,Lk of weight l
6: while

⋂k
i=1 S

′
i ̸= ∅ do add any cycle of

⋂k
i=1 S

′
i to all the set Bi and then remove it from Li and S ′

i, remove
also the cycles generated by Bi, ∀1 ≤ i ≤ k.

7: for each i from 1 to k do
8: while S ′

i ̸= ∅ do add any cycle of S ′
i to Bi and remove it from Li and S ′

i, remove also the cycles now
generated by Bi

9: return B1,B2, . . . ,Bk

Theorem 3. Problem max-MCBI is 1
k -approximable.

Proof. Algorithm 1 is polynomial as it consists of a loop running for a polynomial number of iterations; each
iteration consists of elementary operations on sets or lists (searching for shortest paths in a graph, searching
for linear combinations of cycles). Ordering at Line 3 is only done once and assure that Line 5 consists in
elementary operations.

Lemma 8 states that there exists an optimal solution B∗
1 ,B∗

2 , . . . ,B∗
k of max-MCBI such that B∗

i ⊆ Si.
Let B1,B2, . . . ,Bk be the solution returned by Algorithm 1.

Let us prove that, for any l ∈ N, the number of cycles of weight l in
⋂k

i=1 B∗
i is at most k times the number

of such cycles in
⋂k

i=1 Bi. We denote the subset of cycles c ∈ Bi with ω(c) ≤ l by Bi(l). As a consequence
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of Lemma 3, span(Bi(l)) = span(B∗
i (l)). This gives us that S ′

i, defined at Line 5, verifies B∗
i (l) ⊆ S ′

i. Then,
starting the first iteration of the loop at Line 6, we have

⋂k
i=1 B∗

i (l) ⊆
⋂k

i=1 S ′
i.

Let p be the number of cycles in
⋂k

i=1 B∗
i (l). Let us now show that at least p

k cycles are in
⋂k

i=1 Bi. As
a consequence of Lemma 4 and because they span the same subset of cycles of Gi, |Bi(l)| = |B∗

i (l)| = p. Let
q be the number of cycles of length l in Bi. We consider ∆i = c1, . . . , cq such that (i) ∆i ⊆ Bi, (ii) |∆i| = q
and (iii) ∀1 ≤ j ≤ k, cj ∈ ∆i verifies ω(cj) = l. Thus, the set {Bi(l − 1) ∪∆i} cannot generate more than
|Bi(l − 1)|+ |∆i| cycles of length at most l in B∗

i . As before, span(Bi(l − 1)) = span(B∗
i (l − 1)) and thus at

most q cycles have weight l.
To conclude, at the beginning of the (q+1)-th iteration of the loop at Line 6,

⋂k
i=1 Bi contains q cycles of

length l and thus Bi generates at most q cycles of length l of B∗
i . Thus, we have |

⋂k
i=1 S ′

i ∩
⋂k

i=1 B∗
i | ≥ p−q·k.

Finally, if
⋂k

i=1 S ′
i = ∅, then we have q ≥ p

k , which means that at least p
k cycles are in

⋂k
i=1 Bi at the end of

the loop.

We now show in Theorem 4 that there exists a reduction from the Maximum Independent Set problem
(denoted here as MIS) to MCBI such that a solution of one problem is a solution to the other, namely, a
strict reduction. Hence, as stated by the inapproximability result of MIS [20], it proves that the ratio of 1

k is
the best reachable for max-MCBI.

Theorem 4. Unless P = NP, for every 0 < ε, there is no polynomial approximation algorithm with ratio
1

k1−ε .

Proof. Let us prove that there exists a strict reduction from MIS problem to MCBI where k = n. Let
G = (V,E) be an instance of MIS with n = |V |. By the Vizing Theorem [16], using a polynomial greedy
algorithm, edges of G can be covered with at most n disjoint matchings. The list of matchings can be
completed with empty sets to get n matchings. Let M1,M2, . . . ,Mn be those matchings. For each v ∈ V ,
a cycle cv of length four is defined. Let us build an instance f(G) = (G1, G2, . . . , Gn) of MCBI as follows:
∀1 ≤ i ≤ n, and each edge [v, w] ∈ Mi, we apply the procedure GAD(cv, cw) in Gi (described in Section 2.1).

Let B1,B2, . . . ,Bn be a feasible solution of f(G). Let us set g(B1,B2, . . . ,Bn) = {v|cv ∈
⋂n

i=1 Bi}. Note
that f and g can be computed in polynomial time. Thus as stated by Property 1 of the procedure GAD,
any basis Bi ∈ MCB(Gi) contains all the cycles cv, for v ∈ V , except one cycle cv or cw per edge [v, w] ∈ Mi.

The set S = g(B1,B2, . . . ,Bn) is an independent set of G and |S| = |
⋂n

i=1 Bi|. Given a maximum
independent set S∗, ∀1 ≤ i ≤ n, a cycle basis of Gi can be obtained by completing the set {cv|v ∈ S∗}, the
size of the intersection of those bases is at least |S∗|. Consequently, if B∗

1 ,B∗
2 , . . . ,B∗

n is an optimal solution of
f(G), |S∗| ≤ |

⋂n
i=1 B∗

i | = |g(B∗
1 ,B∗

2 , . . . ,B∗
n)| ≤ |S∗|. The two optimal solutions have the same values. Thus,

for every feasible solution B1,B2, . . . ,Bn of f(G), we have |S∗|/|S| = |
⋂n

i=1 B∗
i | / |

⋂n
i=1 Bi|. Hence, (f, g) is a

strict reduction.

3.3 Parameterized complexity of MCBI with respect to γ

As a reminder, given a set of k graphs G1≤i≤k, problem MCBI decides if there exists Bi ∈ MCB(Gi) such
that |

⋂k
i=1 Bi| ≥ γ.

Theorem 5. MCBI is XP with respect to γ.

Proof. Let S1,S2, . . . ,Sk be the sets returned by CandidatesSets(G1, G2, . . . , Gk). Note that each set
contains a polynomial number of cycles.

We consider a function similar to the method proposed in Algorithm 1. This function, denoted MCBset,
takes a graph G and a cycle set C as arguments. It returns a minimum cycle basis of G that contains the
most cycles of C. In Section 3.4, we propose a method to implement it.
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Let us present the following algorithm. Start by enumerating all tuples of γ cycles in Si. Then to verify if
there exists a tuple t included in the intersection of the bases, proceed as follows: for each tuple t appearing in
all the sets Si; ∀1 ≤ j ≤ k, Bt

j = MCBset(Gj , t). Then, check for each tuple t, if there exists Bt
j ∈ MCB(Gj)

such that t ⊂ Bt
j . If and only if such bases exist in every graph, G1, G2, . . . , Gk is a YES-instance.

By Lemma 8, an optimal solution is contained in S1,S2, . . . ,Sk, hence, our algorithm is correct. The
exponential part of the algorithm is the enumeration of all tuples of each set Si in time |Si|γ . Thus the
complexity is XP with respect to γ.

Theorem 6. MCBI is W[1]-Hard with respect to γ.

Proof. The reduction in the proof of Theorem 4 is also an FPT reduction. This time, from the problem of
searching an Independent Set of size K ′ in an undirected graph to MCBI parameterized with γ = K ′. The
result follows from the W[1]-hardness of the first problem [6].

3.4 Polynomial algorithms for MCBset and CandidatesSet

This section proposes two implementable algorithms for the functions MCBset and CandidatesSets that
we assumed in Section 3. These two algorithms are built from the polymomial algorithm of Horton [12].

Maximizing intersection with a given set We propose a method to implement function MCBset in
Algorithm 2. Given a graph G and a set of cycles C, the function returns B ∈ MCB(G) such that B contains
the most cycles of C.

Algorithm 2 Maximizing minimum cycle basis intersection with a set
1: function MCBset(G = (V,E), C) : B
2: compute B′ a minimum cycle basis of G
3: B ← ∅, S ← C ∪ B′

4: L ← cycles c ∈ S sorted by weight, in case of equality c ∈ C is ordered first
5: size← |E| − |V |+ x where x is the number of connected component in G
6: while |B| < size do
7: consider c the first element of L and remove it from L
8: if c is linearly independent to B then
9: add c to B

10: return B

In the Algorithm 2 we considered that C was a subset of cycles of G. Otherwise, we will first have to
reduce the set C to the cycles of G. The particular sort applied in Algorithm 2 at Line 4 is referred to as
SAH (sort of amended Horton).

Lemma 7. Finding a minimum cycle basis that maximizes its intersection with a given set of cycles is done
in polynomial-time with Algorithm 2.

Proof. Algorithm 2 is polynomial as it consists of consecutive polynomial operations and an elementary loop
running for a polynomial number of iterations. The minimum cycle basis B′ at Line 2 can be computed in
polynomial time with [12,1].

Let C be a given set of cycles, and B be the result of Algorithm 2. Let B∗ = (e1, e2, . . . , eµ(G)) be,
among the minimum cycle bases of G maximizing |B∗ ∩ C|, a basis maximizing |B ∩ B∗|. Let us prove that
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|B ∩ C| = |B∗ ∩ C|. For that, we consider that B∗ is ordered by SAH. Let us suppose that |B ∩ C| < |B∗ ∩ C|
and let ei ∈ B∗ be the first cycle of B∗ ∩ C \ B.

B is a minimum cycle basis as it is the µ(G) independent smallest cycles of S. Thus, there exists ∆ ⊆ B
such that ei =

⊕
d∈∆ λB(d, ei) · d.

We know ∆ ̸⊂ B∗ because ei ∈ B∗ and otherwise B∗ cannot be a cycle basis. As stated in Lemma 2,
∀d ∈ ∆, we have ω(d) ≤ ω(ei). Thus, if ∀d ∈ ∆, ω(d) < ω(ei) then B∗ cannot be in MCB(G) because ei
could be exchanged in B∗ by a cycle d ∈ ∆. According to Lemma 1, the basis such obtained has a lower
weight than B∗. Hence, it must exist d̂ ∈ ∆ with ω(d̂) = ω(ei).

Now, if ω(d̂) = ω(ei), as d̂ ∈ B and ei ̸∈ B then d̂ has been ordered before ei by SAH. Also, given that
ei ∈ C then d̂ ∈ C; If ei is exchanged in B∗ with d̂ then the basis such obtained has : (i) the same weight as
B∗, (ii) the same intersection size with C, (iii) but a larger intersection with B. Such a basis cannot exist by
definition of B∗, hence by contradiction we have our results.

As a conclusion, Algorithm 2 provides an optimal solution in polynomial-time.

Enumeration of cycles We present Algorithm 3 that given a set of graphs G1≤i≤k, returns k sets of cycles,
one set Si per graph Gi. Lemma 8 proves that an optimal solution of max-MCBI is a subset of these sets.
For 1 ≤ i ≤ k, we call Si a set of candidates cycles.

Algorithm 3 Enumerate the sets of candidates cycles containing an optimal solution of max-MCBI

1: function CandidatesSets(G1, G2, . . . , Gk)
2: S1,S2, . . . ,Sk ← ∅
3: G = (V,E)← (V,

⋂k
i=1 Ei) with Gi = (V,Ei)

4: for u ∈ V , [v, w] ∈ E do add to all the sets Si the cycle consisting in [v, w], a shortest path from u to v and
a shortest path from u to w in G.

5: for [u, v] ∈ E, [w, x] ∈ E do add to all the sets Si two cycles consisting in [u, v], [w, x], one with the shortest
paths from u to w and from v to x in G, and a second with the shortest paths from u to x and from v to w in G.

6: for i from 1 to k do compute Bi ∈MCB(Gi) and add all the cycles of Bi to Si.
7: return S1,S2, . . . ,Sk
8: ▷ At Lines 4 and 5, a cycle is added only if the shortest paths are disjoints.

Lemma 8. Given an instance {G1, . . . , Gk} of max-MCBI and S1, . . . ,Sk the sets returned by
CandidatesSets(G1, . . . , Gk), there exists an optimal solution {B∗

1 , . . . ,B∗
k} such that for all 1 ≤ i ≤ k,

B∗
i ⊆ Si.

Proof. Let B∗
1 ,B∗

2 , . . . ,B∗
k be any optimal solution to max-MCBI for G1≤i≤k. Let us build a solution

B1, . . . ,Bk such that Bi ⊆ Si as follows. For that, we suppose that
⋂k

i=1 B∗
i ⊆

⋂k
i=1 Si. Let Bi ∈ MCB(Gi) be

by applying MCBset(Gi,
⋂k

i=1 B∗
i ) with the only change that the intermediary basis B′ computed at Line 2

(Algorithm 2) must be a subset of Si. Thus, ∀1 ≤ j ≤ k, we have
⋂k

i=1 B∗
i ⊆ Bj . Finally, the such defined

B1, . . . ,Bk is solution of max-MCBI as it verifies Bi ⊆ Si and
⋂k

i=1 Bi =
⋂k

i=1 B∗
i .

Now to verify that such a solution is achievable, let us prove that
⋂k

i=1 B∗
i ⊆

⋂k
i=1 Si. For that, we

suppose that there exists a cycle c such that c ∈
⋂k

i=1 B∗
i and c ̸∈

⋂k
i=1 Si. For any such cycle c, there exist

3 cycles (as illustrates in Figure 3) c1, c
′, c2 with ω(c1) < ω(c), ω(c′) = ω(c) and ω(c2) < ω(c) such that

c1 + c′ + c2 = c and c′ ∈
⋂k

i=1 Si. Any such cycle c can be replaced by c′ in all the cycle bases such that
B∗
i ∪ {c′} \ {c} ∈ MCB(Gi).
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u

v w

P1 P2

P ′
1 P ′

2

c1

c′

c2

(a) c an odd cycle

u v

w x

P1 P2

P ′
1 P ′

2c1

c′

c2

(b) c an even cycle

Fig. 3: Example of three cycles such that c1 + c′ + c2 = c and ω(c′) = ω(c). If |P1| < |P2| then there exists a
node x on P2, such that the cycle passing by x, v and w matches to one of these examples.

Now, let us prove that such a c′ exists. Consider that c is an odd cycle, then c was not considered in the
loop at Line 4 of Algorithm 3. Thus, there exist shortest paths P1, P2, P

′
1 and P ′

2 such as shown on Figure 3
with |P1| = |P ′

1| = |P2| = |P ′
2|. As c belongs to all minimum cycle bases then ω(c′) = ω(c), otherwise they

could not be minimum (consequence of Lemma 2). Then, such a cycle c′ exists and has been added to
⋂k

i=1 Si

by Algorithm 3 instead of c. Similarly, if c is an even cycle, the same result is obtained by using the loop at
Line 5 in Algorithm 3 that build the cycle c′. Note that if P1 is equal to P ′

1 then c1 is empty, and respectively,
if P2 equals P ′

2 then c2 is empty.
To conclude, if such a cycle c exists then, the cycle c′ exists. Thus, new minimum cycle bases solution

of max-MCBI can be built by replacing c with c′ in all B∗
i with 1 ≤ i ≤ k (this operation is possible by

Lemma 1); the resulting bases have the same intersection size. Repeat this operation until
⋂k

i=1 B∗
i ⊆

⋂k
i=1 Si.

4 Concluding remarks

This paper introduces the problem of searching for close minimum cycle bases between graphs with the same
vertices and study its complexity and approximability.
Despite the hard complexity of MCBI, the polynomial case when k = 2, the approximation algorithm and
the function MCBset give us the hope that we can solve this problem with relative efficiency in the specific
case of the molecular dynamics trajectories discussed in the introduction. Indeed, in these sequences, between
a graph and its successor, few edges appear or disappear [5]. The use of local search could be efficient in
computation time and performance in the case of sets of graphs from a same dynamic.
Also, our proof on subsets of minimum cycle bases that can be independent in matroid might be generalized
to the minimum cycle basis of matroids [10]. Hence, we may generalize some of our results to this case.
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