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Abstract

In recent years, the field of side-channel analysis has observed a revo-
lution in the design of the attack methodology. Conventional approaches
which require the use of highly specialized equipment like oscilloscopes
and spectrum analyzers, despite highly-precise, might be regarded as im-
practical in some scenarios. On the other hand, the use of less-accurate
internal sensors which can monitor the power footprint of a circuit has
risen in popularity. In particular, delay sensors such as those based in
Time-to-Digital converters and Ring-Oscillators have shown promising
results. These structures are interesting since they can be implemented
from regular hardware resources available in most circuits. This means
that components already available in the target might be leveraged to im-
plement a side-channel attack. Moreover, it is not really necessary to have
direct access to the platform to carry out such an attack; which implies
that if there is a remote link such as Ethernet, an adversary might be
able to perform Remote Power Analysis (RPA) of the system. So far, the
main challenge for the success of this kind of attacks is cutting and align-
ing the power traces. This is usually achieved through secondary digital
channels which carry some trigger information. In this paper, we propose
to use a single channel to encode both the power trace and the alignment
information. This is achieved by exploiting architectural vulnerabilities of
the platform. Our results demonstrate, for the very first time, that RPA
traces can be auto-aligned. As a case study we attempt to perform RPA
on a serialized implementation of Photon-Beetle, a finalist in the NIST
lightweight cryptography standardization process.

Keywords: Remote Power Analysis, Ring Oscillator Sensors, Trace Align-
ment, Photon-Beetle.
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1 Introduction

Most of the modern applications of cryptography are considered secure from an
algorithmic point of view. It is understood that a formal or statistical proof
of security warranties that an adversary cannot compromise the security of the
system under reasonable assumptions. However, if the attack model supposes
that the attacker has physical access to the platform these notions of security
decrease [Stal0]. Under such scenarios, it is necessary to design and implement
protections which can mitigate the information that can be retrieved from the
hardware platform [MKP12].

A side channel is, in a simplified way, a physical magnitude which can be
measured and correlated with the operations being performed in the platform.
Electromagnetic emanation, power dissipation, thermal irradiation, energy con-
sumption, and noise are prime suspects for information leakage. Then, we can
envision side channel attacks as the application of a sensing strategy with a
subsequent information-processing step. For the first part, it is necessary to
possess a sensor which can transform the physical magnitude into a digital sig-
nal which can be read from a computing system. Such system will then process
the samples in a given time. With the adequate quality and volume of data it
might be possible to break just any cryptographic implementation. Our work
focuses on the first of the two aforementioned tasks, we investigate the process
for obtaining these data.

According to Nyquist’s theorem [PMO06], the first requirement for the appro-
priate acquisition of samples is to use a sampling frequency at least two times
greater than that of the magnitude under analysis. This is the so called sam-
pling theorem. Secondly, the sensor has to perform a quantization step which
will encode the sample into a finite array of possible values, generally through
binary representation. The more bits we use, the greater the sampling resolu-
tion will be, and subsequently we will obtain a greater fidelity to represent the
signal of interest. However, more bits and more samples also imply that we
must store and transmit more data. In the end, the goal of a sampling scheme
is to adequately represent the physical magnitude with the minimal storage and
bandwidth costs.

These are not trivial challenges when the targets of the sensing are digital
circuits. Most of the time, the operational frequency of these designs is in the
order of megahertz (MHz). Furthermore, the signals to be sampled generate
transceiver outputs in the order of microvolts (4V). Consequently, a sampling
scheme for a digital system must produce a few millions of samples per second
with the adequate resolution to represent fluctuations of the millionth part of
a volt! Thankfully, the quantization step depends not so much on the scale of
the physical magnitude to be measured, but rather on the dynamic range of the
signal. Usually less than 20 bits are sufficient to represent such measurements.

It should be evident that performing side channel analysis of a chip requires
specialized equipment. Multi-channel digital oscilloscopes and high-frequency
spectrum analyzers are some of the most popular tools for this task. Yet, their
monetary costs are so high that only private companies and large laboratories
can acquire these systems. Then, even if the adversary has the resources to
acquire the sensing hardware (which would be the case in state-sponsored at-
tacks), they must also gain physical access to the target platform. These two
limitations could be sufficient for a designer to declare that their implementation



is totally safe from side channel attacks. Nonetheless, recent works [Gra+20]
have demonstrated that neither expensive equipment or physical access to the
chip are necessary to perform power analysis on a digital circuit.

Using internal sensors created from digital components is not a particularly
novel idea [Fra+10; Hen10]. These constructions have been used to monitor the
operation of the circuit and assess whether everything is working as intended.
However, until recently it was not considered viable that such sensors could
be used to retrieve sensitive information from the platform. It is now known
that Time-to-Digital converters (TDC) [Gra+21] and Ring-Oscillator [Gra+19]
based sensors (ROS) can be exploited to perform power analysis with moderate
accuracy. Moreover, since these circuits can be implemented and operated re-
motely, performing Remote Power Analysis (RPA) on a chip is just a matter of
exploiting some software vulnerability. It is no longer required to assume that
the attacker has physical access to the device under attack.

Despite the evident advantages, RPA must still cope with the original sensing
problems: obtain more samples with more resolution, while reducing storage
and transmission costs. The latter is a particularly interesting problem, since a
remote origin of the attack also means that the sampled data must travel back
to this origin. Ubiquitous connectivity might provide viability for this approach.
The Internet-of-Things (IoT) supposes that everyday objects will be connected
to the internet. If the attacker finds a way to access the circuit remotely, then
they can leverage hardware components already in the platform [Gra+21] to
mount an attack and possibly compromise the security of the system.

A problem so far not addressed in the literature is that RPA, just as classical
power analysis, requires some additional information to cut and align the traces.
When the attacker has access to the platform we assume that they can poke
around until they find some trigger signal which can be used to determine the
start of a trace. However, in a remote-attack model this is not so trivial. We
cannot assume that the start and done signals of the architecture under attack
will be connected to our sensor. Therefore, the problem of remotely determining
the point for cutting and aligning the traces of significant relevance.

In this work, we propose that the same sensors that are used to perform RPA
[Gra+19] can also be used to encode the necessary information for the alignment
of the traces. Thus, our attack model considers that the adversary must only
retrieve a train of samples from the internal sensor to perform RPA. We achieve
this feat by leveraging strategies previously used for covert-channel communi-
cations [BB18]. To demonstrate the viability of this approach we propose as
case study the RPA of a serialized implementation of Photon-Beetle [Bao+21],
a finalist in the NIST lightweight cryptography standardization process.

Our findings suggests that the proposed approach is viable as we managed
to align the power traces with statistical validity. However, there are multiple
limitations that must be addressed to reach a point where such attack becomes
a practical concern, for example for an IoT platform. In particular, the problem
of obtaining and transmitting large volumes of data is critical for carrying out
a successful attack on the target circuit. Nevertheless, this is a characteristic of
remote-attack which falls out of the scope of this work.

The rest of the paper is structured as follows. In Section 2 we describe our
methodology and the materials used in our experimentation. In this section
we also provide a formal description of the proposed attack scenario. The de-
rived results are subsequently reported in Section 3. Finally, our findings and



conclusions are summarized in Section 4.

2 Materials and Methods

In this Section we provide details regarding our experimental setup. We de-
scribe the different components of our system and outline the guidelines for the
proposed attack.

2.1 Remote sensors

A delay sensor is a circuit capable of measuring the variation in the delay of
an oscillatory digital signal. The propagation delay of an oscillator through
digital components will fluctuate as a function of the temperature and voltage
of the circuit. Therefore, as the chip performs different processing tasks, these
will influence the delay propagation of the target oscillator. This delay will be
quantified and then sampled as a digital signal. Both TDCs and ROs can be
used to implement delay sensors. In this work, we use the ROS from [Gra+19]
to perform the data acquisition. Figure 1 illustrates the general architecture of
this circuit.

Ring Johnson
enable —» Oscillator > Counter
sampling Sampling

clock register —» sample

Figure 1: A delay sensor based on a ring oscillator

The main advantage of the ROS from [Gra+19] is their acquisition rate.
When implemented in the reconfigurable fabric, these sensors allow to use sam-
pling frequencies up to 250 MHz in the Zyng-7000 family of SoC-FPGAs, and
greater in newer technologies. This is achieved thanks to the use of a John-
son counter which mitigates the need for carry propagation found in generic
binary counters. The sampling register is 8-bits wide and captures the differ-
ence between counter states through a combinatorial function. These values are
subsequently accumulated into a 32-bit registers which contains the output of
the sensor matrix. The dynamic range of this output depends on the sampling
frequency, normally less than 10 bits are used.

Under normal operation, a sampling frequency is chosen to clock the sam-
pling register and read the resulting values. However, this oscillator can be
modified and (for some frequencies) the result will be samples with a differ-
ent offset but that still convey the change in delay propagation derived from
the internal operation of the circuit. We employ this oscillator to produce a
frequency-encoding which is then used to align the traces.



2.2 Covert channels

Frequency-based covert channels have been explored in [BB18] with the goal
of bypassing Trust-Zone protections in a Zyng-7000 SoC-FPGA. The authors
demonstrated that it was possible to modify the output of Phase Locked Loops
(PLL) in the circuit through different modulation strategies in order to encode
a message. This would create a covert channel between different components
that were not supposed to communicate with each other. For example, a trusted
application would exchange information with an untrusted hardware accelerator.

FPGA-enabled SoCs such as the Zyng-7000 boards feature different clocks
which flow from the processing system into the programmable logic. These
are sourced from a group of main PLLs and through a set of multipliers and
dividers produce the desired frequency output. These multipliers and dividers
are simply digital values stored in registers which can be modified from the
processors of the SoC. In our work, we employ a Zynq Ultrascale+ SoC-FPGA
as implementation platform. For these systems the clock modulation can be
performed in a similar way as in previous generations of the technology, see Fig.
2.
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Figure 2: The clock tree of Zynq Ultrascale+ SoC-FPGAs

However, we do not encode a complex message in the covert channel. We
use frequency modulation to modify the sampling clock of the ROS and produce
a discernible pattern in the resulting sample train. As the circuit under attack
is called from the processor, the malicious application modifies the target clock
with each call. This pattern will encode the necessary information to perform
the alignment of the traces.



2.3 Target architecture

As a case study we attempt to perform RPA on a serialized implementation of
Photon-Beetle [Bao+21]. The algorithm under attack is illustrated in Fig. 3.
The main operations of this authenticated cipher are similar to those of AES.
In the underlying permutation (Pas), the state, arranged as a matrix of eight
rows and eight 4-bit columns, is first XOR~ed with some round constants (Ad-
dConstant), then substituted (SubCells), shifted (ShiftRows) and finally mixed
(MizColumn). These operations are repeated over 12 rounds. Photon-Beetle
uses P56 to process each block of the message. The rate for the architecture

under study is 32-bits.
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Figure 3: The specification for Photon-Beetle

In the architecture under attack, the application of the ShiftRows and Sub-
Cells operations have been swapped in order to merge AddConstant and ShiftRows
into AddShift and SubCells and MizColumn into SubMiz. This change in the
order of operations is applied in order to serialize SubMizx in a single step.
Given the characteristics of the SubCells transformation and the granularity
of ShiftRows, it does not have any effect in the output of the algorithm or its
resilience against power analysis.

The AddShift operation is performed in a single cycle and the SubMiz oper-
ation is serialized over eight cycles. The additional operation in Photon-Beetle
is the mathematical component p which is an XOR and permutation (RhoXor)
performed before every call to the underlying permutation.

Every round of Pa56 takes 9 cycles, since there are 12 of such rounds, the
latency of this permutation is 108 cycles. Counting the application of RhoXor,
a total of 109 cycles are required per call. Then a total of 109 x ([a]/32 +
[m]/32 + 1) cycles are spent to process an m-bits message with a-bits of as-
sociated data. Our experiments take 1,853 cycles for a 256-bits message with
256-bits of associated data.



2.4 Attack scenario

Our attack scenario consists of two main actors, see Fig. 4. These are two C-
language applications running on bare metal. First, we have an application (A0)
on the ARM CortexA53-0 processor which can query the hardware architecture
under attack. This actor can also modify the frequency of the FPGA clocks.
The second party is another application (A1) on the ARM CortexA53-1 which
can query the ROS.

Processing System FPGA

Attacker AO

Photon-Beetle

- Malicious application
- Queries the victim
- Modifies the FPGA clocks

Core 0

Attacker A1

- Malicious application
- Queries the delay sensors
- Transfers the data elsewhere

RO-based
sensors

Core 1

Figure 4: The proposed attack scenario

The proposed scenario assumes that A0 has the necessary access level to
modify the control registers of the SoC. We assume also that A0 can query
the hardware accelerator, which holds the cryptographic secrets but only replies
to legitimate requests. For A1 the assumptions are more usual. We have an
application which comes with a custom hardware acceleration and will perform
some given task. Except that the accelerator contains a bank of ROS and A1
can retrieve the samples and transfer them to the remote origin. The exact
mechanism for transferred the data is not addressed for brevity.

3 Experimental results

We used a TE0802 development board for our experimentation. This platform
features a Zynq Ultrascale+ SoC-FPGA (xczu2cg-sbvad84-1-e). We used the
AMD-Xilinx 2022.1 toolchain, creating the hardware specification in Vivado
and programming and launching the applications through Vitis.

3.1 PLL’s transition delay

We first studied the PLL response times to assess whether it was viable to modify
the frequency of these components from the processing system. Figure 5 shows
the results for this experiment. We first enabled a digital trigger (TRIGGER)
from the processor and then requested a frequency change from 100 MHz to
150 MHz. We sampled the PLL response, as well as the MSB in the output of
the sensor which would indicate that the new frequency had been detected. We
estimated that it takes approximately 400ns for the PLL to start the process to
modify its output. Then 200ns are used to perform the requested change; during



this time the output of the PLL is unstable. Finally, it takes a few additional
nanoseconds for the processor to be notified of the change.

Time (ns)

Figure 5: The step response of a PLL in the Zynq Ultrascale+ SoC-FPGAs.
Obtained with a digital oscilloscope at 10 GSps.

These findings suggest that it is possible to employ frequency modulation to
align the traces. Since the PLL calls are blocking, it is not necessary to account
for the transition delay in the acquisition. Nonetheless, if the latency of the
architecture under attack is much smaller than 600ns, the traces will contain
mostly spurious data.

3.2 Acquisition rate

As illustrated in Fig. 4, we assumed that the A1 application could retrieve the
samples from the ROS. These two modules were connected through an AXI-HP
channel clocked at 300 MHz; a typical link in Zynq Ultrascale+ chips.

Recall from Subsection 2.3 that the underlying operations of Photon-Beetle
include RhoXor (one cycle), AddShift (one cycle), and SubMiz (eight cycles). To
determine the acquisition rate of the processor we sampled some digital triggers
that correspond with the processing of these operations. The details for this
experiment are shown in Fig. 6.

By clocking the architecture under attack at 1 MHz we could retrieve five
samples per cycle. These results indicated that the processor could retrieve 32
bits of data with a delay of 200 ns. Since we only included one sampler per
transaction, our sampling rate was approximately 5 MSps.

3.3 The covert channel

We used the algorithm in Fig. 7 to encode the synchronization information
into the covert channel. Before each call to the cipher, the A0 application
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Figure 6: The sampling rate of the processor on the digital triggers of the
Photon-Beetle architecture

modified the sampling frequency of the ROS. This value would iterate between
two predefined values. For simplicity, A0 would perform this task in an infinite
loop.

Require: f1, fo a pair of sampling frequencies
fro = f1
while TRUE do
fro < fro= N7 f2: h
PhotonBeetle(ENCRYPT)
end while

Figure 7: The channel modulation strategy

Figure 8 illustrates the results from this modulation strategy. In this graph
we plot a series of 50,000 samples retrieved by the A1 application from the
ROS. On first sight it was possible to clearly differentiate between the iterative
stages of the operation of the chip. We could identify fragments of the channel
which had a mean of ~140 counts and others with a mean of ~60 counts.
Nonetheless, we could also note that there was a significant overlap between the
sample windows. These outliers could be mitigated with the application of a
moving average filter over 16 samples. This filer was only used for segmenting
the channel into traces, however. Thanks to the evident offset in the windows
a simple threshold-detection method could be used for this task.
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Figure 8: A sequence of samples when the sampling frequency of the ROS is
modified from the application

3.4 Two sets of traces

A result of modifying the sampling rate of the ROS is that we obtained two
sets of samples which were fundamentally different. Yet, thanks to the sub-
sampling process performed by the processor, in the end we obtained traces of
the same length. Since cryptanalysis methods like differential power analysis do
not depend on the magnitude or period of the samples, it would be possible to
process the traces as a single set. However, to be rigorous about their study we
processed both sets separately. In the following, we use the notation tracesg
to identify the set with T &~ 140 and tracesy, to identify the set with Z =~ 60.

3.5 Validation and analysis

To determine whether the alignment was successful we sampled the digital trig-
gers shown in Fig. 6 and attempted to perform the automatic alignment of
these traces. In the same samples, we included the output of the ROS and also
performed their automatic alignment. By automatic alignment we mean that
we only had to cut the sample into segments and classify the traces into the
corresponding set. Then we could obtain the average value for each set. Recall
that the processor could retrieve 32-bit samples from the FPGA, but the out-
put of the sensor was under 10 bits; thus we could retrieve the triggers from the
exact sampling intervals by appending them to each sample.

As shown in Fig. 9, the triggers were easily identifiable after the automatic
alignment, even those with only five samples (RhoXor, AddShift). However, as it
was also evident, the proposed alignment method was not perfect. Nonetheless,
as the number of observations is increased, the similarity between the sets of
auto-aligned traces and a golden set of aligned traces should grow. To measure
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Figure 9: Visual results for the automatic alignment, the graphs shown represent
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this similarity we used the digital triggers to perform the alignment and cre-
ate two golden sets of traces (goldeny corresponding to tracesy, and goldeny,
corresponding to tracesy). Then we evaluated their similarity to our resulting
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sets. First we obtained simple statistics such as their mean (Z) and standard
deviation (o). These results re provided in Table 1. Despite the similarity in
the results, these values are not really meaningful for unstructured signals.

Metrics T 04
tracesy  140.8311 0.0071
goldeny  140.8315 0.0071
tracesy, 61.6604 0.0150
goldeny, 61.6600 0.0151

Table 1: Basic statistical analysis

Next, we used cross-correlation to determine whether the alignment proposed
was optimal or not. For each one of the traces in the auto-aligned sets we
computed their cross-correlation with the respective golden-aligned trace. For
this kind of experiment we expected our results to be close to zero, as that
would imply that the traces were aligned properly. Our preliminary results
showed that the traces in the tracesy set were better aligned than those in
tracesy,. This suggested that the transition from a lower to a higher sampling
frequency was more consistent than the inverse operation. Therefore, we simply
aligned all the traces in tracesy, to the rising edge.

The results of this analysis, illustrated in Fig. 10, indicate that a 81% of the
traces in tracesy were well-aligned with only a miss-alignment of two samples
or less. The 73% of the traces in tracesy, satisfied the same condition. Bear in
mind that five samples represent a single cycle of the architecture under attack,
and that our case study has a processing latency of 1,853 cycles. Therefore,
if we are more lenient and accept a miss-alignment of under a cycle of this
architecture (five samples or less) we obtain that over 99% of the traces in both
sets are properly aligned.

4 Conclusions and Future work

In this paper we have described a new strategy for the automatic alignment
of traces in the scope of RPA attacks. Our findings suggest that the proposed
method is viable under certain assumptions. For example, the processing latency
of the architecture under attack should not be smaller than the transition delay
of the PLL. As case study we attempted to perform RPA on the authenticated
cipher Photon-Beetle. At this point, the limitations of RPA made it difficult to
conduct a power analysis attack, nonetheless the proposed alignment method
can brings us closer to this end. See Appendix.
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A Power Analysis of Photon-Beetle

With roughly 4,000 traces we can distinguish some patters which are assumed to
be correlated with the operation of the circuit under analysis. This is illustrated
in Fig. 11.
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Figure 11: The average of ~4,000 traces obtained remotely
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