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1 INTRODUCTION
The number of patent applications has risen sharply over the past
20 years. As a result, automatic patent classification systems have
become essential for patent specialists to analyze and manage large
collections of patents. There are several standard classification
structures, the most commonly used being the IPC (International
Patent Classification) and the CPC (Cooperative Patent Classifica-
tion), which have hierarchical structures with five different levels:
sections, classes, subclasses, groups, and subgroups.

Most previous approaches [1, 6, 11, 12, 20–22] treat the patent
classification task as a general text classification task and apply
commonly used text classificationmethods. Some have attempted to
implement XML (Extreme Multi-label Learning) methods to handle
large numbers of classes [5, 24], but they focus only on the IPC
subclasse level, which is far from "extreme" with less than 700 labels.

In this paper, we present a French Patents corpus, named INPI-
CLS, with IPC labels at all levels, and we test different models at the
subclass and group levels on it. Our published French patents are
extracted from the INPI1 internal database, and contain all parts of
patent texts (title, abstract, claims, description) published from 2002
to 2021, each patent being annotated with all levels from sections to
the IPC subgroup labels. A statistical overview of the data is given
in Tables 1 and 2. The training set is constructed from patent doc-
uments published before 2020, while the test set includes patents
published in 2020 and 2021. In Table 2, 𝑁 represents the number
of patents in the training and test sets. 𝐿 indicates the label count,
𝐿 stands for the average number of IPC labels of a document. �̂�
represents the average number of documents per label. The sub-
scripts of 4,6,8 represent respectively IPC’s subclass, group, and
1French National Institute of Industrial Property https://www.inpi.fr/fr

subgroup levels (4, 6, and 8 correspond to the number of characters
used to encode the class). We then compare the performance of
the XML (Extreme Multi-label Learning) approaches with other
popular NLP methods on our INPI-CLS as well as on the English
patent classification benchmark USPTO-2M[12] with 1.9 million
training data and 48,000 test data.

We are releasing all relevant code and our French patent classifi-
cation dataset as open source. The dataset may be used for research
purposes and is available under specific licensing requirements
detailed in the GitHub repository. 2

section title abstract description claims

# items 296 270 295 421 296 216 291 539
# tokens (average) 11 111 4202 725

Table 1: Description of our French corpus INPI_fr

Dataset 𝑁 𝐿4 𝐿4 𝐿4 𝐿6 𝐿6 𝐿6 𝐿8 𝐿8 𝐿8

Train 268254 638 1.73 420.46 6788 2.21 39.52 48932 2.73 5.48
Test 28017 583 1.77 48.06 4351 2.20 6.44 19593 2.64 1.43

Table 2: Basic Statistics of INPI-CLS dataset

2 EXPERIMENTS AND RESULTS
The details of the selected model are listed below:

Logistic Regression The one-vs-all approach is implemented
to train a binary logistic regression classifier for each label. We use
TF-IDF as input features after applying the snowball stemmer from
NLTK and eliminating stop words from the first 1000 words of the
input text.

FastText text classification [9] FastText applies a shallow
neural network on a hidden variable represented by the average of
n-gram character embeddings of input, where the ngram character
embeddings are trained under supervision specifically for text clas-
sification. We initialize the token representations by the embedding
matrix pre-trained on Wikipedia3 and train a linear classifier for
multi-label text classification.

2https://github.com/ZoeYou/Patent-Classification-2022
3https://fasttext.cc/docs/en/pretrained-vectors.html
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Bert [4] Just as in the PatentBert[11] experiments, we fine-tune
Bert on patent classification. We test the bert-large instead of
bert-base to allow for a comparison with Bert for Patents [23] of
the same architecture.

Bert for Patents [23] The model was trained from scratch
on more than 100 million English patent documents of USPTO,
it leveraged bert-large architecture, and built a patent-specific
custom tokenizer to hold longer tokens. We took their officially
released checkpoint4 and fine-tuned it on USPTO-2M[12]. 5

XML-CNN [13] Based on CNN-Kim[10], XML-CNN applies
a dynamic maximum pooling to accommodate longer texts and
extract location information. It adds a hidden bottleneck layer be-
tween the pooling and the output layer, which learns a better repre-
sentation of the document and improves the prediction accuracy.6

Parabel [19] As one of the baseline tree-based algorithms of
XML approaches, Parabel firstly learns a balanced binary tree of
labels by recursively dividing the label nodes into two balanced
clusters until the number of labels in each cluster is less than a
given value, and then trains a probabilistic hierarchical multi-label
model that generalizes hierarchical softmax to a multi-label setup.7

AttentionXML [26] AttentionXML compresses the binary
partitioned label tree of [18] into shallower and wider tree to better
handle larger label size. A bi-LSTMwith multi-label attention mech-
anism is trained for each level of the tree with the first 500 words
of raw text as input. The word representation layers are initialized
by Glove8 for English and French FastText trained on Wikipedia
for French patents.

LightXML [8] LightXML applies multiple pre-trained lan-
guage models. For each model, it concatenates the representations
of the [CLS] in the last five hidden state as text representation, then
trains a label recalling network to dynamically sample negative
samples followed by a label ranking network to separate positive
from negative labels.9

We tested all models on both English and French datasets, except
for Bert and Bert for patent, two language models trained on the
English corpus. We use ensemble approach for Parabel and Atten-
tionXML with the number of ensemble being 3. For LightXML, we
use three different encoders for ensemble. The encoders used for
USPTO-2M are

• bert-base-uncased[4]
• roberta-base[14]
• xlnet-base-cased[25]

and
• camembert-base[15]
• bert-base-multilingual-cased[17]
• xlm-roberta-base[2]

4BERT-for-patents GitHub repository.
5The hyperparameters for fine-tuning the two previous language models on patent
classification are set as follows: max_sequence_length = 128; epoch = 4; batch_size =
32; learning_rate (Adam) = 3𝑒−5 ; binary cross-entropy loss.
6We used the code provided by the authors with default values for hyperparameters
from https://github.com/siddsax/XML-CNN.
7The scripts we utilize are from the Omikuji project. We change CBOW to TF-IDF for
better label representation and leave all other hyperparameters as default.
8Glove 840B,300d from https://nlp.stanford.edu/projects/glove/
9For AttentionXML and LightXML, we used codes provided by the online extreme
classification repository.

for the INPI French patent corpus.
We employ the rank-based metrics Precision@K (P@k(%); k = 1,

3, 5) as evaluation metric following prior Multi-label text classifica-
tion works. P@K are calculated for each test document and then
averaged over all the documents. Due to space limitations, we only
show the two main results that we test on the English Benchmark
USPTO-2M and our new French dataset INPI-CLS (title+abstract as
classifiers’ input).

Table 3 demonstrates that LightXML achieves the best results
on USPTO-2M, and Bert for Patents achieves comparable perfor-
mance on it. Compared to the results obtained from [11, 22], we can
conclude that we achieve state-of-the-art performance on USPTO-
2M with LightXML. It is worth noting that Bert for patent is a
large-scale language model specifically pre-trained on patent text
from scratch. Bert is very time and resource intensive to train, and
we may not be able to find a training corpus of the same size for
non-English languages. Yet, the same performance can easily be
achieved or even exceeded based on LightXML using ensemble
learning with several other off-the-shelf language models including
some blocks specifically designed for the XML task. This gives the
possibility to obtain higher patent classification performance in
languages that do not have as much patent data as English (e.g.
French).

For our proposed French patent classification dataset INPI-CLS,
LightXML is vastly outperforming the others on both subclass and
group levels. LightXML’s outstanding performance is attributed
to its powerful feature extraction from multiple layers of differ-
ent transformer encoders and its negative sampling approach on
dynamically selecting negative labels from easy to difficult.

Model P@1 P@3 P@5
Logistic Regression 74.63 41.66 28.82
FastText 73.89 40.55 28.02
bert-large 83.77 46.27 31.37
Bert for Patents 84.31 46.73 31.73
XML-CNN 57.00 31.22 22.08
Parabel 74.43 41.49 28.50
AttentionXML 82.49 45.15 30.82
LightXML 84.43 46.81 31.91

Table 3: Overall Performance on IPC subclass on USPTO-2M
(title + abstract)

Model subclass group
P@1 P@3 P@5 P@1 P@3 P@5

Logistic Regression 65.87 37.63 26.02 49.12 30.32 22.06
FastText 53.76 30.64 21.31 36.21 22.32 16.35
XML-CNN 43.43 25.50 18.23 17.74 10.20 6.96
Parabel 65.13 36.87 25.32 48.93 30.61 22.28
AttentionXML 72.54 40.68 27.63 54.83 33.78 24.49
LightXML 76.45 42.82 29.05 60.60 36.95 26.65

Table 4: Overall Performance on IPC subclass and group on
INPI-CLS (title + abstract)

The reasons why the same model performs better on USPTO-2M
are 1) USPTO-2M has a much larger dataset for training, almost
ten times larger than the French dataset, and 2) by calculating the
KL-divergence of the label distributions of the training and test
data, we find that the label distributions of the training and test
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data are closer for USPTO-2M than that for INPI-CLS. Therefore,
we assert that our dataset is "more difficult" to classify.

Different combinations of document parts were tested on our pro-
posed French patent corpus and it was experimentally demonstrated
that the combination of title and description achieves the best re-
sults (compared to abstract, claims, description and title+abstract).
More precisely, when the input constraints are loose (much larger
than 128 subwords), there is an improvement of about 4% to 8%
on precision@1. However, for methods using pre-trained language
models with max_sequence_length set to 128, the precision im-
provement using title+description compared to title+abstract is less
than 2%.

We perform the error analysis by examining the single-label
AUC and confusion matrix at 𝑘 = 1. We conclude that weaker
models perform worse in learning to classify those labels with less
training examples (the AUC of the classifier corresponding to that
IPC label is lower). Also, all models have a tendency to mistake
"long-tail" labels for those more frequent labels.

3 ONGOING AND FUTUREWORK
Our current focus is on classifying labels with fewer patent exam-
ples by using label descriptions or correlations between labels as
input information as in [3, 16] and using propensity scored metrics
[7] to better evaluate the "long-tailed" labels.
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