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ABSTRACT
This paper contains the research proposal of Andréas Pastor that
was presented at the MMSys 2022 doctoral symposium. Encod-
ing video for streaming on Internet has become a major topic to
reduce the consumption of bandwidth and latency. At the same
time, the human perception of distortions has been explored in
multiple research projects, especially for distortions generated by
Coder-DECoder (CODEC) algorithms. These algorithms operate
in a rate-distortion optimization paradigm to efficiently compress
video content. This optimization can be driven by metrics that are
most of the time not based on the human perception, and more
importantly, not tuned to reflect the local perception of distortions
by human eyes.

In this doctoral study, we proposed to work on the perception
of localized distortion at a small temporal and spatial horizon. We
present here the fundamental research questions and challenges in
the domain with a focus onmethods to collect perceptual judgments
in subjective studies and metrics that can help us to derive an
estimate of the perception of distortions by humans.
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1 MOTIVATION
Video encoding and research on optimization of encoding algo-
rithms attempt to improve the compression performance and at
the same time to keep the quality of content as high as possible
to reduce the bandwidth consumption and latency of transmitted
videos.
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In the optimization phase of a CODEC encoder, different propos-
als are made for each coding unit (CU) and a selection is performed
to reduce the cost (i.e. bit rate) while introducing the least possible
distortions. This paradigm of being faithful to a reference block of
pixels information can be measured by metrics like Sum of Squared
Differences (SSD), and the Sum of Absolute Transformed Differ-
ence (SATD), which is an extension of the metric Sum of Absolute
Difference (SAD).

Multiple research works have tried to replace these metrics with
more perceptually based ones [5, 8, 9, 16, 23, 24, 28, 38, 46]. SSIM
[39] and VMAF[21] are objective quality metrics that work well at
a global video scale to predict the quality of video content. But their
performances may vary and not be reliable at a localized scale, as
needed in the decision process of CODEC. This research work will
focus on creating a metric that can recognize locally the perceived
distortion by human eyes and help to drive the encoding of videos.

This paper is organized as follows, we first introduce the research
works related to this doctoral project in 2, then we discuss the
different research questions in section 3. We present the work that
we already performed in the section 4: how to adapt MLDS for
inter-content scaling and a comparison study of different subjective
methodologies for intra-content scale estimation. In section 5, we
summarize the multiple other future works to conduct and finally
a conclusion in section 6.

2 RELATEDWORKS
In this part, we present the research works and domains that are
interconnected with this doctoral project.

2.1 Subjective methodologies for perception
evaluation

Perceptual studies through subjective experiments are important
to collect ground truth information to help benchmark objective
metrics, create datasets to train machine-learning or deep-learning
models, and validate systems, like coding algorithms. Many sub-
jective methodologies for video quality assessment VQA are stan-
dardized with detailed guidelines and instruction by ITU in the
recommendations ITU-R Rec. BT.500 [10] for television and ITU-T
Rec. P.910 [11] for multimedia applications.

During these subjective tests, most often collected data are used
to locate stimuli on a perceptual scale, either by direct rating, e.g.
using single stimulus methodologies like Absolute Category Rat-
ing (ACR) or double stimulus methodologies like Double Stimuli
Impairment Scale (DSIS). Indirect rating is another type of method
that relies on ranking or comparing stimuli: two-Alternative Forced
Choice (2AFC) and pairwise comparison (PC) are some examples.
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PC is considered a more reliable method since observers only need
to indicate their preference on each pair of stimuli. Asking a judg-
ment on a comparison is a more sensitive process than a direct
annotation, which is important to improve the discriminability over
stimuli.

At the same time, collecting these annotations can be time-
consuming and expensive to perform. Due to the subjectivity of
the data, we don’t always have an agreement on the judgment of
people and accurate estimation is important to reduce noise and
uncertainty in collected data. In that case, to boost these subjec-
tive tests is essential to allocate annotation resources to the right
stimuli.

Procedures such as Maximum Likelihood Difference Scaling
(MLDS) [14, 25] relies on indirect rating and comparison of pairs of
stimuli, and have shown some benefits in terms of discriminatory
power, observers’ cognitive load, and the number of trials required
to achieve high reliability in the estimation of stimuli true per-
ception. One of the disadvantages of MLDS is that it is a method
for intra-content perception estimation, meaning that each of the
stimuli estimated from one content cannot be directly related to
the stimuli of another content since the estimations are made on
separated perceptual scales.

Pairwise Comparison experiments are generally relying on a
Pair Comparison Matrix (PCM) that contains the preferences of
observers over pairs of stimuli and indicates how many times a
stimulus has been preferred over another one. These PCM can be
translated on a continuous scale, using models (e.g. Thurstone[35],
Bradley and Terry [2], Tversky [36]).

A PCM can contain intra and inter-comparison of contents and
estimate the location of stimuli on a unique perceptual scale. Un-
fortunately, the limitation is in the size of such matrix, since the
number of possible comparisons is growing in 𝑂 (𝑁 2), 𝑁 being
the number of stimuli: introducing efficiency for a subjective pro-
tocol. A lot of previous works have focused on active sampling
solutions [3, 7, 17, 18, 31, 42] and more recently with the work of
[4, 19, 22, 26, 27, 34, 41]. Where the target is to select the most in-
formative pairs and minimize experimental effort while maintaining
accurate estimations and be robustness to bad annotator behavior
(e.g. spammers), encountered in crowdsourcing environments.

2.2 Objective metrics for quality assessment
Objective metrics for quality evaluation are cost-efficient methods
and avoid systematically running prohibitive resource-wise subjec-
tive experiments. Some metrics for VQA are VMAF[21], SSIM[39],
MS-SSIM[40], PSNR, FSIM[44], VSI[43] and MAD[15]. VMAF is a
machine learning-based approach that pools at a frame-level the
features from other metrics VIF[33], DLM[20], computed at dif-
ferent resolutions in the video frames and information from the
difference of consecutive frames as a motion feature. All of these
metrics are performing at a global scale and not tuned to assess
local quality in sub-parts of videos.

2.3 Deep-Learning features to estimate the
human eye perception

With the advances in deep-learning computing, multiple models
were developed to predict the quality of images and videos [1, 12,

13]. Other approaches [6, 32, 45] are focused only on local patches
in the image. In the work on LPIPS[45], researchers focused on
evaluating if features extracted from deep learning models, pre-
trained on a variety of tasks not related to quality assessment, can
be used as a proxy for the perceived quality in patches of size
64 × 64 pixels. The findings show that deep learning models can
outperform some of the traditional objective metrics on specific
types of distortions. A comment on these distortions types is, some
of them come from various fields and applications of deep learning,
such as super-resolution, generative models, colorization, and video
deblurring, which are not the kind of distortions that we are trying
to address in this doctoral project.

3 RESEARCH QUESTIONS
Based on the outcomes and literature in our domains, we selected
to investigate the following research questions.

3.1 What is the best subjective methodology to
estimate the perception of distortion?

Before creating an objective metric for local quality assessment,
we need to collect data from small tubes: video localized at a small
spatial and temporal horizon. Multiple subjective methodologies
exist and need to be compared to find the one that is the most
suited for our task. Our task can be split in two, with first an intra-
content scaling where different stimuli from the same content are
placed on their own grading scale. These scales, one per content,
are important to understand the evolution of the perception with
increasing levels of distortions, and since MLDS methodology uses
a pre-ordering of stimuli this method can be the most suited.

Then the second task is inter-content scaling where stimuli of
all the contents need to be positioned on a single perceptual scale.
The goal is here to figure out which are the contents perceived as
more or less impacted by the distortions generated by encoding
algorithms. In [30], we proposed a modified version of the MLDS
methodology to perform inter-content scaling. In [29], we applied
the proposed method to start to collect data on small video patches.

3.2 How to generate interesting content to
collect judgments?

From an existing dataset (e.g VideoSet [37]) that contains high-
quality reference sources, it is possible to encode themwith different
parameters from a specific video CODEC, like AV11, and extract
tube-contents: a set of tubes with a reference tube extracted at a
specific location in the video source and multiple tubes extracted at
the same location in the encoding/distorted version of the source.
The size of the tubes is important. One tube will correspond to a
Perceptual Unit (PU) corresponding to one degree of visual angle,
around 64 pixels, and 200 − 300𝑚𝑠 the fixation time of a gaze by
eyes. These spatial and temporal horizons are important as they
reflect the decision process made in the encoding algorithm at the
level of a Coding Unit (CU).

1AV1 encoder v3.1.2, from AOM Alliance Open Media:
https://aomedia.googlesource.com/aom/
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Figure 1: Example of 20 tube-contents selected for the first subjective experiment. Each column represents a tube-content and
its distortion levels in increasing order from the top with the original tubes (not distorted) to bottom with the most distorted
level.

Figure 2: Root Mean Squared Error RMSE evolution (aver-
aged over the 8 contents) between ground truth estimate
and partial estimate from randomly sub-set of annotators.
A lower RMSE score indicates better performance from the
methodology on the data.

3.3 How to select distortions levels in each of
the tube-content?

For each of the tube-contents that we extracted, we have multiple
candidates to present to observers in a subjective experiment. A
proxy of the perception of distortions can be used to sample effi-
ciently on the perceptual continuum tube-candidates. VMAF has
been widely adopted in the research community of VQA and can
potentially be a good proxy to estimate the spacing between con-
secutive distortion levels in a tube-content. This proxy can also be
corrected with the first estimations of a pilot subjective experiment.
We already performed this step and corrected the bias in sensitivity
to distortions of VMAF. Since this metric has been trained to assess

the global quality of high-quality videos and not tuned for the small
spatio-temporal horizon.

3.4 How Machine-Learning and Deep-Learning
models help to predict the perception of
distortions?

In a seminal paper [45], it has been found that the features learned
by deep learning models pre-trained on various tasks, that are not
directly related to quality assessment, can be used to extract infor-
mation about the perception of distortions. However, some of these
features are usually expensive to compute, requiring GPUs and
large memories to run fast inferences. So, a study of the complexity
and solution to extract only relevant features and simplify metrics
will be part of this doctoral work.

3.5 How can these subjective perceptual
judgments be integrated into a modern
CODEC like AV1?

Finally, the objective metric created from perceptual judgments
needs to be integrated into the coding recipes of the CODEC. Taking
into account the different modes of a CODEC and being efficient to
not overwhelm the already existing complexity of video encoding
algorithms.

4 FIRST INVESTIGATIONS AND RESULTS
The first task to address the research questions is to study the
different subjective methodologies available, especially the MLDS
methodology, with its two versions: one based on quadruplets and
the second one on triplets and compare them to pairwise compar-
ison (PC). We targeted to study how these methods can estimate
the perception of distortions by observers on a perceptual scale.

The methodologies need to be compared for intra and inter-
content scaling. First, in intra-content scaling, we compared the
methodologies and their efficiency in the number of annotators
required to estimate precisely a scale for each content.
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In figure 1, we present the tube-contents we selected to perform
this first subjective study. Reference and distorted versions of a
tube are extracted from video encoding using AV1 and varying the
Quantization Parameter QP, to act on the level of distortion.

We used the software provided with MLDS to estimate a per-
ceptual curve per content, and we compared which methodology
produced the best results. Only 8 out of the 20 tube contents were
used in 3 subjective tests. A first subjective test where annotators
are presented with pair of intra-content tubes following the PC
methodology design. In the second one, annotators rated triplets,
and in the last one, quadruplets. We avoid as much as possible to
recruit annotators to participate in more than one experiment, to
prevent any bias.

In figure 2, we present the results when comparing the differ-
ent subjective annotation methodologies. First, a reference ground
truth is obtained by using all the data collected in the 3 experiments.
Then an increasing number of judgments from different annotators
are used from each experiment to check how efficient is a method-
ology when only X annotators are available to perform the task.
We can see in the figure, that with only 80 annotations quadru-
plet methodology can have the same accuracy as triplets with 110
annotations or pairwise comparison with 200 annotations. These
findings are in favor of quadruplets to collect data in intra-content
comparison.

For inter-content comparison, the MLDS methodology doesn’t
have a procedure to estimate the scale between the stimuli of differ-
ent contents. In the paper [30], we proposed a solution to perform
inter-content scaling using quadruplets. We still need to perform
a comparative study against pairwise comparison to validate that
our proposed solution is more efficient.

5 FUTUREWORKS
The objective is next to create an annotated large-scale dataset of
localized spatio-temporal tubes and a method to select these tubes.
Since it is costly financially and in resources to collect large-scale
annotated datasets, we need to define which are the interesting
tube-contents and their distortion levels to then collect subjective
judgments from crowdsourcing annotators. This task can be per-
formed using already existing objective quality metrics as a proxy
of local quality and select tube-contents where there is a large dis-
agreement between the metrics. More traditional solutions exist
using Spatial Information SI and Temporal Information TI statistics.

Since the existing metrics are not tuned for the local percep-
tion of distortion or not based on the perception of the Human
Visual System, we need to identify potential good features from
ML-trained metrics or Deep Learning based models which can bene-
fit the prediction of local quality. This work will lead to the creation
of a metric that can be then used in video CODEC. The selection
from the different candidates of a block in the encoding process
can be solved using this newly created metric.

6 CONCLUSION
In this paper, we presented the research questions on this doctoral
project toward a perceptually oriented lightweight localized video
quality metric. We introduce the motivations and the challenges
induced by this topic, as well as a short overview of the related

research works. We also stated the methods that we will use to
achieve that goal and discussed the ongoing, partially published,
and future works of the Ph.D. thesis.
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