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Abstract 

The Industry 4.0 paradigm, thanks to the deployment of cutting-edge technologies enabling the deployment of new 

services, contributes to improve the agility of productive organizations. Among these services, the Prognostic and 

Health Management (PHM) contributes to the health assessment of the manufacturing resources and to prognose their 

future conditions by providing decision supports for production and predictive maintenance management. 

However, the future conditions of technical production resources depend on the productive tasks they will have to 

carry out. If their future conditions will not satisfy production criteria, maintenance tasks will have to be planned and 

productive tasks will be delayed or assigned to other resources for which their future conditions considering these new 

tasks must be assessed. In this context, a multi-agent system SCEMP (Supervisor, Customers, Environment, 

Maintainers and Producers) is here proposed in which production scheduling and predictive maintenance planning 

collaborate and exploit decision supports provided by PHM modules. The proposed multi-agent system provides a 

framework in which production and the predictive maintenance activities can be scheduled simultaneously by 

compromising on their objectives. During the scheduling process, SCEMP enables to identify the needed predictive 

maintenance from the assignments of production tasks to machines, the machine component prognoses and machine 

models. It schedules production tasks and predictive maintenance activities according to the number, competencies 

and availabilities of production and maintenance resources. The SCEMP framework is described and presented in the 

tough job shop context. For this context, case studies have been generated and scheduled within acceptable 

computation times. To illustrate the SCEMP functioning, some case studies are detailed with the obtained 

performances. It is flexible and can be adapted to various manufacturing situations. It can also be used to assess the 

interest of implementing prognostic functions for machine components.  
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1 Introduction 
The Industry 4.0 paradigm takes advantage of the deployment of technologies that are mainly Information and 

Communication Technologies (ICTs) developed in the context of Cyber-Physical Systems (CPSs) leading to Cyber-

Physical Production Systems (CPPSs) [1]. The CPPSs can be seen as ecosystems made of interconnected entities such 

as machine-tools, robots, employees, numerical services [2]. Based on the digitalization, this paradigm aims at 

providing to manufacturing industries solutions to face the new challenging economic, social and environmental 

issues by gaining, among other features, agility with keeping productivity high [3]. Aiming at those objectives, 

waiting for technical production resources failures to occur before undertaking their maintenance is no longer a 

suitable policy for companies because of unpredicted downtimes disturbing production scheduling and because of 

maintenance operations often led in emergency lasting longer than the ones for which logistics were anticipated thanks 

to plans. Therefore, in the domain of Condition Based Maintenance (CBM), predictive maintenance policies have 

gained a growing interest by enabling to plan ahead maintenance or replacements of machine components according 

to their health states and expected lifetimes [4]–[6]. In this context, the Prognostics and Health Management (PHM) 

systems process data provided by sensors to provide decision support for optimal uses of maintenance resources. The 

implementation of PHM systems can be done thanks to technologies that already support Industry 4.0 such as the 

Internet of Things for sensors, the cloud computing or the Internet of Services for data processes [1], [7]. In addition 

to diagnostics, they must also predict (prognose) the components failures that consists in assessing as accurately as 

possible their Remaining Useful Lifetimes (RULs) and the RULs of the system functionalities they implement [8]. 

The assessments of component RULs and consequently of technical production resources times to failure enhance 

maintenance performances by reducing the number of maintenance operations [9]. This reduction is essential to 

decrease the total maintenance costs, to cut the number of production interruptions and, also, to reduce the 

unproductive times. Nevertheless, a joint consideration of both predictive maintenance and production operations is 

important and guarantees punctuality and quality of production to increase the benefits of the companies.  

 

The management of the production and maintenance is a very challenging problem since these two kinds of activities 

act on the same resources and are strongly linked to each other [10]. A review of literature dealing with the joint 

consideration of production and maintenance activities to highlight the importance of such joint considerations is 
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given in [11]. Several studies have been devoted to optimize the scheduling of production tasks and maintenance 

activities. A major part of early studies adopts the approach called machines scheduling with availability constraints 

[12]–[15]. The drawback of these methods is that maintenance activities are planned in a first stage and are considered 

as constraints in production scheduling in a second stage. This approach does not really satisfy the objectives of both 

production and maintenance. That is why the scheduling of both production and maintenance activities should be 

made at the same level in the planning, as proposed by several studies like [16], [17], [18], [19].  

For this purpose, Fitouri et al. have proposed a decision making heuristic based on rules [20]. In their study the job 

shop scheduling problem is considered where the health state of machines is operation-dependent and each machine 

has a minimum and maximum degradation threshold. Each operation has a specific RUL for each machine thus the 

cumulative machine degradation imposed by an operation is calculated according to its RUL. Zhu have also 

considered the joint scheduling problem of production and predictive maintenance (PdM) operations in the article 

[21]. He proposed an integrated optimization model of production scheduling and maintenance planning, where the 

degradation of machines is based on Weibull distribution. A Machine learning model with algorithms for scheduling 

is proposed in [22]. In this work, the authors have considered a PdM model for optimizing production schedule using 

deep neural networks with database simulations. Another method for joint scheduling of production and PdM 

operations is proposed in [23]. The proposed method is based on a two stages genetic algorithm integrating flexible 

job shop scheduling problem using non-linear health predictions.   

With the predictive maintenance policy, the time to failures of machines depends on how long these machines have 

been used for production and, sometimes, on how rough the production tasks were. This requires the determinations of 

the expected usages of components during the future operations to assess the components RULs [24], leading to the 

notion of the severity of operations, or the more integrated approach of operation specific health prognostics [25]. 

Only few studies have integrated the results of PHM systems for production/operation and predictive maintenance 

planning; many of them are classified in a review of post-prognostics decision making [26]. However, these works do 

not consider the eligibility constraint (tasks can be manufactured only by some machine). The fact that the duration of 

the production tasks may depend on the resources on which they are planned is also ignored. Indeed, due to the 

development of production systems, various kinds of machines have been designed to perform several operations (e.g. 

turning, milling, drilling, etc.) [9], [11], [27], [28], [29]. For metal removal machining operations, cutting and feed 

speeds can also vary according to the desired mission [30]. The different forces and motions induce different levels of 

degradation and thus, the aging of the machine depends on the materials and the types of operations being performed. 

In this context generic methods based on Bayesian networks were proposed [31], [32]. These methods are designed 

for complex systems, providing the ability of machine functions to carry out planned production tasks. Local 

prognoses are combined to provide decision supports for maintenance management (by indicating the components 

deserving maintenance) and for production planning (by indicating the probability or chance the production tasks are 

achieved in satisfying conditions). An approach for joint production and predictive maintenance planning has also 

been developed for flow-shop problem with multifunctional machines [33], [34]. 

Most of the studies deal with particular cases of scheduling problems considering specific assumptions in a given 

production system, reducing the portability of the contributions made in the study, thus restricting the domains for 

which they can be applied. Also, any change in the environment can lead to a general redefinition of the method. To 

overcome this problem, it is necessary to implement a flexible generic method that can be easily adapted to any 

changes in the environment. Therefore, a method that has a modeling tool to take into account the adaptation and 

evolution of a production system is proposed in this paper. The proposed planning tool allows to consider each entity 

of the problem separately, while keeping the links between them. This simplifies its adaptation to changes that may 

occur in the environment because each entity of the problem may have its own characteristics, constraints and 

objectives to consider, which is generally the case in production systems. 

 

In this paper, the joint job shop production and predictive maintenance scheduling is addressed. Most of production 

scheduling problems are NP-hard [35], which means that the time needed to find a solution grows exponentially with 

the number of instances (jobs, resources...). Indeed, it have been proved that the scheduling problem on one machine 

with availability constraints is an NP-hard problem even when they are previously known [14]. The problem of 

minimizing the makespan with availability constraints on parallel machines is also an NP-hard problem [36]. The 

problem becomes even more complex if various uncertainties related to the random demands and failures are 

introduced [37]. As mentioned previously, the duration of operations can also be a variable that depends on the 

resource features. In addition, and especially when considering networked companies, customers, producers, 

maintainers have their own objectives, constraints and structures that should be taken in account. 

Considering the complexity of the problem, the use of exact methods to solve it within a reasonable time is almost 

impossible. Therefore, rather than solving the whole problem at once, it could be more convenient to divide it into 

several subproblems. Each element or stakeholder of the problem (customer, producer, maintainer...) can be 

considered as a specialized entity. As these entities are more or less autonomous, a process of coordination between 



3 

them is necessary. These considerations lead to the notion of agent to implement these entities and to Multi-Agent 

Systems (MASs) to make these entities interact and interacting entities is part of the functioning of CPPSs [2].  

MASs offer a convenient framework to implement the different services and resources of manufacturing systems 

where each agent can have its own structure and its own reasoning process. MASs enable to solve complicated 

problems by cooperation between the agents and to solve conflicts using negotiation techniques. They have shown 

their effectiveness regarding scheduling problems. Therefore, they have been widely accepted in applications for 

production and/or maintenance scheduling [29], [38]–[41], [42], [29] as the autonomous, distributed and dynamic 

nature of the agents fits the requirements to design complex, flexible, robust and dynamic manufacturing scheduling 

methods [43]. An agent is a software entity that has a knowledge base, a reasoning process, and an explicit model of 

the problem to solve. The agents are able to operate without any human intervention and have the control over their 

actions and their own state (autonomy). Among their different features [44], the agents interact with each other, and 

possibly with humans, in order to complete their own problem solving and/or to help others (social ability), this 

requires means by which communication can be held [45]. The design of communication and negotiation protocols 

between agents is therefore essential for the proper functioning of decentralized control. These protocols must be 

simple, while being able to perform all the operations assigned to the agents [46]. The Contract-Net Protocol (CNP) is 

one of the most recognized negotiation protocols. Introduced by Smith in 1980 [47], it was the first work that used a 

negotiation process involving a mutual selection by the agents, using a coordination environment that provides a 

shared memory space for communicating data in an asynchronous way. CNP is based on the contracting mechanism 

used by businesses to govern the exchange of goods and services [48]. The manager agent announces the tasks to be 

performed by the other agents and requests bids for the execution of the tasks. These bids are evaluated according to 

specified criteria (price, quantity, due date, distribution of tasks), and the winning bidder gets the contract. However, 

there was no generic protocol for task announcements, auctions and validation decisions [49]. CNP has demonstrated 

its ability to test various scheduling strategies [50] and to schedule decentralized and integrated manufacturing 

systems [38]. Among the MASs based on CNP, SCEP (Supervisor, Customers, Environment and Producers) 

framework allows to deal with flexible manufacturing routings and different machine structures and it can associate 

different objectives and constraints to the agents [50]. SCEP has shown its effectiveness for different kinds of 

scheduling problems [51]–[54]. However, it does not consider the joint scheduling of production and predictive 

maintenance operations. 

 

In this work, we propose a new MAS framework called SCEMP (Supervisor, Customers, Environment, Maintainers 

and Producers), inspired by SCEP. Like in [38], SCEMP considers decentralized manufacturing systems that can be 

made of networked companies but, in SCEMP, new maintainer agents are added and the predictive maintenance 

strategy is implemented. The producers, considered as production resources (e.g. machines), can be complex systems 

that can perform different functionalities with different aptitudes and each functionality uses a set of the machine 

devices or components. The devices of technical production resources are continuously observed by PHM modules in 

order to provide information about their health states (diagnoses) and their future conditions (prognoses) [1]. The 

processing of these information (diagnoses and prognoses) by methods as the ones proposed in [31], [32] enables the 

assessments of the machines abilities to carry out production tasks as well as the identification of the devices to 

maintain. This enables the producer agents to schedule the production operations according to their machines current 

and future health states and to call the maintenance agents for maintenance activities when the scheduled tasks on their 

machines cannot be carried out in acceptable condition. Therefore, production and maintenance tasks are planned 

simultaneously aiming at better compromising between production and maintenance objectives. SCEMP allows to 

implement, for the different producer and maintainer agents, different scheduling methods based on different criteria 

as it can be the case for small networked companies. The aim is here to present the design and principles of SCEMP 

and to show how it works in the tough case of joint job shop and predictive maintenance scheduling that, to our 

knowledge, has seldomly been addressed. Indeed, the only work we found in literature is the one described in [55]. In 

this work, the developed method is able to define the needed maintenance but it does not consider the availability of 

maintenance resources. 

The description of the considered problem is formulated in section 2 whose modeling is then presented in section 3. 

The section 4 is devoted to the presentation of the MAS framework SCEMP proposed to solve the problem. First, we 

introduce the different agents and, then, the communication protocol between these agents is described. In section 5, a 

first illustrative example is given to evaluate the behavior of SCEMP, involving few machines, having different 

functionalities whose devices are not all monitored by a PHM system, and few maintenance agents in a job shop 

context. Another example based on a single machine, is used to compare performances between a systematic 

preventive maintenance policy and policy based on PHM thanks to the proposed SCEMP framework. Finally, a 

conclusion of this work is given in which some directions for further research are listed. 
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2 Problem statement  
This study addresses the job shop scheduling problem of manufacturing workshops under availability constraints. A 

workshop consists of m ≥ 1 machines able to perform one or several kinds of tasks and where the machines are subject 

to predictive maintenance. A manufacturing workshop scheduling belongs to a class of scheduling problems in which 

the jobs are composed of several tasks [56]. Sets of production jobs, machines and maintenance resources are given. A 

job requires one or more tasks that must be carried out on specific machines capable to perform them within a given 

time frame. Workshop scheduling problems are then classified according to the sequences in which the jobs tasks are 

carried out but also according to the types of machines in the workshop. Three types of workshops are defined and 

described in [57]: flow shops, job shops and open shops. In this paper job shops are considered where the tasks of 

each job must be executed in a given order specific to each job. The objective of these workshops is to schedule jobs 

as a set of Manufacturing Orders (MO) requested by a set of customers. Each MO (see Figure 1) has a routing 

(composition a) which is a linear sequence of production tasks, denoted by TF (composition b). The treatment to be 

performed for each MO depends on its routing. Each TF of the routing requires at least one manufacturing operation 

called here “activity” (composition c) and it can be executed by a machine m if it has all the corresponding 

functionalities. In the workshop, there can be several machines that have the needed functionalities to carry out a TF. 

However, capabilities of machines to perform a given activity are not necessarily the same. Therefore, the duration of 

a TF depends on the capability of the machine to perform the activity the TF requires. A production competency of a 

machine is the association between a specific functionality and the capability of the machine to perform the activity 

(association d and g). The duration of execution pi,j,k of a TFi,j of MOi on a machine mk is calculated by the equation 

(1), where capk,F is the capability of machine mk to perform the functionality F and ΓI,j is the set of functionalities 

required by the operation TFI,j.  

 
Figure 1: Relation between MO and machines 

 pi,j,k = durationi,j × max(capk,F|F ∈ Γi,j)   (1) 

   

The workshop is here represented as sets of machines considered as complex systems able to perform different 

functionalities but can only execute one at a time. To carry out a TF, the machine uses specific groups of devices (or 

components) that implement the functionalities required by the TF. 

In order to increase machines availabilities and to avoid downtimes or to reduce their durations, PHM functionalities 

must be implemented according to the seven-layer frame proposed by the OSA-CBM (Open System Architecture for 

Condition Based Monitoring) project [58] leading to standard ISO 13374-1. Distributed implementations of this frame 

based on holonic architecture have shown their effectiveness in the domain of health assessment (diagnosis) of 

complex systems [59] but also in making decision to maintain devices from a fleet monitoring [60]. Knowing the 

importance of predicting and preventing failures, the machines are supposed to be continuously monitored by PHM 

modules whose implementation can be compliant with architecture proposed in [1]. These modules provide the current 

health states of the machine devices, the predictions of their degradations and therefore the assessments of their RULs. 

From the information about the devices provided by the PHM modules, methods like the ones proposed in [31], [32], 

assess the ability of sub-functions, functionalities, sub-systems and, so, of the machine to perform the TF to plan. 

Thus, production management has decision supports for assigning a TF to a machine or not. These methods also make 

it possible to define the components or devices that need to be maintained to improve these abilities. Thus, 

maintenance management has the information it needs to define the necessary resources and the durations of the 
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maintenance tasks to plan them. Because this scheduling problem is NP-hard, we do not propose an optimal method 

but a collaboration framework between stakeholders (customers associated to MO, producers associated to machines 

and maintainers). In this framework, each stakeholder can implement its own scheduling method aiming at satisfying 

its own objectives. The studied problem is modeled from the following assumptions: 

• at any time, each machine can handle at most one activity (production or maintenance), 

• each production task TF can be processed by at least one machine in satisfying operating conditions, 

• the processing time of a production task TF depends on the machine capabilities to perform its needed 

functionalities, 

• machines devices or components are monitored by PHM modules that provide their RULs at each time t.  

3 UML Generic model 
For modeling the problem, the object-oriented Unified Modeling Language (UML) have been selected [61]. Indeed, 

the object-oriented approach encompasses concepts like inheritance, polymorphism, abstraction, encapsulation, 

communication, etc. [62]. These concepts allow to consider a large variety of resources (manufacturing, 

maintenance…) and the definition of interfaces and services those entities share even if their implementations are 

different. This offers a generalization ability of the models and an adaptability to many cases. 

The problem is presented by the UML class diagram shown in Figure 2, where the three main kinds of agents 

(customers, producers, and maintainers) and the association between them are shown. A producer agent is made of a 

machine (association e) that is used to perform production activities (association d). A machine gathers a set of entities 

and a set of competencies (association f’ and f). The different devices bring into operation the functionalities of the 

machines which are associated to production competencies. In fact, a machine is made of a set of interconnected 

elements called “entities”. An entity can be either a device (a component) or a function (generalization m and m'). A 

function is composed of a set of entities (composition h), and thus, according to the definition of an entity, each 

function can be made of a group of devices, a group of functions or both. In other words, devices bring into operation 

a whole function and those functions can bring into operation other functions of higher levels. The highest-level 

functions are called functionalities and they are associated to production competencies (association g) which are 

characterized by their capabilities to execute the corresponding functionalities. Two types of functions are 

distinguished: 

• Simple functions are characterized by the fact that if one involved entity fails, the function becomes 

unavailable and cannot be executed.  

• Functions called redundancy functions are conceived with several entities used for the same purpose 

(generalization n and n'). Thus, if one or several entities fail, depending on the order of the redundancy and of 

the number of redundant entities, the function can still be available as long as there are enough entities able to 

carry the service out. 
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Figure 2: UML class diagram modeling 

Each device degrades when used and has a degradation threshold beyond which the failure risk becomes too high for a 

proper functioning. Reaching this threshold is considered as the device failure. To prevent this failure, a device must 

undergo a maintenance task (TM), if it leads to the machine inability to carry out a planned sequence of TF within 

acceptable conditions that can be characterized by a risk threshold. Each device is supposed to be monitored by a 

PHM module (association l) that returns the Probability Density Function (PDF) of its RUL at each instant t from 

which the time remaining before its failure and, so, the time to reach its degradation threshold, can be predicted 

statistically (see Figure 3). The provided PDF may depend on the severity of the TF. However, implementing 

prognostic systems dealing with degradation observations and their extrapolations for all the machine devices would 

be too costly. Thus, PHM modules can use data, possibly provided by the device suppliers, such as the ones leading to 

the definition of Mean Time To Failure (MTTF) or Mean Time Between Failures (MTBF) and associated to the 

features of their imprecisions in the absence of prognostic system for some devices [31]. Therefore, such devices are 

considered to be subject to systematic preventive maintenance. RULs of the functionalities are calculated from the 

RULs of the devices bringing them into operation. A function can be seen as a tree structure of entities. So, it is 

obvious that the RUL of a function is based on the RULs of the devices belonging to its structure, the levels of the 

devices in its structure and the combination of sub-functions (redundancy and/or simple functions). 

 
Figure 3: PDF of the prediction of RUL 
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Knowing the probabilities of failures enables prior scheduling of production and maintenance tasks since it informs 

about the future availabilities of the machine functionalities and the future needs of maintenance operations. The need 

of a maintenance task (TM) involving a specific device is declared at a time t when its failure probability makes the 

required machine functionalities unable to fully achieve within acceptable conditions the planned sequence of TFs 

under a given probability limit (ps). A method to identify the devices that should undergo maintenance to better 

improve the probability that the functionality achieves in good condition a production operation is described in [31], 

[32]. A device can be repaired by a maintainer if this one has the corresponding competencies to carry out the needed 

TM (association p). Moreover, one maintainer can only repair one machine at a time, but many maintainers can work 

on a machine at the same time if this one has several devices that should undergo maintenance.  

4 SCEMP framework 
The multi-agent system framework, Supervisor Customers Environment Maintainers and Producers (SCEMP), 

proposed in this paper is made of several agents. Each agent has its own objectives to satisfy and its own constraints to 

respect. SCEMP is a framework in which the agents cooperate indirectly to carry out the scheduling process (Figure 

4). This process consists of:  

• a set of jobs (MO), each managed by a customer agent,  

• a set of machines, each managed by a producer agent, 

• a set of maintenance resources, each managed by a maintainer agent.  

 
Figure 4: SCEMP framework 

SCEMP is inspired by the Contract-Net protocol with the notions of call for tenders and auctions, but its 

communication is done through a blackboard, called environment, on which the agents write their demands and 

proposals. The access to this blackboard is controlled by the supervisor agent whose main role is to protect the 

information of the blackboard, such as there is no interference or loss of information during the scheduling process. 

When a call for orders is launched in the environment, the concerned agents propose bids for the tasks in question and 

write their proposals in the environment. The bidding agent compares the different proposals and chooses the one that 

best suits its objectives. When a proposal is validated, a contract between the bidding agent and the winning agent is 

established and the Final Position (FP) for the item is thus set. If the FP is empty at the end of the process, this means 

that the object is still in the “free” state, i.e. it is not yet assigned to any resource. Otherwise, it goes to the “validated” 

state and cannot be modified later. 

4.1 Agents description 
The Environment agent is a blackboard in which the different agents write and retrieve the information they need to 

solve their sub-problems. The environment is therefore a critical resource in which information must be ordered and 

written in a specific way that can be understood by the other agents. It is made up of a set of objects all having the 

same structure. Each object corresponds to a TF or a TM and is formed by a 3-tuple (WP, FP, PL), where WP is the 

Wished Position defined by the agent who made the offer (customer agent in the case of a TF and the producer agent 

in the case of a TM), FP is the Final Position chosen for the task in question and PL is a list of proposals given by the 

agents concerned (see equation(2)) where Pri,j,k is the proposal given by the agent k, and μi,j is the set of resources 

(producers for a TF, or maintainers for a TM) having the competencies required by the task. For each task 

TFi,j or TMi,j, the auction proposed by an agent k consists of an Effective Position (EPi,j,k) and a Potential Position 

(PPi,j,k).  

 

 PLi,j = { Pri,j,k = (EPi,j,k, PPi,j,k)/∀ mk ∈ μi,j } (2) 

   

• The EP is determined by the producer or maintainer considering all other tasks that can be scheduled on its 

resource. These are the tasks that are in the “validated” state as well as the tasks the agent’s resource can 

perform (Figure 5 (a)). 
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Figure 5: Example of an effective position (a) and a potential position (b) 

• The PP is determined by considering only the “validated” tasks and by assuming that the other tasks on the list 

will be performed by other resources (Figure 5 (b)). 

The Supervisor agent controls the access of all agents to the environment in a predefined sequence. 

A Customer agent Ci (see Figure 6) corresponds to one manufacturing order MOi. It is characterized by a release date 

Ri, a due date Di and a sequence of manufacturing tasks to perform Si = {TFi,1, TFi,2, … , TFi,n}. Each production 

operation TF requires one machine functionality at least. All the TFs can be carried out by one machine, at least, when 

it is in good operating conditions but that will degrade while being used. The customer agent has requirements for the 

execution of its sequence of tasks to achieve the objectives assigned by the sales department. The customer agent 

verifies the order of the tasks so that no task starts before the previous one is completed. 

 
Figure 6: Customer agent description 

A Producer agent Pj (see Figure 7) manages one machine mj and has knowledge of all its devices (or components) 

and its attributes. This knowledge encompasses the machine competencies, its capabilities to perform the 

corresponding functionalities, its devices RULs and also its scheduling method. Each producer agent implements its 

scheduling method depending on the production system features and its optimization criteria. The scheduling method 

can be based, among many possible methods, on genetic algorithm [63], constraint satisfaction problems [64] or 

priority rules [65].The producer agent ensures the feasibility of the planning. It verifies that no overlap of operations 

can appear. The producer agent also monitors its machine functionalities health states by calculating their probabilities 

of failure according to the results given by the PHM modules of the devices contributing to the functionalities required 

to perform the TFs to schedule. When the probability that at least one needed functionality fails while accomplishing 

the planned sequence of TFs is over the threshold ps, the producer calls for maintenance tasks (TMs) for the devices 

that are identified by, e.g. the method proposed in [31]. Each producer agent can define its own value for ps. Each TM 

is device-specific. Regarding the health status of the machine, the producer not only proposes a suitable position for 

each TF but also make the calls for maintenance activities aiming at its objectives. 

 
Figure 7: Producer agent description 

A Maintainer agent Mk (see Figure 8) manages one maintenance resource mk. A maintenance resource represents, for 

example, the maintenance team and/or special equipment that must be mobilized to carry out the maintenance task 

(TM). Each maintenance resource is modeled by a maintainer agent. The notion of competency of the maintainer 

agents is similar to the one of producer agents without being related to the notion of functionality but to the notion of 

skill. Each maintainer agent has a list of competencies which enable it to perform some of maintenance tasks needed 
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by producers with a specific speed (capability). Each maintainer agent has its own method for scheduling the 

maintenance tasks and its optimization criteria. 

 
Figure 8: Maintainer agent description 

4.2 Scheduling process 
As previously stated, this framework needs the cooperation of the different agents. Because producers and maintainers 

operate on the same resources (the machines), conflicts often appear during the scheduling process. However, these 

conflicts can be managed by a negotiation process. The proposed negotiation process is based on the Contract-Net 

protocol using the concepts of tendering and auction [66]. The communication between the different agents is here a 

sequence of messages whose meanings are in relation with the involved agents. This sequence of messages must be 

structured according to a protocol. The UML sequence diagram of the Figure 9 illustrates the cooperation protocol 

between the different agents that the supervisor agent controls.  

 

 
Figure 9: Sequence diagram of SCEMP framework 

• Action 1 (Customer-red): at the beginning of the process, the supervisor agent instantiates and initializes the 

population of agents around the environment (blackboard). First, the supervisor gives the customers the access 

to the environment. Each customer plans the different operations of its sequence. Since the customer agents do 

not have the knowledge of the different machines capabilities to perform the TFs and the TFs already planned 

on them, only the precedence constraint is considered by the customers. This initialization process is 

described in section 4.2.1. Then each customer Ci, associated to a MOi, writes on the environment its WPs for 

each TFi,ν of its sequence ( is the position of the task in the sequence). The WP for each TFi,ν is given by a 

temporal interval WPiν = [ri,ν, ri,ν + pi,ν], where rI,ν and pI,ν represent respectively the release date and the 

duration of the task TFi,ν that could be determined from the machine that has the best capability for TFi,ν. 

• Action 2 (Producer-green): when all the customers have written their wishes, the supervisor agent dismisses 

them and gives access to the environment to the producers. Each producer agent reads the information about 

the unplanned TFs published on the blackboard and selects the operations that are compatible with its 

Maintainer agent

TM scheduling process

Maintenance 
resource

TM (WP)

TM (FP)

DATA
availability
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functionalities and adjusts their durations according to their capabilities related to their competencies. The 

producer agent then starts the process of TFs scheduling described in section 4.2.2. This scheduling leads to 

the determination of their starting and ending dates and updates its machine health status. When the health 

status of one needed functionality of the machine leads to the inability to perform entirely the tasks it has 

planned under the probability of failure ps, the producer agent sends a call for proposals to maintainers for 

each device needing maintenance it identifies (critical device). Therefore, new objects TMj,d are added to the 

blackboard environment that corresponds to the resource (machine) mj critical device d. At this point, the 

producer's scheduling process is suspended until it obtains proposals from maintainers. 

• Action 3 (Maintainer-yellow): when the supervisor gets the signal that there is at least one unplanned TM in 

the environment, it activates the maintainer agents in order to get proposals for this unplanned task (i.e. action 

3 begins). The initialization of maintainers is similar to the one of the producers, each maintainer agent selects 

from the blackboard the TMs that its maintenance resource is able to perform. It adjusts the durations of the 

TM according to its capabilities to perform them. It then inserts them into its list of tasks to schedule. After 

that, the maintainer agent runs its own scheduling method and assigns to each TM a position into its planning. 

By the end of this action, the maintainer writes on the blackboard its proposals for the TMs of its list. Once 

the maintainers have written their proposals on the blackboard, they no longer have access to it.  

• Action 2' (Producer-green): when all maintainers have written their proposals, each unplanned maintenance 

operation TMj,d on the blackboard gets a list of proposals Prj,d,k (proposal made by maintainer Mk to maintain 

the device d of the machine mj). The supervisor then activates the producers again. They so can accept one of 

the proposals. If there is no proposal corresponding to its needs, a producer may not accept any of them. In 

this case, it awaits the proposals that will be made at the end of the next iteration hoping to get better 

proposals the maintainers will define during the next sub-cycle (see section 4.2.4). Action 3 will be repeated if 

at least one TM is not accepted. The exchange of messages between the producers and maintainers ends when 

a proposal is accepted for each TM called during the current cycle. Once a producer has accepted a proposal 

for each TM it needs, it ends the scheduling of the remaining TFs. Each producer agent then writes its 

proposals for each TFi,ν of its list on the blackboard. 

• Action 4 (Customer-red): The supervisor reactivates the customer agents to make them validate proposals for 

their unplanned TFs of their sequences. For each unplanned operation TFi,ν the corresponding customer agent 

Ci receives a list of proposals 𝑃𝐿𝑖,ν. Each proposal Pri,ν,j is given by one producer agent Pj. Then the customer 

validation process begins. The customers compare the different proposals to their objectives, if there is one 

proposal that suits them, then the proposed position is validated for this TF. Otherwise, the TF remains 

invalidated while the customer agent is hoping for better proposals at the next cycle. Section 4.2.3 describes in 

detail the validation process. All customers then update their wishes for their remaining TFs. 

• Action 5 (Producer-green): at this stage, the supervisor activates the producers to let them read the decisions 

made by the customers. If the proposal Pri,ν,j is validated then the producer Pj will add the task TFi,ν into its 

planning. Naturally, if all the proposals given by a producer are not selected, then there will be no need to 

perform the TM launched by this producer during this cycle. Therefore, in this action, the producers execute 

the validation process (discussed in section 4.2.5) to decide whether an accepted TM should be held or 

dropped. 

• Action 6 (Maintainer-yellow): at this stage, the maintainers check if their proposals have been validated by the 

producers in order to add them into their planning. 

4.2.1 Customers initialization process  
Once a customer agent Ci is created, an initialization of all the operations of its MOi routing is made. A job MOi 

cannot start before a date Ri (the release date) and must ideally end at a date Di (the due date). The agent calculates the 

release ri,ν and due date di,ν for each operation (Figure 10), meaning that for each 𝑇𝐹𝑖,ν of the sequence an interval of 

the feasible time window [ri,ν,  di,ν] is calculated, noting that: ri,ν = Ri + ∑ pi,k andν−1
k=1 di,ν = Di − ∑ pi,k

n
k=ν+1 . 

 
Figure 10: Customers initialization 

4.2.2 TF scheduling process 
In this section we address the problem of scheduling several independent jobs on a single machine subject to 

predictive maintenance based on PHM. The use of PHM allows the estimation of machine functionality failure time 

while processing a production operation and enables prior planning for maintenance of the devices before they fail as 

mentioned earlier in section 4. Thus, maintenance orders and production activities can be scheduled simultaneously 

using this information about future availabilities of the machine functionalities. In this section, each producer agent 

time
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solves the sub-problem of joint scheduling on a single machine with availability constraint. We consider the following 

assumptions: 

• Each TF has a release date before which it cannot be executed.  

• Each TF has a set of required functionalities, and its process duration will depend on the competencies of the 

machine on which it will be executed. 

• The machines are not continuously available due to predictive maintenance activities leading to TMs. 

• Only one TF can be assigned to a machine at a time. 

• We assume that the probability of failure of each device is known thanks to the features of its PDF provided 

by its prognostic system. 

Whatever the scheduling method implemented in the producer agent is, it will not valid its sequence of planned tasks 

if its health status does not allow to achieve them within acceptable conditions with a probability higher than 1- ps. 

The algorithm carrying out the schedule of a producer Pj is shown in Figure 11. 

 
Figure 11: Producers scheduling process 

From the list of TFs performable by the resource mj, the producer agent Pj runs its scheduling method. Each time a 

producer schedules a sequence of TFs with their proposals (containing the effective and potential positions) while 

executing its planning process, it checks whether the resource mj future health status will allow to achieve the 

sequence or not. Two cases can occur: 

• The health status of the machine will allow to achieve the sequence. That means that the probability of failure 

of the required functionalities will not exceed ps while carrying out the TFs. In this case, the effective and 

potential positions determined are assigned to the TFs.  

• The health status of the machine will not allow to perform entirely the sequence of TFs under the risk 

threshold ps. The devices whose maintenance will best improve the ability of the functionalities to carry the 

planned sequence of TFs out are then identified. If there are TMs already planned for such devices, then the 

producer tries to find other positions for the TFs that cannot be achieved, after the planned TMs and updates 

the availability of mj. Otherwise, it makes calls for TMs for the devices requiring maintenance. In this case, 

the scheduling process stops till those TMs are planned.  

4.2.3 Customer validation process 
Following the order of tasks in the sequence, the customer agent selects consecutively a final position FP for each of 

its unplanned TFs that is called the validation process. For each TF, the customer agent compares the different EPs to 

its WP: 

• It validates the first proposal for which EP=WP ensuring the precedence constraint. 

• If all the proposed EPs and PPs are after its WP and if the PPs are not better than the EPs in the proposals, the 

customer validates the proposal closest to its WP.  

• If all the proposed EPs and PPs are after its WP and if there are PPs are better than the EPs in the proposals, 

the customer does not validate anything and waits for the next cycle hoping for better proposals. 

The validation process ends when all the customer agents have studied their proposals. Let us note that one task, at 

least, has to be validated for each cycle to prevent dead end in the process. Forced validations may thus occur [52]. 
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4.2.4 Producer acceptance process 
The acceptance process is similar to the customer validation process. For each TM, the producer agent compares the 

different EPs with each other. If all the EPs do not satisfy the objective and if there are better PPs, the agent does not 

accept any of the proposals given by the maintainer agents. 

4.2.5 Producer validation process 
Once the customer agents have validated some TFs, the producer agents have to decide if they validate their accepted 

TMs or not. The producer agents validate their accepted TMs if the preceding TFs are validated. Otherwise, they 

cancel the TMs. 

5 Computational experiments and results 
Computational experiments have been carried out to test the behavior of the proposed joint scheduling approach. To 

our knowledge, there is not any industrial implementation of joint scheduling of production and predictive 

maintenance problem for a job shop context. That is why we have generated data sets for the tests. SCEMP has been 

implemented using the object-oriented C++ programming language and all tests have been performed on a computer 

with Core i5 @ 2.40 GHz and 8.00 GB RAM. The purpose is not to evaluate the configurability of SCEMP (e.g. 

different scheduling methods with criteria and constraints the producer and maintainer agents can implement, other 

contexts like flow shop, etc.) but to assess its ability to jointly plan production tasks in job shop context and the 

needed predictive maintenance activities to carry them out. The presented tests have been led with the following 

assumptions:  

• the machines cannot be moved, 

• the tasks TFs are exclusive and only one task can be performed at a time by a producer or a maintainer. 

• several maintainers can work on a machine at the same time (an electrical maintainer can work in the 

machine’s control cabinet while a mechanical maintainer replaces a bearing), 

• the transport times of the parts between the machines are neglected (considering small and medium-sized 

workshops, travel times between machines are often very short compared to the time taken to complete 

production tasks), 

• the travel times of the maintainers are neglected. 

We have purposely used a general machine structure to keep the tests general and not domain specific. Two kinds of 

tests are detailed in this paper to show how SCEMP behaves and prove that it can be used in different environments. 

Without loss of generality, these tests were performed from simple case studies:  

• a job shop scheduling problem of 10 to 100 MOs on 3 machines, to show SCEMP behavior considering 

different performance indicators.  

• scheduling of 500 MOs with one TF on one machine having two functionalities, monitored with PHM 

modules or not, to compare predictive and systematic preventive maintenance strategies.  

5.1 Evaluation of SCEMP behavior 
The first illustrative example has been led to check the behavior of SCEMP in a job shop context with different 

machines that can perform different functionalities with different capabilities.  

For that, three machines m1, m2 and m3 (Figure 12) have been instantiated. The machine m1 can perform two 

functionalities F1 and F2 corresponding respectively to competencies Comp1 and Comp2 with respective capabilities of 

1.5 and 1. The functionality F1 is a simple function that requires only one simple function (a rhombus located under 

the function marked with an "and" indicates a simple function) f1 from the machine and it is composed of three 

devices Dv1, Dv2 and Dv3, while F2 is a redundancy function (a rhombus under the function marked with an "or" 

indicates a first order redundancy) composed of two functions f1 and f2. In m1 the odd numbered devices are subject to 

predictive maintenance (denoted PM) tasks and even numbered devices are subject to systematic preventive 

maintenance (denoted SM) tasks. The machine m2 can perform only one functionality corresponding to the 

competency Comp3 within a capability of 1.5. Its functionality is a simple function composed of two functions, a 

simple function f1 and a redundancy function f2. The whole machine gathers four devices where the even numbered 

ones are subject to PM tasks and the odd numbered devices are subject to SM tasks. The machine m3 can perform two 

functionalities corresponding to competencies Comp1 and Comp3 with a same capability of 1. Both the functionalities 

are simple functions made of only one function. The function f1 is a simple function made of two devices Dv1 and Dv2 

and the function f2 is a redundancy function that can use the device Dv2 (shared with f1) and device Dv3. Only the 

device Dv2 is subject to PM tasks, while the other two devices are subject to SM tasks. 
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Figure 12: Machines structures 

In the maintenance center, we consider two maintainers having only one competency each allowing to repair only one 

type of devices. The maintainer M1 can repair all the even numbered devices and maintainer M2 can repair all odd 

numbered devices. 

 

In this example, 10 instances of several MOs data have been generated according to a uniform random law. The 

number n of MOs varies from 10 to 100, with a step of 10 MOs between each instance. The routing size rs of each 

MO is ranging from 5 to 10 TFs (𝑟𝑠 ∈ [5,10]); rs is determined from a uniform random law. Each TF is generated 

randomly: 

• Its duration can vary uniformly from 1 to 10 TU (Time Unit). 

• It can require Comp1, Comp2, Comp3, Comp1 and Comp2, or, Comp1 and Comp3. 

Two sets of data are generated to observe the behavior of SCEMP considering the complexity of the problem. The 

release dates R are generated randomly such as R ∈ [0,10 × ki] where ki is an integer determined from a uniform 

random law such as k1 ∈ [0,100] and k2 ∈ [0,50]. The due dates D are determined from D=R+10×rs since the 

maximum duration of a TF is 10 TU. Examples of random generations of instances are shown in Figure 13 where only 

the release dates are displayed.  

 

 
Figure 13 : Release dates of MOs of each set of data  

In this case study, several assumptions are done: 

• At the beginning of the process, the agents (producers and maintainers) do not have any TF or TM assigned 

(or planned) and the durations of use of all the devices are equal to 0. 

• All the agents (producers and maintainers) schedule their tasks from the FIFO (First In First Out) priority rule. 

• The durations of all the TMs are equal to 5 TU. 

• All devices subject to SM tasks have a MTTF of 100 TU. Their mean failure rates are therefore λm = 100. 

These devices follow a normal probability law Ns(λs = λm, σs = λm/10) where σs is the standard deviation. 

The probability of failure of each of these devices Pfs(t) is computed from the equation (3) where ts is the 
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duration of use of the device since its last maintenance. Severities of TFs are not considered in the examples 

presented in this paper. 

 Pfs(t) =
1

σs√2π
⋅ ∫ exp [

−1

2σs
2 ⋅ (u − λs)2] . du

ts

0

 (3) 

• Each device subject to PM is monitored by a PHM module providing the probability distribution function of 

its failure according to its duration of use since its last maintenance. This probability distribution function is 

also a normal probability law Np(λp, σp). At the initialization stage and after each maintenance of those 

devices, their values λp are set randomly from the distribution Ns and σp are set to a constant value σp =

σs/5. The probabilities of failure of each of these devices Pfs(t) are computed from the equation (4). Thus, the 

distribution Np of such a device changes after each maintenance. 

 
Pfp(t) =

1

σp√2π
⋅ ∫ exp [

−1

2σp
2 ⋅ (u − λp)

2
] . du

tp

0

 
(4) 

• For all the machines, the failure thresholds ps of their functionalities are fixed at 1%; i.e. the TFs cannot be 

achieved when the probability of failure of their functionalities exceed ps. The producer agent will make calls 

for maintenance for the devices identified thanks to the method proposed in [31]. 

• At the initialization stage and after maintenance actions the devices are considered as good as new, i.e. their 

durations of use after their last maintenance is zero. 

 

At the end of the SCEMP program execution, a Gantt chart is obtained in which the production and maintenance tasks 

are planned without overlap, as it is shown in Figure 14. The production tasks are represented by lines and the 

maintenance tasks are represented by rectangles containing the ID of the TM. 

 

 
Figure 14 : Gantt Chart 

Different performance indicators have been chosen to evaluate SCEMP:  

• the execution time E in seconds, 

• the number of cycles necessary to reach a solution nC, 

• the total number of maintenance tasks nTM, 

• the number of late jobs nR, 

• the total job tardiness R in TU, 

• the load of each machine L in TU. 

Each instance (from 10 to 100 MOs) has been generated randomly 10 times. The average results are shown in Table 1. 

The number of cycles needed to plan all the MOs and the total job tardiness increases considerably when the number 

of MOs becomes high but remains acceptable comparing to the complexity of the problem and can be considered as 

relatively good for industrial managers. Indeed, according to the results presented in Table 1 the highest computation 

time is about 5 minutes for a case that can correspond to the scheduling of a mechanical manufacturing cell of three 

machines on a one- or two-day horizon. All the tests have been solved and we have not been confronted to the case 

where SCEMP does not converge. We can see that SCEMP guarantees a good load balance of the machines, although 

some machines have better capabilities allowing them to perform the operations quicker than the others. The machine 

m2 is the less solicited one because it can perform only one functionality. This is because its list of performable TFs 

contains fewer tasks than the ones of the two other machines having two functionalities. However, we notice from 

Table 1 that both the number of cycles (nC) and the execution time (E) increase considerably when the problem 

becomes more complex. This means that SCEMP is not polynomial and its execution time highly depends on the jobs 

of the considered instance. The execution time depends strongly on the number of cycles needed to validate all the 

production tasks, whereas since each producer schedules all the production tasks listed in its list of performable TFs, 

most of the tasks will not be validated and therefore they will be rescheduled during the next cycle. A planning 

method that limits the number of tasks in each cycle is under investigation to avoid these unnecessary reschedules. 
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This will considerably reduce the computation time of each producer and consequently the total execution time of the 

program. 

 

Table 1 – Results of joint scheduling on 3 machines using SCEMP 

nMO E(s) nC nTM nR R(TU) 𝐿1(TU) 𝐿2(TU) 𝐿3(TU)  

 𝑘1 𝑘2 𝑘1 𝑘2 𝑘1 𝑘2 𝑘1 𝑘2 𝑘1 𝑘2     

10 0.52 1.02 16.6 32 7.2 6.7 2.2 4 13.35 62,6 161.68 40.13 183.30  

20 3.25 6.08 21.5 48,3 19.6 15 8 8,6 81.65 213,7 330.70 122.55 382.00  
30 7.68 19.33 24.9 70,4 37.8 21 12.2 17,2 168.1 672,5 498.95 230.55 490.50  
40 14.63 24.43 30.3 49,7 40.8 43.5 11.7 13,8 123.05 318,8 653.70 209.40 630.10  

50 20.95 78.32 28.4 60,7 50.9 60.7 16.7 27,3 189.35 526,4 923.98 255.98 799.70  
60 38.25 82.80 34.3 45,4 64.3 77.3 13.5 26,6 124.1 361,85 854.63 375.90 1042.65  

70 53.63 163.95 34 64,2 72.6 82 20 28,1 272.6 511,85 1133.53 415.43 1119.70  
80 92.80 217.49 39.2 61,5 91.6 111.6 26.3 42 352.2 616,2 1340.98 514.95 1259.05  
90 106.26 268.47 33.7 71,1 106.2 115.8 25.6 38,4 366.5 819,4 1369.63 508.05 1522.55  

100 128.56 282.29 38.4 59 112.5 126.6 15.7 45,1 145.05 917,45 1592.35 557.93 1587.65  

5.2 Systematic preventive maintenance vs Predictive Maintenance 
This section presents a use case to show how SCEMP can be exploited to compare the implementations of the 

predictive maintenance policy, denoted PM, and of the systematic preventive maintenance policy, denoted SM, and to 

evaluate the interests of using the PHM module results provided from degradation observations and extrapolation 

techniques. For that, we have considered two situations with an identical machine for which the TFs are the same. 

In the first situation, the machine is subject to SM tasks and in the second one it is subject to PM tasks. The machine 

structure is shown in Figure 15, it can perform two types of functionalities F1 and F2 respectively corresponding to two 

competencies Comp1 and Comp2. Both functionalities require one function of the machine, each function is a simple 

function and requires two devices having one common device Dv2. For both situations, the producer agent has a 

scheduling method based on a FIFO priority rule, no TF are pre-planned and the devices are assumed to be as good as 

new, with a duration of use of zero. For both situations, two maintainer agents are considered, with a scheduling 

method based on FIFO priority rule. The first maintainer agent has the skill, so the competency, to maintain devices 

with an odd number (Dv1 and Dv3) whereas the second maintainer agent has the skill, so the competency, to maintain 

devices with an even number (Dv2). The devices have a mean time to failure of 100 TU (Time Unit), the mean failure 

rate is therefore λm = 100. 100 replicates of this instance have been created, each being scheduled 4 times, with the 

following maintenance strategies. 

 
Figure 15: Machine structure 

In the first situation, the devices of the machine, subject to SM tasks, have all a failure rate that follows a normal 

probability law N𝑠(λs = λm, σs = λm/10). 

As Vogl et al. wrote in [6]: “Perhaps the main challenge for prognostics is that there will always be a limit to the 

accuracy and precision of condition-based estimation of RUL due to the inherent uncertainty of predicting the future”. 

Thus, it is interesting to assess the gain that can be obtained thanks to the accuracy improvement of prognostic 

modules compared to statistical data that device manufacturers can give and also dealing with their MTTF or MTBF 

definitions. Works on device prognoses also aim to quantify the uncertainty of their forecasts [67][68]. That is why, in 

the second situation, the devices of the machine, subject to PM tasks, are supposed to be monitored by a PHM module 

providing the probability distribution function corresponding to the new state of the device which is considered in this 

Comp1

m

Comp2

F1 F2

f1 f2

andand

Dv2 Dv3Dv1



16 

test as a normal probability law too Np(λp, σp), where σp ≤ σs. To show how SCEMP can be used to assess how 

improving the accuracy of component prognoses can improve production and maintenance performance, we 

conducted three sets of tests with different values of σp:  

• σp = σs, in this case the information provided from PHM is at most as precise as the information used in SM, 

• σp = σs/2, in this case the information provided from PHM module is two times more precise than the 

information used in SM,  

• σp = σs/5, in this case the information provided from PHM module is five times more precise than the 

information used in SM. 

For each device, the value of λp is set randomly from the distribution Ns at its initialization and after each of its 

maintenances. For each device, its probability of failure Pfp(t) at a time t is computed from equation (4) where tp is the 

duration the device is used since its last maintenance: 

At the machine level, the failure threshold of the functionalities is fixed at a probability of 1% and if the production 

cannot be achieved under a probability of 0.01, the producer agent will make calls for maintenances of devices it will 

identify thanks to the method proposed in [31]. 

The problem is to schedule a set of TFs. Each TF requires one of the two functionalities of the machine that are 

randomly defined equiprobably. Several data sets of 500 production tasks were generated randomly. The duration of 

the TFs of those sets were also set randomly among the equiprobable discrete values 1, 2, ..., 10 TU. The maintenance 

tasks TMs have a duration of 10 TU.  

To compare the maintenance strategies, the criteria of the total number nTM of maintenance operations planned for 

each machine and mean duration T of use of the three devices of each machine have been chosen to evaluate the 

quality of the planning of the two machines. The results of the simulations are given in Table 2 and Table 3. 

Table 2 – Comparison of use of devices 

 SM PHM(𝜎𝑝 = 𝜎𝑠) PHM(𝜎𝑝 = 𝜎/2) PHM(𝜎𝑝 = 𝜎/5) 

Mean time (in TU) 74.06 73.72 85.00 92.20 

Standard deviation 0.30 2.70 2.74 3.59 

Median time (in TU) 74.09 73.49 84.99 91.74 

 

Table 3 – Comparison of the numbers of TMs 

 SM PHM(𝜎𝑝 = 𝜎𝑠) PHM(𝜎𝑝 = 𝜎/2) PHM(𝜎𝑝 = 𝜎/5) 

Mean number of TMs  72.63 73.23 63,15 58.19 

Standard deviation 1.80 3.08 2.61 2.72 

Median number of TMs 72.50 73.00 63.00 58.00 

 

We can notice on Table 3 that the total number of planned maintenance tasks are nearly identical in the case of 

systematic preventive maintenance and the first case of predictive maintenance (σp = σs). This number is remarkably 

smaller in the second (σp = σs/2) and third (σp = σs/5) cases of predictive maintenance. 

As we can see from Table 2, the mean time of use of the devices of the machines subject to predictive maintenance are 

higher than the mean time of use of the device of the machine subject to systematical maintenance except for the case 

where 𝜎𝑝 = 𝜎𝑠. In addition to that, the total number of maintenance tasks planned on the machines and the mean 

duration of use of the devices decrease while the precision of the information provided by PHM modules increases. 

These results tend to show that maintenance performances are improved with the implementation of effective PHM 

modules. In this case study, the implementation of PHM modules is useless, if they do not lead to reduce the 

uncertainty about the RULs. Nevertheless, it also shows the relevance of implementing accurate PHM modules, since 

they allow to reduce the number of planned maintenance tasks while insuring at the same time the availability of the 

machine. This allows us to state that the use of PHM modules results can be a key stone for a better joint scheduling of 

production and maintenance operations. 

 

SCEMP was tested in a job shop context under the same conditions as the one described in section 5.1 with more 

machines and so more producer agents (till 100 by replicating the three machines presented in Figure 12), with more 

MOs (made of 5 to 10 TFs) and so more customer agents (till 10000) and only two maintainer agents. In this situation, 

scheduling of TFs and TMs is obtained in about 4 hours. This computation time can be considered acceptable 

relatively to the scheduling of a mechanical manufacturing workshop for a horizon of one or two weeks and for which 

maintenance resources are certainly undersized (only two maintainers for one hundred machines). Other tests have 

been led by implementing different scheduling methods in producer agents (priority rules and the genetic algorithm 

proposed in [63]). During all these tests, SCEMP always converged to a scheduling of TFs and TMs. These tests lead 
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us to state that SCEMP seems to be able to schedule complex problems (more MOs, more machines, different 

scheduling methods for each producer/maintainer agent, complex functionalities requiring numerous devices). 

6 Conclusion 
In this paper we have proposed SCEMP, a multi-agent system framework, to solve the joint scheduling of production 

and maintenance operations on machines subject to predictive maintenance and/or to preventive maintenance. The 

machines are complex systems gathering several devices which are monitored by PHM modules providing PDFs of 

their RULs. The framework SCEMP is made of several customer agents, producer agents and maintainer agents which 

collaborate with each other through a blackboard environment onto which all agents write their demands and 

proposals. Collaboration between agents involves broadcasting calls for proposals for production and maintenance 

tasks, then comparing the bids received to award a contract to the agent who offers the best bid. Customer agents write 

their manufacturing orders on the blackboard then the producer agents schedule the production tasks according to their 

machine health states and call for the maintenance tasks when their probabilities of failure become critical. The 

maintenance operations are performed by maintainer agents who schedule the maintenance tasks according to their 

availabilities. SCEMP shows its ability to schedule job shops with machines subject to predictive maintenance which 

does not seem to have been addressed before. As shown in section 5.2, SCEMP can also be used to test the 

opportunity to implement PHM modules for devices according to their expected accuracies, to production resources, 

to production tasks and to maintenance resources and tasks. The execution time of SCEMP is relatively reasonable for 

managers. It can be adapted to different situations, moreover, as mentioned in section 5.1 a new planning method 

limiting the number of tasks of each producer is under investigation which will allow to reduce considerably this 

computation time. SCEMP is flexible and offers to the different agents the possibility to have their own structure, 

constraints, objectives, scheduling method and decision making ability. Despite the advantages of SCEMP, we have 

noticed that for machines with many components, many TMs are launched and the gap between them is not very 

large, which means that machines are often stopped for maintenance. To overcome this issue, strategies for grouping 

maintenance tasks are under investigations. 

Other investigations will extend the SCEMP system to consider other types of production systems for which 

maintenance tasks are done by distant maintenance centers for which transport time of maintenance resources must be 

considered. In such context, the maintainer agents would certainly aim at grouping maintenance tasks to do in a same 

production center. In another context, like transportation systems, the productive resources (trucks, trains, aircrafts...) 

must go to maintenance centers. In such context, the producer agent would certainly aim to group maintenance of the 

system devices so that its health state enables it to function properly in the long term (e.g. several weeks or months). 

Eventually, SCEMP should also be compared to methods in the literature that also allow joint planning of production 

and predictive maintenance operations. However, those we have identified are more context specific. Their specificity 

may make them more effective in their context than SCEMP, which aims at being more generic. Those methods may 

also be less effective than SCEMP for other contexts.  
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