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During an interaction interruptions occur frequently. Interruptions may arise to fulfill different goals such as changing the topic of
conversation abruptly, asking for clarification, completing the current speaker’s turn. Interruptions may be cooperative or competitive
depending on the interrupter’s intention. Our main goal is to endow a Socially Interactive Agent with the capacity to handle user
interruptions in dyadic interaction. It requires the agent to detect an interruption and recognize its type (cooperative/competitive),
and then to plan its behaviours to respond appropriately. As a first step towards this goal, we developed a multimodal classification
model using acoustic features, facial expression, head movement, and gaze direction from both, the interrupter and the interruptee.
The classification model learns from the sequential information to automatically identify interruptions type. We also present studies
we conducted to measure the shortest delay needed (0.6s) for our classification model to identify interruption types with a high
classification accuracy (81%). On average, most interruption overlaps last longer than 0.6s, so a Socially Interactive Agent has time to
detect and recognize an interruption type and can respond in a timely manner to its human interlocutor’s interruption.
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1 INTRODUCTION

Speaking turn exchange is very well organized. People exchange speaking turns smoothly and cooperate to avoid
overlaps since it’s difficult to speak and listen at the same time. One of the early conversation analysis studies suggested
that overlaps rarely occur during turn exchanges [27]. Interlocutors do not interrupt each other; the listener waits for
the turn or sends signals to indicate the intention to take the turn. However, recent researches show that overlaps and
interruptions are common phenomena in conversation. Helder et al. [16] stated that in dyadic conversations, over 40%
of all turn shifts contain overlaps, and Shriberget al. [31] observed that over 30% of turn exchanges contain overlaps in
multi-party conversations. Before talking about interruption, we must distinguish the difference between interruption
and overlap. During interruptions, the listener intends to take the floor of the speaker when the current utterance is not
finished, against the speaker’s will [29]. While overlap corresponds to the period when both interlocutors talk at the
same time. Not all overlaps correspond to interruptions; they may correspond to the production of a slight overlay at
the end of an utterance. Some of the overlaps can be identified as interruptions, which, play an important role during
the conversation. For example, over 300 interruptions are identified during conversations of a total duration of about
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4 hours [21]. Interruptions can be interpreted as evidence of power and dominance as they disrupt the speech flow
[11, 12, 34], and might be used to change the topic of conversation or to indicate the interlocutor knows already what
the speaker is going to say. Such interruptions are referred as competitive interruptions [22]. However, depending on
the conversation context, interruptions may also be cooperative, for example by providing support to the speaker to
maintain the conversation[37], by completing the words the speaker does not recall, etc. Interruptions have therefore
diverse functions and carry the underlying communicative intention, attitude and motivation of the interrupter [8, 35].

Therefore, to ensure simulating natural interaction between human and virtual agent, interruptions should be taken
care of. Human user may interrupt the virtual agent during the interaction. The agent dialog system should be able to
respond when human user interrupts to take the turn. To maintain the conversation, it should know whether to yield or
keep the speaking turn, and how to do so. In order to plan an appropriate reaction, Reidsma et al. [26] argued that it is
important to distinguish between competitive and cooperative interruptions, and thus to have a so-called “continuous
conversation” during the human-agent interaction.

Conversely, interruptions can grab the interlocuter’s attention and show a willingness to communicate, thus
maintaining engagement in the interaction [23]. To have the human user engaged during the interaction, the dialog
system should also be able to generate interruptions in a timely manner [14]. An agent that never interrupts may be
perceived as less interactive, while interrupting too often may be perceived as much too aggressive [25].

In this paper, we focus on classifying interruption types. We consider only the interruption initiated by others and
not self-interruption (which is initiated by the speaker-self). We present a new automatical classification approach based
on multimodal features of both interrupter and interruptee. We also compare the performance of different classification
models using different combinations of modalities. Finally, as we want to classify interruption types in real-time during
human-agent interaction, we conduct classification performance tests by changing the time window length in which
the classification happens after the beginning of an interruption. Only overlapped interruptions are considered in this
work.

An overview of previous research on interruption is given in Section 2. Sections 3 and 4 describe respectively the
corpus we used for this work and the feature we consider. We present different classification models in Section 5 and
their results and comparison in Section 6. Finally, Section 7 concludes this work.

2 RELATEDWORKS

Existing works on interruption have addressed the issue of detecting when an interruption occurs and recognizing its
type.

Lee et al. [20] suggested that the presence of interruptions is not random, they follow certain rules and their
occurrence can be predicted using contextual cues. This is also supported by the research of Shriberg et al. [30] that
used prosodic features to predict overlap start point. Previously, Goldberg and colleagues [13] found that the location
of an interruption may provide information to differentiate interruption type. Apart from the start point location,
the duration of overlaps plays an important role in differentiating between cooperative and competitive overlaps or
interruptions. The results in [17, 18] indicate that competitive overlaps last longer than cooperative ones.

Besides, more and more researches show evidence that cooperative and competitive interruptions also show dif-
ferences in prosodic features. From the analysis results, Yang [37] argued that competitive interruptions have higher
pitch and intensity than cooperative interruptions. Shriberg [30] and Hammarberg et al. [15] found that people raise
their voice energy and pitch to interrupt the current speaker. Schegloff et al. [28] argued that the speaker uses prosodic
variation and repetition to indicate strong turn competitiveness.
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Several works have proposed models to automatically classify interruption types using multimodal features. Lee
et al. [19] analysed hand motion activity, speech intensity and disfluency for competitive/cooperative interruption in
spoken dyadic conversations. Hand motion activity and speech intensity are reported as reliable features differentiating
interruption types. Compared to the multimodal classification model, of which the accuracy achieved 71.2%, using only
one modality leads to significant lower classification performance.

Truong et al. [33] proposed to classify overlaps using a SVM model. As input, the authors used low-level signals such
as acoustic features (F0, intensity and voice quality), combined with high-level annotations, namely focus of attention
(gaze direction) and communicative function of head movements. With a sequence length of 0.6s after the overlap
onset point, the SVM model achieved good performance with an EER of 32.1%. The authors also mentioned that gaze
information slightly improves the accuracy, while adding acoustic information from the overlappee didn’t. Chowdhury
et al. [5] proposed a Sequential Minimal Optimization (SMO) model for competitive/cooperative overlaps classification.
Prosody, voice quality, MFCC, energy and spectral features are used as inputs. With an optimal subset of selected
features, the model achieved an F1-score of 0.69. Later on, the authors [6, 7] presented to classify cooperative/competitive
overlaps with acoustic (prosodic, spectral, voice quality, MFCC and energy) and lexical features. Different models with
feature combinations were tested during the experiment, the best performance (F1-score of 0.70) is achieved with a
feed-forward neural network (FFNN), using both acoustic and lexical features. Combined with acoustic features, Egorow
et al. [9] then took two emotion dimensions (control and valence) into account to classify overlaps on a telephone-based
human conversation corpus. The SVM model’s best performance was reported with an F1-score of 0.74.

From previous research, although hand activity, body motion, gaze and head gesture improve the classification
accuracy, acoustic features have been found to be the key features in classifying interruptions and overlaps. However,
previous studies do not take facial expressions into account. According to the experiment results of [24], conversational
facial expression is associated with the dialog context and operates as nonverbal interjections, which should be able to
provide additional information for the interruption classification model.

The importance of sequential information during interruptions and overlaps is also ignored in previous works and
only statistical projections are provided as input to classification models. However, the analysis result of [33] shows the
difference between two types in the temporal curve of acoustic features, that have been used to classify the overlap
type. We thus propose a new method to classify the interruptions with acoustic profile, head activity, gaze behaviour,
and facial expression. We also take the sequential information into account. As our goal is to implement an online
model that classifies the interruption type as fast as possible during human-agent interaction, we also investigate how
classification performance varies with the length of the time window used after the point of interruption.

3 CORPUS

For this work, we use two different corpora that are freely available: the AMI corpus [3] and the NoXi corpus [2]. Both
corpora differ in their setting (group of four interlocutors vs dyads), conversation context (task focus vs more social
focus), and language (English vs French). Using different corpora allows us to test the genericity of our approach.

3.1 The AMI Meeting Corpus

AMI [3] is a multimodal database that contains 100h free multi-party English meetings. In the AMI corpus, 4 participants
are asked to discuss the given topic. Each interaction lasts about 25mn. The video of the participants shows their upper
body. For our work, we focus on 9 meetings (for about 4h in total) of as they have been annotated for (head function
and focus of attention).
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Following the schema described in [36], we annotate the interruptions in these meetings into different types. The
schema also presents the definition of successful interruption (if the interruptee’s flow was disrupted) and failed
interruption (if the interruption was rejected). We don’t distinguish the interruption’s accomplishment for this model,
but only the types below:

Cooperative interruptions: include agreement, assistance and clarification, for both successful and failed inter-
ruptions.

Competitive interruptions: include disagreement, topic change, floor taking and tangentialization, for both
successful and failed interruptions.

Not identified type includes short failed interruptions with not enough information to determine its type.

The annotation is performed twice by the same annotator according to the approach presented in [4]. There is a
one-month interval between the two rounds of annotation. Cohen’s Kappa measures were computed across the two
annotations and were found to be mostly satisfactory (𝑘 = 0.821). Finally, 508 interruptions were annotated in the AMI
corpus (230 cooperatives, 278 competitives).

3.2 The NoXi Corpus

NoXi is a multimodal corpus that contains free dyadic conversations. We also use the French part of the NoXi corpus
to evaluate our model[2], including 21 conversations, for about 7h in total. Each conversation lasts around 20mn
and both interactants are recorded separately. The video shows almost their full body except for the feet. All videos
are synchronized and transcribed. We use the same annotation schema and double annotation method to annotate
interruptions as for the AMI corpus. 929 interruptions are annotated (505 cooperative, 348 competitive) with 𝑘 = 0.84.

4 FEATURE EXTRACTION

We propose a new approach to classify interruption using multimodal signal. To measure the shortest delay needed
for classification, we first define a time window around the interruption onset point and then extract the multimodal
features in this time window. We use acoustic features as well as the visual features of facial expression (eyebrow
movement), head motion activity and gaze direction. Each modality consists of two types of features, local and global.
The local features are the values extracted on every frame of the selected time window (15 frames per second). The
global features are the statistical projection of each local feature over the defined time window. For the AMI corpus, we
use two more provided features: the annotation of communicative functions of head movements and the occurrence of
mutual gaze, which do not exist in NoXi.

4.1 Segmentation

To determine the interruption window, we analyze the interruption overlap duration for the annotated interruptions of
both corpora. The statistical analysis result is shown in Figure 1. The average duration of cooperative interruption is
1.11s and of competitive interruption 1.49s.

For each interruption instance, as shown in Figure 2, most interruption overlaps last longer than 0.6s. We note its
starting point as 𝑡0, in order to classify the interruption before the end of overlap, we should choose a window size
less than 0.6s. Truong and colleagues [33] suggest an interruption window length of 0.6s. We choose to use the same
window size and then study the temporal segment between 𝑡0 − 0.6s and 𝑡0 + 0.6s that we called interruption windows
in the following. This choice is also driven by our main aim which is to endow a virtual agent with the capacity to
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Fig. 1. Interruption overlap duration.

handle interruptions and respond to them as quickly as possible. It is important the agent classifies it before the overlap
ends. During the first period, before the interruption occurs, from 𝑡0 − 0.6s to 𝑡0, only the overlappee is speaking while
in the second period, both interlocutors are speaking, at least partly.

The classification of interruptions is based on the multimodal features that are extracted for both interrupter and
interruptee over the interruption window. Depending on the method we employ for the classification model (Section
6.2), we extract global features over the interruption window, or, local features estimated at each time step of the
window.

Fig. 2. Segmentation of features.

4.2 Audio

4.2.1 Local acoustic features. The 33 acoustic features we considered are composed of pitch (Fundamental frequency
F0, F0-envelope), loudness, voice- probability, jitter, shimmer, logarithmic harmonics-to-noise ratio (logHNR), Mel-
frequency cepstral coefficients (MFCC 0-12), Logarithmic signal energy from pcm frames, Energy in spectral bands
(0-250Hz, 0-650Hz, 250-650Hz, 1-4kHz), roll-off points (25%, 50%, 70%, 90%), centroid, flux, max-position and min-position
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as proposed in [7]. These features are extracted with openSMILE [10] with a frequency of 100 frames per second. The
extracted audio features are then resampled into 15 frames per second to fit the frequency of visual features (eyebrow
movement, head motion activity and gaze direction.).

All the extracted features are normalized by z-scores, using the mean and standard deviation of the interruption
windows around all the interruptions. We obtain values for the acoustic features for each time window for both, the
interrupter and the interruptee, and store them in a vector. We refer to this vector as the local acoustic features vector for
a given time window around an interruption. The dimension of the local acoustic features vector 𝐴𝑙 is then (33 ∗ 2) ∗ 18
(33 features for each interlocutor over 1.2s that lasts 18 frames).

When the interlocuter is not speaking, all her/his acoustic features are set to zero to avoid the impact of noises.

4.2.2 Global acoustic features. For each feature mentioned previously, we extract their statistical projection over the
interruption windows as proposed by [7]. They are composed of values such as min and max position, range, linear and
quadratic regression coefficients and approximation errors, variance, standard deviation, skewness, peaks, mean peak
distance and mean peak.

These statistical projections are normalized by z-scores, using the mean and standard deviation of all windows. They
composed the global acoustic features vector 𝐴𝑔 of size 792 (33*2*12, the value of the 12 statistical projections for the 33
features for each interlocutor).

4.3 Eyebrow

4.3.1 Local eyebrow features. The facial expressions are extracted with Openface [1] and are encoded into Action Units
from the Facial Action Coding System (FACS). We focus on the three action units AU01, AU02 and AU04 representing
eyebrow movements to avoid the impact of mouth movement caused by the speech content. Eyebrow features are
extracted with a frequency of 15 frames per second and are z-scores normalized on all the interruption windows to
compose a feature vector 𝐸𝑙 of size (3 ∗ 2) ∗ 18 (3 AUs for both interlocutors over 1.2 sec (18 frames)).

4.3.2 Global eyebrow features. Statistical projections of each eyebrow feature are estimated as done for the acoustic
features. They are normalized by z-scores. They composed a vector 𝐸𝑔 of size 48 (The value of the 8 statistical projections
for the 3 features for each interlocutor)

4.4 Head activity

4.4.1 Local head activity features. For head movement features, we use the head position (in x-y-z axis) extracted by
Openface at the frequency of 15 frames per second. To avoid the bias caused by the interactant’s initial position, we do
not use absolute position but the head motion activity using the following equation:

𝑣𝐻𝑒𝑎𝑑 (𝑖) =
√︃
(𝑥𝑖 − 𝑥𝑖−1)2 + (𝑦𝑖 − 𝑦𝑖−1)2 + (𝑧𝑖 − 𝑧𝑖−1)2 (1)

These features are normalized by z-scores. For the AMI corpus, we also use the head functions annotations that are
provided: concord, discord, deixis, emphasis, negative, turn, and all other communicative head gestures. This annotation
gives the communicative function of the head movements with timestamps of start and end timing. They are encoded
using a one-hot encoding, binary values indicating the absence or presence of each event.

The final vector 𝐻𝑙 is of size (10 ∗ 2) ∗ 18 (head activity + head function one-hot encoding for both interlocutors over
1.2 sec (18 frames)).
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4.4.2 Global head movement features. The statistical projections of head activity are calculated and Z-score normalized
on the interruption window. For the head function annotation mentioned above, we use a one-hot encoding by setting
the value 1 if the event is present at least at one-time step of the interruption window.

The Global head movement vector is of size 34 (the value of the 8 statistical projections for 1 feature + the vectors
one-hot encoding for each interlocutor).

4.5 Gaze

4.5.1 Local gaze features. The gaze direction (in x-y axes) is extracted by Openface with a frequency of 15 frames per
second. Then they are z-scores normalized over all the interruption windows.

We also use the focus of attention annotations provided in the AMI corpus. A binary value is computed to indicate
the presence of mutual attention (when the interrupter and interruptee are looking at each other) or its absence (when
the interrupter or interruptee is looking somewhere else).

The final vector 𝐺𝑙 is of size (4 ∗ 2) ∗ 18 (4 gaze features for both interlocutors over 1.2 sec (18frames)).

4.5.2 Global gaze features. Statistical projections of gaze direction are estimated as done for acoustic features. They
are also normalized by z-scores. For the focus of attention annotation we use a binary value for mutual attention as
presented in the local gaze features. The Global gaze vector is of size 34 (the value of the 8 statistical projections for 2
gaze direction features+ the vectors one-hot encoding for each interlocutor).

5 THE PROPOSED MODEL

Contrary to previous approaches [6, 7, 33], we do not extract manually global features but leave this task to a neural
network which is more adapted to the problem. Moreover, using temporal series allows us to consider the real-time
application as shown in the evaluation section.

Different from standard feed-forward neural networks, LSTM has connections that allow us to process not only
single data points but also data sequences. An LSTM unit is composed of a cell, an input gate, an output gate and a
forget gate. The three gates regulate the flow of information in and out of the cell. The long short-term memory (LSTM)
architecture we used is depicted in Figure 3. The input at each time step 𝑥𝑡 is composed by the concatenation of all
local features. We only output the hidden state of the last time step, it is then passed to a dense layer that predicts the
final classification. Although this model is very simple, it leads to the best results. Adding more complex architecture
leads to an important over-fitting.

6 RESULT & DISCUSSION

In this section, we present the experimental classification results we obtained using different modalities and compare
them to the state of the art. Then, we introduce the study we conducted on the time window length to be considered.

6.1 Results

Training Procedure: The method has been implemented and tested with TensorFlow, we split the data into train (70%),
validation (10%) and test (20%) datasets. The input of LSTM layer (with a dropout of 0.2) is composed of the concatenation
of all local features mentioned above over the interruption window of 1.2s (18 frames), making a vector of size 100*18.
The latent vector, of dimension 10, is passed to a dense layer of dimension 8, before the output layer of dimension 1 that
has a sigmoid as an activation function.
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Fig. 3. The long short term memory (LSTM) architecture.

Table 1. Accuracy and F1 measure for FFNN, SVM and LSTM model with different combinations of modalities for the AMI corpus.

Audio Facial, head, gaze All modalities
Accuracy F1-score Accuracy F1-score Accuracy F1-score

FFNN with modalities of [7] 0.74 0.73 - - - -
FFNN with our modalities 0.74 0.73 0.69 0.67 0.79 0.78
SVM with modalities of [33] 0.69 0.66 0.65 0.61 0.72 0.72
SVM with our modalities 0.72 0.72 0.68 0.67 0.77 0.76
LSTM with our modalities 0.75 0.73 0.69 0.68 0.81 0.80

Table 2. Ablation study of FFNN, SVM and LSTM model for the AMI corpus with our modalities.

All modalities Audio, Facial, Head Audio, Facial, Gaze Audio, Head, Gaze
Accuracy F1-score Accuracy F1-score Accuracy F1-score Accuracy F1-score

FFNN 0.79 0.78 0.75 0.75 0.77 0.77 0.77 0.76
SVM 0.77 0.76 0.74 0.73 0.75 0.74 0.75 0.75
LSTM 0.81 0.80 0.76 0.76 0.79 0.78 0.79 0.79

In all our experiments, the model is trained with mini-batches of 64 interruptions using an Adam optimizer and a
learning rate fixed to 1e-5.

Results are presented in Table 1 for the AMI corpus. As in previous studies, acoustic features alone lead to good
results. Adding Facial expressions, head movement and gaze improve the performances by reaching an accuracy of 81%
and an F1-score of 0.80. Compared to facial expression, gaze and head activity, it is clear that acoustic features provide
the main information for classification. Ablation studies are presented in Table 2. In these experiments, in order to
study the contribution of each modality to the classification accuracy, we remove all features related to one modality at
a time. We also perform ablation experiments for each feature, but the influence of a single feature on the results is too
small. We do not present the results here. According to the results of the three models, after removing gaze-related
features, the accuracy is significantly lower than that of all modalities, and the decrease is even larger than when the
other two modalities are removed.
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Table 3. Accuracy and F1 measure for FFNN, SVM and LSTM model with different combinations of modalities for the NoXi corpus.

Audio Facial, head, gaze All modalities
Accuracy F1-score Accuracy F1-score Accuracy F1-score

FFNN with modalities of [7] 0.63 0.61 - - - -
FFNN with our modalities 0.63 0.61 0.61 0.60 0.66 0.64
SVM with modalities of [33] 0.57 0.52 - - - -
SVM with our modalities 0.61 0.57 0.59 0.57 0.62 0.60
LSTM with our modalities 0.65 0.62 0.62 0.60 0.69 0.65

Table 4. Ablation study of FFNN, SVM and LSTM model for the NoXi corpus with our modalities.

All modalities Audio, Facial, Head Audio, Facial, Gaze Audio, Head, Gaze
Accuracy F1-score Accuracy F1-score Accuracy F1-score Accuracy F1-score

FFNN 0.66 0.64 0.65 0,65 0.65 0.64 0.64 0.63
SVM 0.62 0.60 0.61 0.60 0.60 0.58 0.61 0.61
LSTM 0.69 0.65 0.68 0,66 0.66 0.65 0.68 0.67

We compare our result with random accuracy, which is calculated with the equation [32]:

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑃 (𝑐𝑙𝑎𝑠𝑠 = 0) ∗ 𝑃 (𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 0) + 𝑃 (𝑐𝑙𝑎𝑠𝑠 = 1) ∗ 𝑃 (𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 1)

= (348/(505 + 348))2 + (505/(505 + 348))2

= 0.5162 ≈ 0.52

Where, in our case, class 0 represents competitive interruption and 1 represents cooperative, therefore 𝑃 (𝑐𝑙𝑎𝑠𝑠 =
0) = 𝑃 (𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 0) = 348/(505 + 348) = 0.41, and 𝑃 (𝑐𝑙𝑎𝑠𝑠 = 1) = 𝑃 (𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 1) = 505/(505 + 348) = 0.59.

Results of our models are presented in Table 3 for the NoXi Corpus. The best results are also obtained with the
multimodal features, but are only slightly above random (0.52). Compared to facial expression, gaze and head activity,
acoustic features provide the main information for classification. Ablation studies are presented in Table 4. Same as for
the AMI corpus, we remove all features related to one modality at a time. From the results, we do not observe significant
differences for all three modalities. Except for language differences (French for NoXi and English for AMI), NoXi is
composed of dyadic screen-mediated conversations while AMI is composed of four-parties face-to-face conversations.
Even if multi-party interruptions are not considered, dyadic interruptions occur more frequently in the AMI than in the
NoXi databases. The AMI scenario involves 4 interlocutors brainstorming to design a product. The design task may
imply trying to impose one’s ideas on others giving rise to more competitive interruptions. Being more participants
could also explain the increase in the number and frequency of interruptions. In the NoXi database, interlocutors
are asked to play either the role of an expert that shares information and knowledge on a given topic, or of a novice
that is interested in learning about a given topic. The expert tends to talk much more than the novice during the
interaction, most interruptions are initiated by the novice to express their opinion or to ask for information, which is not
so competitive. These two scenarios are different and lead to more or less dynamic interactions, involving interruptions
with different degrees of competitiveness. The differences in settings and scenarios could explain the differences in the
results we obtain for both corpora. Missing several high-level annotation features for the NoXi corpus could also be
another reason.
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6.2 Comparative study

We compare our method with previous ones that have been implemented to classify interruptions. Truong’s SVM model
is trained using the same features as presented in [33] and using our features. Chowdhury’s FFNN model is trained with
the acoustic features mentioned in [7] and using our global multimodal features that have been automatically extracted
from the local ones as presented in Section 4 for a fair comparison. Both methods are based on a global features vector
that is manually designed, contrary to our method where a neural network learns the more adapted features.

Results presented in Table 1 for the AMI database and in Table 3 for the NoXi database, show that, for all models,
acoustic features provide more information for the classification task compared to facial, head and gaze features.
Actually, the accuracy obtained with all models is not so good when classifying only with facial expression, head
activity and gaze direction. The proposed multimodal features could improve the results for all models (5% for FFNN
model, 6% for LSTM model and 3% for SVM model). We can thus conclude that important information is also carried
by facial expressions and head activities to classify interruptions. Our multimodal LSTM classification model leads
to the best results, which proves the importance of sequential information from the time series and the model is able
to extract more relevant features and thus to recognize interruption in real-time as presented in section 6.4, since no
ending information is requested.

6.3 Interruption Window length

In order to study the influence of the interruption window length on the classification accuracy, we fix the window
length before the onset point of interruption (0.6s) and vary the window length after the onset point from 0s to 1s for
every 0.2s. We conduct such a study to endow a virtual agent with the capacity to react as quickly as possible and in a
more appropriate manner. It requires the agent to know the interruption’s type in the shortest delay when it occurs.
Results presented in Figure 4 show that the accuracy increases with the length of the interruption window using our
LSTM model. However, some cooperative interruptions present a small overlap duration as illustrated in Figure 1,
and longer interruption window length implies the virtual agent’s reaction will come later. To compromise between
accuracy and reaction time, the a priory choice of 0.6s after the onset point of interruption seems to be a good choice.
Another idea, possibly using temporal series as proposed with the LSTM model, is to adapt this temporal length during
real-time application as proposed just below.

6.4 Adaptation of the temporal length during real-time application

The ultimate goal of our model is to classify interruptions in real-time in human-agent interaction, the agent responding
to the interruptions of human users. Thus, as soon as an interruption is detected (beginning of the overlap), we start
the inference using the multimodal signals in the temporal window {𝑡0 − 0.6s, 𝑡0s}. Running our LSTM model on this
temporal window allows us to initialize the latent vector introduced in the architecture as presented in Figure 3. An
advantage of LSTM is that we can update this latent vector frame by frame, starting from 𝑡0, and predict at each time
the cooperative or competitive interruption probabilities (the result of the sigmoid layer is considered as probabilities in
this part, even if it is not theoretically founded). A threshold can then be settled to perform or not the classification at
each frame. As some samples of interruptions are easier to classify than others and as the overlap length can last more
or less time, using LSTM allows us to make the classification more or less quickly, according to the studied sample and
thus, to adapt the reaction time. To study the feasibility of this idea, for each interruption, we study the classification
results starting from 𝑡0 and adding new incoming data, time step by time step until 1.2s (18 frames) after 𝑡0. Let us note
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Fig. 4. Accuracy & Macro F1-score with different interruption window lengths.

Table 5. Mean accuracy & mean reaction time with different thresholds

Threshold Mean accuracy Mean reaction time length (frame and second)
0.5 0.66 0 frame (0s)
0.6 0.72 1 frame (0.07s)
0.7 0.76 4 frames (0.27s)
0.8 0.83 8 frames (0.53s)
0.9 0.87 12 frames (0.8s)

𝑦, the output of the sigmoid at the studied frame. The classification is performed at this frame if𝑚𝑎𝑥 (𝑦, 1 − 𝑦) reaches
the threshold. If not, the following frame is considered. Naturally, the classification is also done, independently of the
threshold, if the overlap stops or if the maximal interruption window length of 1.2s after 𝑡0 is reached. Using a smaller
threshold should thus lead to a smaller reaction time but perhaps to lower accuracy.

We plot in Figure 5 the percentage of interruptions classified according to the number of frames after 𝑡0 for different
thresholds. As expected, using a threshold of 0.5 leads to classifying all interruptions at 𝑡0. Increasing the threshold
makes the classification time, and therefore the reaction time, longer. Fewer interruptions can be classified if the
threshold is too high since it is hard to reach such a classification score: only about 50% of interruptions are classified
after 𝑡0+14 frames (around 1s) when the threshold is settled to 0.9. On the opposite, over 95% of interruptions are
classified after 0.4s (6 frames) when the threshold id settled to 0.6 while the 5% of remaining ones will take a longer
time. Independently of the threshold, LSTM allows us to adapt the reaction time according to the classification difficulty.
But proceeding quickly with poor classification results is not acceptable as well. We thus present in Table 5 the mean
accuracy and the mean reaction time according to the threshold values. As expected, the higher the threshold, the better
the accuracy and the longer the response time. As our objective is to classify interruptions in real-time interaction to
generate an appropriate response, the model is requested to classify the interruption as soon as possible with acceptable
accuracy. We find from Figure 5 and Table5 that a threshold of 0.8 seems to be a good choice.
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Fig. 5. Percentage of classified interruptions according to the number of frames after the beginning of the overlap, for different
thresholds.

7 CONCLUSION

In this study, we proposed to classify cooperative and competitive interruptions in conversation with an LSTM model
and evaluated different existing models. We experimented with different combinations of modalities and achieved our
best performance using the acoustic profiles, facial expression, head movement and gaze features from both interrupter
and interruptee. The experiments indicate that our LSTM model is able to learn accurate information from sequential
series and improves classification performance. Tested with different interruption window lengths, the designed LSTM
model is able to classify the interruption 0.6s after its start point with an accuracy of 81%.

Another advantage of LSTM is to make the classification more or less faster, according to the difficulty of the
interruption. Using a classification threshold fixed to 0.8 allows us to classify interruption within 0.53s on average, with
an accuracy of 83%. 40% of interruptions will be classified in less than 0.26s while the 30% of the most difficult examples
will take more than 0.8s to be classified. In future work, we are going to explore more non-verbal behaviours to improve
our LSTM model and implement our classification model in a virtual agent dialog system to classify interruptions in
real-time with video and audio pre-processing. Then we will develop a non-verbal agent behaviour generation model to
respond to the human user’s interruption.
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