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Introduction Why text Mining ?

Working with texts is important and hard !

Text Mining: Definition

Text Mining or Text data Mining or approximately Text Analytics, is the
process of deriving high-quality information from texts.

What texts ?

Books

Web pages

Social networks

Science articles

· · ·
Very different contents, with different formats and potentially large
amount of information to be extracted.
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Introduction Why text Mining ?

Data analysis so far

In our previous classes, we worked only with numerical data:

Numerical vectors

Numerical time series

We did a bit of clustering, visualization and classification:

All of them are based on distance or similarity functions

Problem: text data represent the largest amount of data !

How do we do all of these with text data ?

Similarity between words, sentences, or texts ?

Classification or clustering of texts ?

Text time series analysis ?
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Introduction Why text Mining ?

Stylometry: an early attempt at text analysis

Stylometry is a science used in case of
disputed authorship of a text: it aims
at analysis writing patterns.

Thomas C. Mendenhall pioneered
stylometry in 1887 by proposing to
analyze and compare the ”word
spectrum” of texts.

He was a physicist and a meteorologist
at The Ohio State University from
1873 and later became President of the
Worcester Polytechnic Institute.
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Introduction Why text Mining ?

The age of information overload

Mendenhall’s techniques and the idea of ”word spectrum” are still
used in modern text mining algorithms. But we added a few tools
since:

Word semantic analysis
Sentiment analysis of words
Similarity links and measures between words

The main difference between 1887 and now, is that nowadays there is
way too much information coming in real time for a manual analysis
to be possible !
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Introduction Why text Mining ?

Examples of text analysis tasks

The most common uses of text mining include but are not limited to:

Machine translation

Part-of-speech tagging

Information extraction

Sentiment analysis from text

Automatic quizz answering

Text categorization

Stylometry and plagiarism analysis

Some of these applications are very important for world leaders.
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Introduction Text Mining and NLP

Text Mining VS Natural Language Processing

Text Mining

It deals with the text itself

Frequency count of words

Sentence length

Word spectrum

Presence/absence of key words

etc.

Natural Language Processing

It deals with the underlying metadata

Linguistics

Computational linguistics

Content analysis

Stylistics

etc.

Roughly summed up:

Text Mining is statistics oriented.

NLP is analysis oriented.
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Introduction Understanding texts

Mining the texts: what are we trying to understand ?

The text themselves ?

The authors of the texts ?

The author as a writer ?
The author as a person
in the world ?

Things in the world ?

Described by the text ?
Linked to the text ?

Remark

Remember text analysis in high school ? We are trying to teach computers
how to do it !
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Introduction Understanding texts

Which interpretation ?

Finding the correct interpretation of a text is anything but obvious !

Lexical ambiguity (Reilly 1991, Walton 1996)

She bagged two silver medals !
She made a silver speech !

Syntactical ambiguity (Kooij 1971)

How do you stop a fish from
smelling ?
cut his nose ?

Inflective ambiguity (1996; Fowler and Aaron

1998))

Bob has devised a scheme to save
costs by recycling paper. Therefore,
Bob is a schemer, and should not be
trusted.

Words with more than one
meaning

Unclear meaning : Odor or smell ?

Words used more than once in a
sentence or paragraph, but with
different meanings each time.
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Text mining tasks and processes

Outline

1 Introduction

2 Text mining tasks and processes

3 Analyzing similarities between and within texts
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5 Conclusion
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Text mining tasks and processes Processing text data

Text data ?

Text data come in all sorts of forms:

Text documents in a natural language

Structured data (XML, HTML, etc.)

Unstructured text

Documents in plain text (word, pdf,
etc.)

Emails, online chat logs, transcripts

Online news, forums, blogs, and social
medias

etc.
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Text mining tasks and processes Processing text data

Typical process of text mining (1/2)
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Text mining tasks and processes Processing text data

Typical process of text mining (2/2)

1 Transform texts and documents
into structured data

Term-Document Matrices
(TDM)
Entities and relations
etc.

I like hate maths
D1 1 1 0 1
D2 1 0 1 1

Table: Example of document term matrix

2 Apply traditional data mining techniques to the above data structures

Clustering
Classification
Social media analysis
etc.
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Text mining tasks and processes The different tasks of text mining

Text mining tasks

We are going to take a look at some key tasks in text mining :

Sentiment Analysis

Document Summarization

Entity and Relationship Extraction

Tokenization and vectorization of texts
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Text mining tasks and processes The different tasks of text mining

Sentiment analysis

Sentiment Analysis is also known as ”opinion mining”

It determines the attitude, polarity, or emotions from documents

Polarity : positive, negative, neutral

Emotions: angry, sad, happy, bored, afraid, etc.

Method

1 Identify individual keywords and phrases and map them to different
emotions/sentiment scales

2 Adjust the sentiment value of a concept based on modifications surrounding it
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Text mining tasks and processes The different tasks of text mining

Document Summarization

Extract the major key points of a document to create a summary

Methods

Extraction: select a subset of existing words, phrases, or sentences to
build a summary

Abstraction: use natural language generation techniques to build a
summary that is similar to natural language
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Text mining tasks and processes The different tasks of text mining

Entity and relationship extraction

Named Entity Recognition (NER) : identify named entities in texts
and classify them into pre-defined categories such as person names,
organizatios, locations, date and times, etc.

Relationship Extraction: identify association entities.

Example:

Tom lives at 7 bvd Saint Michel, Paris.

Tom lives at 7 bvd Saint Michel, Paris.
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Text mining tasks and processes Tokenization

Tokenization: Bag of words (1/2)

Tokenization is the process of splitting a stream of characters intos sentences, symbols, or
words. For text mining, we are particularly interested in words.

I) Identifying the words (tokens) of a document

The word delimiter identification is important. It will often be spaces or punctuation.

Some characters are less obvious : e.g. ”-” might be a delimiter in English language, but
not always in French.

II) Creating a dictionary

Potentially, the number of words is very important and there may be redundancies.

It will be necessary to treat the redundancies. For instance using stemming or
lemmatization : Putting all words to their root form.

III) From text to vector

The absence or presence of a word is then assessed in each text, thus creating a binary
vector.

You can also count the number of appearance of a word. We are then talking about
weighting words.
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Text mining tasks and processes Tokenization

Tokenization: Bag of words (2/2)

Example of tokenization:

I like mathematics.

I hate maths !!!!

I hate mathematics

I like hate maths

D1 1 1 0 1
D2 1 0 1 1
D3 1 0 1 1
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Text mining tasks and processes Tokenization

Tokenization: The lexical database issue

Even with tokenization or lemmatization, covering a whole language
requires very large lexical databases with some semantic structures.

For English language, WORDNET lists, classifies and relates the
semantic and lexical content of the language.

A Synset (synonym set) is a database with groups of interchangeable
words.

Example: car, automobile, machine, motorcar, etc.
In the bag of word representation, it can significantly reduce
dimensionality.

Ontologies are a representation based on concept trees and
hierarchical relationships.

Ontologies already exist for many domains and applications
They are standardized
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Text mining tasks and processes Stemming and Lemmatization

Stemming

Stemming: Definition

Stemming consist in reducing a word to its root form (stem) by
removing affixes.

Stemming returns a root that might not be an actual word.

So, what if, instead of thinking
about solving your whole life, you
just think about adding additional
good things. One at a time. Just
let your pile of good things grow.

So, what if, instead of think about
solv you whol liv, you just think
about add add good thing. One at
a tim. Just let you pil of good thing
grow.
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Text mining tasks and processes Stemming and Lemmatization

Lemmatization

Lemmatization: Definition

Lemmatization consists in analyzing a term in order to identify its canonical form
(lemma). The idea is to ignore all modifications due to conjugations or declinations to
keep a single form of the word.

Unlike stemming, lemmatization has to return an actual word.

Example:

the boy’s cars are different colors → the boy car be different color
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Text mining tasks and processes Stemming and Lemmatization

Part of speech

Part of Speech: Definition

Part of speech (POS) proposes to distinguish the words of a sentence
according to their lexical categories (e.g. noun, verb, adjective, etc.).

Example:

They refuse to permit us to obtain the refuse permit.

The first refuse is a verb, synonym of denying. The second refuse is a
noun, synonym of trash.

They refuse to permit us to obtain the refuse permit.

(they,PRP), (refuse,VBP), (to,TO), (permit,VB), (us, PRP), (to,
TO), (obtain,VB), (the,DT), (refuse, NN), (permit,NN)
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Text mining tasks and processes Stemming and Lemmatization

POS with lemmatization and stemming

Part of Speech must be used before lemmatization or stemming :

1 Use POS to determine the lexical category and if possible grammatical form
of the words.

2 Use lemmatization or stemming for tokenization or lexical database search

Lemmatization algorithms are more complex than stemming, but they often prove
more effective for text mining.

In some languages, stemming and lemmatization give the same results: Chinese
and Japanese for instance.

Remark

For translation applications, stemming is still more commonly used than lemmatization.

Stems are more often the same across languages than normalized words.

Lemmatization requires extensive databases in both languages
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Text mining tasks and processes Stemming and Lemmatization

POS and stemming for basic translation

1 Use part of speech to determine the lexical category and if possible
grammatical form of the words in the source language

2 Apply stemming to the text in the source language

3 Search for equivalent stems in the target language

4 Reverse part of speech in the target language to reassign lexical roles
and grammatical functions

It does not always work well, and this is how you get weird online
translations.
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Text mining tasks and processes Stemming and Lemmatization

Additional Text Cleaning Considerations

Handling large documents and large collections of text documents may cause
memory issues.

Some formats such as HTML, XML or PDF have there own structurations that
require specific splitting methods.

Languages other than English may cause issues:

Accents, apostrophes and cedillas
Non latin based characters and ideograms

Unicode characters may need to be normalized in formats such as UTF8.

Handling of domain specific words, phrases, and acronyms may prove useful and
could require specific dictionaries.

Handling or removing numbers, such as dates and amounts can be considered.

Typos and misspellings happen and should be considered !
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Text mining tasks and processes IDF & TF-IDF

Tools to count word occurences: IDF & TF-IDF

Let us consider D = {d1, · · · , dj , · · · } a set of document. Then for any term ti , we have:

tfij the number of occurence of ti in a document dj . It is the Term Frequency
(TF).

The Inverse Document Frequency (IDF) for ti is :

idfi = ln

(
|D|

|{d |ti ∈ d}|

)
With |{d |ti ∈ d}| the number of documents where ti appears

The Term Frequency Inverse Document Frequency (TF-IDF) :

tfidfij = tfij · idfi

The TF-IDF is used to know the importance of a term ti inside a document dj relatively
to its importance in the whole corpus D.
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Text mining tasks and processes IDF & TF-IDF

IDF & TF-IDF : Example of use

I love Paris

I love Rome
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Text mining tasks and processes IDF & TF-IDF

Normalizing the term frequency

Since some terms may be a lot more frequent than others in large corpuses,
there are several possible normalizations of the TF to reduce scaling issues.

binary 0, 1

raw frequency ti
log normalization 1 + log(ti )

0.5 max normalization 0.5 + 0.5 · ti
argmaxd∈D tdi

max normalization K + (1− K ) · ti
argmaxd∈D tdi
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Analyzing similarities between and within texts
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Analyzing similarities between and within texts

Similarity measures in text mining

Similarity measures are key for a lot of Machine Learning and Data
Mining methods : visualization, clustering, classification, etc.

Alongside distance functions, they characterize the similarities or
dissimilarities between objects.

In the particular case of text mining, we need to measure similarities
between sentences, documents, or even corpuses of documents.

We have seen that texts can be turned into numerical vectors.

Now, which similarity measure should we use ?
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Analyzing similarities between and within texts

Reminders on the properties of similarities

A similarity measure between 2 vectors u and v must have the following
properties:

Non-negativity : s(u, v) ≥ 0 ∀u, v

Symmetry : s(u, v) = s(v , u) ∀u, v

Maximality : s(u, u) = s(v , v) = 1 ∀u, v

Normalization :

{
s(u, v) = 1⇔ u = v ∀u, v
s(u, v) < 1
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Analyzing similarities between and within texts

From similarity to distance

The dissimilarity between 2 objects can be seen as the distance between
them. Therefore, distance and similarity are directly linked.

d(u, v) = 1− s(u, v)

In addition to the non-negativity and symmetry properties that are the
same than for similarities, distances also have the following properties:

Identity of indiscernibles : d(u, v) = 0⇔ u = v ∀u, v

Triangle inequality : d(u,w) ≤ d(u, v) + d(v ,w) ∀u, v ,w
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Analyzing similarities between and within texts Cosine similarity

Similarity measures: Indian Cricket example (1/3)

Let ~u and ~v be 2 vectors with word counts for 2 documents.

Euclidian Distance:

||~u − ~v ||2 =

√√√√ n∑
i=1

(ui − vi )2

Cosine Similarity:

Cos(~u, ~v) =
~u · ~v

||~u|| × ||~v ||
=

∑n
i=1 ui × vi√∑n

i=1 u
2
i

√∑n
i=1 v

2
i
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Analyzing similarities between and within texts Cosine similarity

Similarity measures: Indian Cricket example (2/3)
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Analyzing similarities between and within texts Cosine similarity

Similarity measures: Indian Cricket example (3/3)

||~u − ~v ||2 =

√√√√ n∑
i=1

(ui − vi )2

Cos(~u, ~v) =
~u · ~v

||~u|| × ||~v ||
=

∑n
i=1 ui × vi√∑n

i=1 u
2
i

√∑n
i=1 v

2
i

3D projection in space

J. Sublime Data Analysis - Lecture 10 ISEP 2021/2022 38 / 68



Analyzing similarities between and within texts Other similarity indexes

Jaccard index and Jaccard distance

The Jaccard index is very popular and assesses co-occurences between documents with a
normalization mecanism.

J(u, v) =
|u ∩ v |
|u ∪ v | =

M11

p −M00

0 ≤ J ≤ 1

p is the number of terms

M11 is the number of co-occurences

M00 is the number of co-absences

Document databases huge image permanently store
A 1 1 1 0 0
B 1 0 1 1 1
C 1 0 1 0 1
D 1 0 1 0 1

J(B,C) =
3

4
=

3

5− 1
= 0.75

J(C ,D) = 1

Jaccard Distance

Deducing the distance from the Jaccard Index is very easy :

d(u, v) = 1− J(u, v)
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Analyzing similarities between and within texts Other similarity indexes

Further considerations on similarity indexes

There are a lot of similarity measures and distance functions that can be
used for text mining.

Like for any data analysis task, some will work better than other
depending on the data features and the type of study.

For instance, Euclidian distance is perfectly fine when using TF
weighting and documents of similar sizes.

Some extra indexes for binary analysis

Dice : s(u, v) = 2×|u∩v |
|u|+|v |

Overlap index : s(u, v) = 2×|u∩v |
min(|u|,|v |)

Tanimoto index : s(u, v) = |u∩v |
|u|+|v |−|u∩v |
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Tanimoto index : s(u, v) = |u∩v |
|u|+|v |−|u∩v |
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Analyzing similarities between and within texts Chi 2 analysis

Similarity measures: Chi square (1/3)

In Lecture 3, we saw that the Chi square could be used for the correlation
analysis of categorical data. Let’s see how to use it for similarity between
texts.

Corpus of 3 documents (Grossman, page 71)

D1 : ”shipment of gold damaged in a fire”

D2 : ”delivery of silver arrived in a silver truck”

D3 : ”shipment of gold arrived in a truck”

D1 D2 D3
arrived 0 1 1

damaged 1 0 0
delivery 0 1 0

fire 1 0 0
gold 1 0 1

shipment 1 0 1
silver 0 2 0
truck 0 1 1
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Analyzing similarities between and within texts Chi 2 analysis

Similarity measures: Chi square (2/3)

Terms D1 D2 D3 Sum
arrived 0 1 1 2

damaged 1 0 0 1
delivery 0 1 0 1

fire 1 0 0 1
gold 1 0 1 2

shipment 1 0 1 2
silver 0 2 0 2
truck 0 1 1 2
Sum 4 5 4 13

Computing the χ2 can give you an idea of the
potential association between documents by
testing the independence hypothesis.

χ2 =
K∑

k=1

L∑
l=1

(okl − ekl )
2

ekl
= 13.65

0.25 < p < 0.5

We can also compute the Total Inertia (total amount of information):

φ2 =
χ2

N
=

13.65

13
= 1.05
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Analyzing similarities between and within texts Chi 2 analysis

Similarity measures: Chi square (3/3)

The matrix of standardized residuals identifies
attractions and repulsions between terms and
documents:

rkl =
okl − ekl√

ekl

Terms D1 D2 D3
arrived -0.784 0.263 0.490

damaged 1.248 -0.620 -0.555
delivery -0.555 0.992 -0.555

fire 1.248 -0.620 -0.555
gold 0.490 -0.877 0.490

shipment 0.490 -0.877 0.490
silver -0.784 1.403 -0.784
truck -0.784 0.263 0.490

From there, the contribution to the χ2 can be
computed to assess the impact of associations
in the global information quantity.

ckl = 100×
r2
kl

χ2

Terms D1 D2 D3
arrived 4.508 0.507 1.761

damaged 11.412 2.818 2.254
delivery 2.254 7.213 2.254

fire 11.412 2.818 2.254
gold 1.761 5.635 1.761

shipment 1.761 5.635 1.761
silver 4.508 14.427 4.508
truck 4.508 0.507 1.761

We can see that most of the information comes from the attractions (D2,silver) and
(D1,[damaged,fire])
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Analyzing similarities between and within texts Correspondence analysis

Principle of Correspondence Analysis

Let us consider R the matrix of standard residual rkl = okl−ekl√
ekl

, and M a

standardized matrix so that M = R
|D| , with |D| the number of documents.

The Correspondence Analysis (CA) consists in computing the singular
value decomposition (SVD) of M, so that : M = U∆V T

U(K×K) contains the K left
eigenvectors (for the lines)

∆(K×L) is a matrix whose diagonal
elements are the singular values
(eigenvalues can be acquired by
squaring them)

V(L×L) contains the L right
eigenvectors (for the columns)

Each singular value δh is defined so that:{
M~vk = δk~uk
MT ~uk = δk~vk

Then we get the eigenvalues:

λk =
δ2
k

K − 1

Goal

From there, CA aims at finding projections of the terms (or documents) that maximizes the
dispersion. It is similar to PCA and correlation circles.
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Analyzing similarities between and within texts Correspondence analysis

Correspondence Analysis: Example

The projection is made possible thanks to the transition relationship (almost barycentric),
meaning: The coordinates of a column term can be obtained based on all lines terms and vice
versa.

Coordinates of term k on the 1st component:

Fk1 =
1
√
λ1

L∑
l=1

okl

nk
× Gl1

Coordinates of document l on the 1st
component:

Gl1 =
1
√
λ1

K∑
k=1

okl

nl
× Fk1

Remark

Each term is located based on all the documents (and vice versa). Thus, a cross-reading
between documents and terms may be misleading ! For instance it would be wrong to conclude
that D3 is linked to (truck) ... (see the χ2 contribution table).
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Analyzing similarities between and within texts Correspondence analysis

Correspondence Analysis: Conclusions

We have seen that the document-term matrix can be considered as a contingency
table.

The total quantity of information can be measured using the total inertia :

φ2 = χ2

N
.

CA makes it possible to make a projection of the terms and their relationships
(based on the documents).

CA makes it possible to make a projection of the documents and their relationships
(based on the terms).

It also helps to visualize term–documents associations,
while keeping in mind χ2 results.

CA relies on Singular Value Decomposition and the matrix of standardized
residuals from the χ2.
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Word2vec

Outline

1 Introduction

2 Text mining tasks and processes

3 Analyzing similarities between and within texts

4 Word2vec
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Word2vec Word Embedding

Machine Learning and text mining

The text mining approaches we have seen so far are limited to
statistical considerations.

What if we want to do classification or clustering on texts ?

Nowadays, among the many Machine Learning methods, Deep Learning
is the hot and trendy technology for text analysis when dealing with
clustering or classification.

Word2Vec

Word2Vec is one of the most popular technique to learn word embeddings
using deep neural networks. It was developed by Tomas Mikolov in 2013
at Google.

Question : How to input text data to machine learning algorithms ?
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Word2vec Word Embedding

Text as input for Deep Learning

Can text be used as a direct input for Machine Learning methods ?

NO !
Or it is very rare ...

What does Machine Learning use as inputs ?

Numbers !

Remark

Conveniently, with lemmatization and tokenization, we have seen a few
techniques to turns text into vectors of numbers by counting words, or
their frequencies, or IDF, or TF-IDF.

We know how to encode texts and words into vectors !
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Word2vec Word Embedding

The issue with trivial encoding

”Have a good day” and ”Have a great day” → V={Have, good, great, day}
One-hot encoded vector:
Have=[1,0,0,0,0] ; a=[0,1,0,0,0] ; good=[0,0,1,0,0] ; great=[0,0,0,1,0] ; day=[0,0,0,0,1]

If we try to visualize these encodings, we can think of a 5 dimensional space,
where each word occupies one of the dimensions and has nothing to do with the
rest (no projection along the other dimensions).

It means that ”great” and ”good” are as different as ”day” and ”have”, which is
not true !

This representation does not show
similarities between words !

Direct word counts or trivial
embedding are therefore not a good
encoding method as it loses a lot of
information, in particular semantic
information.
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Word2vec Word2vec: how to ?

Word Embedding

Word Embedding: Definition

Word embedding consists in encoding words as dense vector which respect
similarities

Word2Vec is based on the notion of word embedding which considers
similarities coming from neighbor words.
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Word2vec Word2vec: how to ?

Word2Vec: The Skip-Gram model

We have seen that the notion of similarity may be important for word
embedding.

The question is : How to train a neural networks and teach it word
similarities ?

Feeding a large database of similarities is a bad idea !

The skip-Gram model

The skip-gram model consists in feeding the neural networks with pairs of
words that may be similar based on their close positions in the source text.

The skip-Gram model uses window sizes :

Size 1 : only words in direct contact are paired
Size 2 : Words in direct contacts, or with one word between them are
paired
etc.
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Word2vec Word2vec: how to ?

Word2Vec: The Skip-Gram model - Window size=1

J. Sublime Data Analysis - Lecture 10 ISEP 2021/2022 53 / 68



Word2vec Word2vec: how to ?

Word2Vec: The Skip-Gram model - Window size=2
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Word2vec Word2vec: how to ?

Word2Vec: What we have - window size = 2
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Word2vec Word2vec: how to ?

Word2Vec: What we want - window size = 2

J. Sublime Data Analysis - Lecture 10 ISEP 2021/2022 56 / 68



Word2vec Word2vec: how to ?

Training Word2Vec (1/8)
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Word2vec Word2vec: how to ?

Training Word2Vec (2/8)
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Word2vec Word2vec: how to ?

Training Word2Vec (3/8)
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Word2vec Word2vec: how to ?

Training Word2Vec (4/8)
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Word2vec Word2vec: how to ?

Training Word2Vec (5/8)
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Word2vec Word2vec: how to ?

Training Word2Vec (6/8)
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Word2vec Word2vec: how to ?

Training Word2Vec (7/8)

Once the network is trained, the hidden layer can be used for Word2Vec

embedding !
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Word2vec Word2vec: how to ?

Training Word2Vec (8/8)

Once the network is trained, the hidden layer can be used for Word2Vec

embedding !
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Word2vec Word2vec: how to ?

Word2Vec: Conclusion

We have seen that Word2Vec is a neural network tool that can be used for smart
word embedding that detects similarities and links between words.

Word2Vec generated vectors are better inputs for Machine Learning Algorithms
than regular ”one-hot encoded” texts.

On the importance of Parameters for Word2Vec

The Window size for the N-Gram model matters:

Too small and it may miss some key links
Too big and the complexity explode and artificial links may be created

The size of the hidden layer is important too: It determines the encoding size

Too small and the embedding compression will fail
Too big and it may not converge
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Conclusion

What we learned

We have seen some of the basics of text mining:

How to turn text data into numerical data so that they can be
processed by any Machine Learning algorithms

We have studied various similarity and distances measures that can be
used with text mining.

We have seen two different methods that can link close words
together in text corpuses: Correspondance Analysis and Word
Embedding with Word2Vec.
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Conclusion
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