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Mining Categorical variables Categorical variables

Problem presentation

In the last course, we have been interested in finding correlations between
quantitative ideally continuous variables.

What about categorical variables ?

How to find whether there is a correlation between two categorical
variables: hair color and eye color, neighborhood and type of job, etc.

The measures that we have seen so far (correlation, determination,
covariance, etc.) cannot be applied to these types of data.
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Mining Categorical variables Chi square test

Categorical variables : Chi-squared test

Chi-squared test of independence: χ2

The Chi-squared is based on the contingency table (cross table) of
the possibles values of two variables.

It is computed based on the difference between the expected
frequencies and the observed frequencies of one or more categories
of the contingency table.

A zero Chi-squared means that the two variables are completely
independent.

A non-zero Chi-squared is more difficult to interpret:

Requires to evaluated the likelihood of the resulting Chi-squared based
on its known distribution. (Requires tables or a calculator)
Can be evaluated using the Chuprov contingency coefficient or
Cramer’s V.
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Mining Categorical variables Chi square test

Categorical variables : Chi-squared test

Let us consider two variables i and j so that i ∈ [1..r ] and j ∈ [1..c].

Let oi ,j be the number of observed data so that the first feature’s
value is i and the second feature’s value is j .

Let ni be the total number of elements having i as a value for there
first feature.

Let N be the total number of observations.

Then, the expected contingency ei ,j computes as follows:

ei ,j =
ni · nj
N

Computing the χ2

χ2 =
r∑

i=1

c∑
j=1

(oi ,j − ei ,j)
2

ei ,j
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Mining Categorical variables Chi square test

Cross Table: Example (1/2)

Total per Category Cat A1 (30) Cat A2 (30) Cat A3 (40)

Cat B1 (40)

Cat B2 (30)

Cat B3 (30)

What are the expected values ei ,j in this table, if we suppose that there is
no links between the categories in A and B ?
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Mining Categorical variables Chi square test

Cross Table: Example (2/2)

Total per Category Cat A1 (30) Cat A2 (30) Cat A3 (40)

Cat B1 (40) 12 12 16

Cat B2 (30) 9 9 12

Cat B3 (30) 9 9 12

If there is no link, the repartition in the cross table should be almost
exactly proportional with the size of the categories.

If the observed values oi ,j are far from this supposed proportional
repartition, there is probably a link between some of the categories.
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Mining Categorical variables Chi square test

Cross Table: Example (3/3)

Dark hair Light hair

Brown eyes 32 12

Blue eyes 14 22

Green eyes 6 9

Notations examples

i ∈ (Dark hair, light hair) j ∈ (Brown eyes, Blue eyes, Green eyes)

odark,brown = 32 edark,brown = 44×52
95 = 24.08
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Mining Categorical variables Chi-square interpretation

Chi-square interpretation: Hypothesis test

Unless its value is zero (which is rare), the Chi-squared cannot
directly be interpreted.

In statistics, p-values are criteria often linked to what is called a
hypothesis test.

Hypothesis Test

State your null hypothesis H0 and alternative hypotheses.

Choose a value α (usually 0.1, 0.05 or 0.01)

Compute the p-value for your proposed model:

if p-value < α: reject H0.
if p-value ≥ α: you cannot reject H0.

The Chi-squared is a test of independence. Therefore, the hypothesis that
you are trying to reject is H0: “The two variables are independent”.

J. Sublime Data Analysis - Lecture 3 ISEP 2021/2022 10 / 36



Mining Categorical variables Chi-square interpretation

Chi-square interpretation: Hypothesis test

Computing the p-value

The p-value is computed using the known distribution of the Chi-squared
function (using tables, a calculator, or a graph) considering degrees of
freedom of the problem.

Degrees of freedom = (r − 1)(c − 1)

A p-value close to zero rejects the hypothesis that the two variables
are independent.

We can say that there is “1−p-value % chance” that the link between
the two variables is not random luck.

Computing further indexes will be necessary to assess the degree of
correlation.
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Mining Categorical variables Chi-square interpretation

Chi-square interpretation: p-value graph
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Mining Categorical variables Chi-square interpretation

Contribution to the chi2

One way to start explaining a chi2 result is to look at which
associations have a strong influence on the chi2.

This can be done by analyzing the normalized residuals:

rij =
oij − eij√

eij

And their contribution to the chi2, which is very useful for large
cross-tables:

cij = 100×
r2ij
χ2
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Mining Categorical variables Chi-square interpretation

Chi-squared interpretation: Chuprov coefficient

The Chuprov contingency coefficient (sometimes spelled Tschuprow)
can also be used to interpret the result of a Chi-Squared:

It is denoted T ∈ [0, 1].

It measures the amount of dependency between two categorical
variables.

Chuprov coefficient

T =

√
χ2

N
√

(c − 1)(r − 1)

If T is close to 0, we can’t predict one from the other.

If T is close to 1, the link is strong and we can predict one from the
other.
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Mining Categorical variables Chi-square interpretation

Chi-squared interpretation: Cramer’s V

Cramer’s V is another is another index measuring the amount of
dependency between two variables.

Cramer’s V

V =

√
χ2

N ·min(c − 1, r − 1)

If V is close to 0, we can’t predict one from the other.

If V is close to 1, the link is strong and we can predict one from the
other.
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Mining Categorical variables Chi-square interpretation

Chi-squared test: Remarks

While the p-value evaluates whether a result based on the chi-squared
has good chances of being significant, its value is not proportional
to the amount of correlation.

Chuprov coefficient is best reliable with square contingency tables,
while Cramer’s V works best with rectangular ones.

Both Chuprov coefficient and Cramer’s V can be very biased:
unevenly distributed observations, one variable with much more
possible values than the other, etc.

Both Chuprov coefficients and Cramer’s V can’t be used if the result
of the p-value shows that the chi-squared result is not significant.
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Mining Categorical variables Chi-square interpretation

Chi-squared test: Remarks

The Chi-squared test is not recommended with very small data sets
(most expected values bellow 10), and can be replaced by the similar
Fisher test in such cases.

A significant dependency between two variables using the chi squared
test does not imply causality.

The chi squared result alone with the p-value are not informative
enough:

Chuprov or Cramer’s V are needed to assess strength of the link and
determine the reliability of predicting one variable based on the other.
Computing the residuals and contribution to the chi2 explains how the
different pairing of categories affect the test and might thus be
remarkable or related.

J. Sublime Data Analysis - Lecture 3 ISEP 2021/2022 17 / 36



Mining Categorical variables Chi-square interpretation

Chi-squared test: Summary
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Mining Categorical variables Example

Example: Dataset

Dark hair Light hair

Brown eyes 32 12

Blue eyes 14 22

Green eyes 6 9

Given this contingency table, is there a correlation between hair color and
eye color ?
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Mining Categorical variables Example

Example: Summing the columns

Dark hair Light hair nj
Brown eyes 32 12 44

Blue eyes 14 22 36

Green eyes 6 9 15

ni 52 43 N = 95
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Mining Categorical variables Example

Example: expected values

Dark hair Light hair nj

Brown eyes o1,1 = 32
e1,1 =

44×52
95

o1,2 = 12
e1,2 =?

44

Blue eyes o2,1 = 14
e2,1 =?

o2,2 = 22
e2,2 =?

36

Green eyes o3,1 = 6
e3,1 =?

o3,2 = 9
e3,2 =?

15

ni 52 43 N = 95
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Mining Categorical variables Example

Example: chi squared (1/2)

Dark hair Light hair nj

Brown eyes o1,1 = 32
e1,1 = 24.1

o1,2 = 12
e1,2 = 19.9

44

Blue eyes o2,1 = 14
e2,1 = 19.7

o2,2 = 22
e2,2 = 16.3

36

Green eyes o3,1 = 6
e3,1 = 8.2

o3,2 = 9
e3,2 = 6.8

15

ni 52 43 N = 95

χ2 =
(32− 24.1)2

24.1
+ · · ·+ (9− 6.8)2

6.8
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Mining Categorical variables Example

Example: chi squared (2/2)

Dark hair Light hair nj

Brown eyes o1,1 = 32
e1,1 = 24.1

o1,2 = 12
e1,2 = 19.9

44

Blue eyes o2,1 = 14
e2,1 = 19.7

o2,2 = 22
e2,2 = 16.3

36

Green eyes o3,1 = 6
e3,1 = 8.2

o3,2 = 9
e3,2 = 6.8

15

ni 52 43 N = 95

χ2 = 10.67

k = (3− 1)(2− 1) = 2 degrees of freedom
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Mining Categorical variables Example

Example: chi squared table

With χ2 = 10.67 and df = 2, we have a p-value bellow 0.01: There is a
significant correlation between hair color and eye color.
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Mining Categorical variables Example

Example: Interpretation

χ2 = 10.67 p-value< 0.01

T =

√
χ2

N
√

(c − 1)(r − 1)
=

√
10.67

95
√

2
= 0.28

V =

√
χ2

N ·min(c − 1, r − 1)
=

√
10.67

95 ·min(1, 2)
= 0.34

Interpretation

From the p-value, we deduce that the two variables show a significant
dependency.

On a rectangle contingency matrix Cramer’s V indicates around 34%
of correlation between the two variables (so does the Chuprov
coefficient with 28%).
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Mixed Variables
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Mixed Variables What are mixed variables ?

What about mixed variables ?

We have seen that for numerical variables we can use the covariance,
the correlation (Spearman or Pearson), and the determination
coefficient.

For categorial variables, we have the Chi square (or Fischer) test
coupled with a Cramer’s V or Chuprov coefficient.

What about mixed data ?

What are mixed data ?

Mixed data are datasets that contains both numerical and categorial
data (and sometimes other things).

Numerical bivariate analysis won’t work on them (because of the
categorial variables)

Neither should the chi square test (because of the continuous
variables)
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Mixed Variables What are mixed variables ?

Example of mixed variables

Weather forecast : Temperature, humidity, and weather (rainy, sunny,
overcast, etc.)

Medical data combining physiological variables as well as personnal
and clinical information : blood type, sex, oxygen level, risk group,
age, glycemia level, etc.

Mixed data are actually the norm ...

Pretty much anything can be mixed data as most data nowadays are
described by all sorts of variables, some of which are even neither
numerical nor categorical (but we will talk about them another time).
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Mixed Variables Dealing with mixed Data

From numerical to categorial data

Dealing with mixed data ?

Numerical bivariate analysis won’t work on them (because of the
categorial variables)

Neither should the chi square test (because of the continuous
variables)

So, how do we deal with them ?!

Discretizing the numerical variables

Numerical variables can be categorized by building artificial groups
between ranges of interest

The main difficulty is to find the right size/number of
groups/categories
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Mixed Variables Example

Example: Dataset

A-H I J L-Q R1a Other
175 41 13 7 26 0 40
176 64 14 5 17 0 60
177 64 15 0 21 1 61
178 64 13 11 23 8 58
179 69 7 10 22 7 70
180 53 15 5 25 11 54
181 61 0 6 17 3 60
182 62 20 3 18 8 63
183 52 17 2 13 11 50
184 38 21 2 11 9 39
185 53 20 3 10 18 52
186 47 11 0 6 12 46
187 38 17 2 11 0 39
188 33 0 0 0 3 3
189 0 7 0 10 9 20
190 0 7 1 0 7 10
193 28 0 1 5 0 0
195 20 8 0 4 5 13
196 7 9 0 4 0 11
197 6 0 1 0 1 0
200 0 3 0 0 0 4
202 3 0 0 2 0 1
203 0 0 0 0 1 1
207 0 1 0 0 1 0
212 0 1 0 0 0 0

Given this contingency table, is there a correlation between the Y haplogroup and the
average height ?
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Mixed Variables Example

Example: Groups of heights

A-H I J L-Q R1a Other

175-179 302 62 33 109 16 289
180-184 266 73 18 84 42 266
185-189 171 55 5 37 42 160
190-194 28 7 2 5 7 10
195-199 33 17 1 8 6 24
200+ 3 5 0 2 2 6
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Mixed Variables Example

Example: Summing

A-H I J L-Q R1a Other nj
175-179 302 62 33 109 16 289 811
180-184 266 73 18 84 42 266 749
185-189 171 55 5 37 42 160 470
190-194 28 7 2 5 7 10 59
195-199 33 17 1 8 6 24 89
200+ 3 5 0 2 2 6 18

ni 803 219 59 245 115 755 2196
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Mixed Variables Example

Example: Chi 2

ei,j A-H I J L-Q R1a Other

175-179 296.55 80.88 21.79 90.48 42.47 278.83
180-184 273.88 74.70 20.12 83.56 39.22 257.51
185-189 171.86 46.87 12.63 52.44 24.61 161.59
190-194 21.57 5.88 1.59 6.58 3.09 20.28
195-199 32.54 8.88 2.39 9.93 4.66 30.60
200+ 6.58 1.80 0.48 2.01 0.94 6.19

χ2 = 87.33, df = (6− 1)× (6− 1) = 25
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Mixed Variables Example

Example: Chi 2 interpretation

With χ2 = 87.83 and df = 25, we have a p-value bellow 0.01: There is a
significant link between the Y haplogroup and the height of an individual !

We also have T = V = 0.089, so the link appears to be weak.
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Mixed Variables Example

Example: residual analysis

To better explain this result, we can take a look at the normalised
residuals:

rij A-H I J L-Q R1a Other

175-179 0.32 -2.10 2.40 1.95 -4.06 0.61
180-184 -0.48 -0.20 -0.47 0.05 0.44 0.53
185-189 -0.07 1.19 -2.15 -2.13 3.50 -0.13
190-194 1.38 0.46 0.33 -0.62 2.22 -2.28
195-199 0.08 2.73 -0.90 -0.61 0.62 -1.19
200+ -1.40 2.39 -0.70 -0.01 1.09 -0.08

We see that a few of the observed values that are too high or too low
compared with the expected values.
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Mixed Variables Example

Example: Contribution to the chi 2

Let us take now a look at the contribution to the chi2:

cij A-H I J L-Q R1a Other

175-179 0.11 5.05 6.61 4.34 18.89 0.42
180-184 0.26 0.04 0.26 0.00 0.23 0.32
185-189 0.00 1.61 5.28 5.20 14.07 0.02
190-194 2.19 0.24 0.12 0.44 5.67 5.97
195-199 0.01 8.52 0.93 0.43 0.44 1.63
200+ 2.23 6.55 0.55 0.00 1.36 0.01

In addition to the previous informations, we clearly see that haplogroups I
and R1a have the most influence on the chi2, which means that these 2
groups have an influence on the size:

It explains why the chi2 is significant

But it also explain why the link remains weak since only 2
haplogroups are remarkable, which far from enough to predict the size
from the haplogroup, or the opposite.
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