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## Introduction

Bivariate data can be stored in a table with two columns:

|  | X | Y |
| :---: | :---: | :---: |
| Obs. 1 | 2 | 1 |
| Obs. 2 | 4 | 4 |
| Obs. 3 | 3 | 1 |
| Obs. 4 | 7 | 5 |
| Obs. 5 | 5 | 6 |
| Obs. 6 | 2 | 1 |
| Obs. 7 | 7 | 5 |
| Obs. 8 | 9 | 6 |
| Obs. 9 | 3 | 2 |
| Obs. 10 | 7 | 4 |

## Some examples

- Height $(X)$ and weight $(Y)$ are measured for each individual in a sample.
- Stock market valuation $(X)$ and quarterly corporate earnings $(Y)$ are recorded for each company in a sample.
- A cell culture is treated with varying concentrations of a drug, and the growth rate $(\mathrm{X})$ and drug concentration $(\mathrm{Y})$ are recorded for each trial.
- Temperature $(X)$ and precipitation $(Y)$ are measured on a given day at a set of weather stations.


## Remark

- To be clear about the difference between bivariate data and and two sample data: $n$ two sample data, the $X$ and $Y$ values are not paired, and there aren't necessarily the same number of $X$ and $Y$ values.


## Remark

- To be clear about the difference between bivariate data and and two sample data: $n$ two sample data, the $X$ and $Y$ values are not paired, and there aren't necessarily the same number of $X$ and $Y$ values.
Two-sample data:
Sample 1: 3,2,5,1,3,4,2,3
Sample 2: 4,4,3,6,5


## Objectives of bivariate data analysis

## Analyzing bivariate data

When the data are described by two random variables (e.g. X and Y ), we are interested in knowing the possible statistical link between these two variables.

- Does the value of X depends on the value of Y (and the other way around) ?
- What is the strength of the link between these two variables ?
- How precisely can I deduce one variable from the other?
- What is their correlation?
- What is the numerical relation between X and Y ?
- What is the function linking them ? (e.g. regression)


## Examples



Figure: Egg size depending on the size of the bird

- There is a clear link between the two variables
- It is probably possible to make a regression to estimate the approximate size of the egg depending on the size of the bird, or the opposite.


## Examples



Figure: Respective weights of men and women in a family (in pounds)

- There is no obvious link.
- No regression seem to be possible here.


## Interest

- The study of pairwise relationships between data is often very useful to the understanding of a phenomenon:
- Understanding the relationship between different aspects of a phenomenon.
- Discover redundancies in the description of a phenomenon.
- In this section we will study linear relationships between variables.
- They are simple to analyze.
- In most cases variables can be transformed to fall back in the linear case.


## Example of visual bivariate analysis

The most important graphical summary of bivariate data is the scatterplot. It is simply a plot of the points $\left(X_{i}, Y_{i}\right)$ in the plane. The following figures show scatterplots of June maximum temperatures against January maximum temperatures, and of January maximum temperatures against latitude. All temperatures are in degree Fahrenheit.



## Example of a visual bivariate analysis

A key feature to look for in a scatterplot is the association, or trend between X and Y .

- Higher January temperatures tend to be paired with higher June temperatures, so these two values have a positive association.
- Higher latitudes tend to be paired with lower January temperature decreases, so these values have a negative association.


## Example of a visual bivariate analysis

A key feature to look for in a scatterplot is the association, or trend between X and Y .

- Higher January temperatures tend to be paired with higher June temperatures, so these two values have a positive association.
- Higher latitudes tend to be paired with lower January temperature decreases, so these values have a negative association.
Remark: If higher X values are paired with low or with high Y values equally often, there is no association.


## Causality in bivariate analysis

It is important to remember that it is ill advised to draw causal implications from statements about associations, unless your data come from a randomized experiment.
Example:

- Just because January and June temperatures increase together does not mean that January temperature cause June temperature to increase (and vice versa).
The only certain way to sort out causality is to move beyond statistical analysis and talk about mechanisms: This often requires priori knowledge of the field related to the data, as well as reasoning.
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## Causality in bivariate analysis

In general, if $X$ and $Y$ have an association, then:

- $X$ could cause $Y$ to change
- $Y$ could cause $X$ to change
- An external variable $Z$ (perhaps unknown) could cause both $X$ and $Y$ to change.
Unless your data come from a randomized experiment, statistical analysis alone is not capable of answering questions about causality.
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Back to our example, for the association between January and June temperatures, we can try to propose some simple mechanisms:
(1) Warmer or cooler air masses in January persist in the atmosphere until June, causing similar effects on the June temperature.
(2) None, it is impossible for one event to cause another event that preceded it in time.
(3) If $Z$ is latitude, then latitude influences temperature for both months because it determines the amount of atmosphere that solar energy must traverse to reach a particular point on the Earth's surface.

## Causality in bivariate analysis

Back to our example, for the association between January and June temperatures, we can try to propose some simple mechanisms:
(1) Warmer or cooler air masses in January persist in the atmosphere until June, causing similar effects on the June temperature.
(2) None, it is impossible for one event to cause another event that preceded it in time.
(3) If $Z$ is latitude, then latitude influences temperature for both months because it determines the amount of atmosphere that solar energy must traverse to reach a particular point on the Earth's surface.
Case (iii) is the correct one. Yet, just looking at the scatterplot does not give the strength of the relation between latitude and temperature.
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## Covariance

The covariance between two random variables (or series of equal size) assesses the joint difference between their respective means values.

- The covariance is denoted $\operatorname{Cov}(\mathrm{X}, \mathrm{Y})$ or sometimes $\sigma_{\mathrm{X}, \mathrm{Y}}$.


## Regular Covariance

$$
\operatorname{Cov}(\mathrm{X}, \mathrm{Y})=\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\mu_{X}\right)\left(y_{i}-\mu_{Y}\right)
$$

## Covariance of a sample

$$
\operatorname{Cov}(\mathrm{X}, \mathrm{Y})=\frac{1}{N-1} \sum_{i=1}^{N}\left(x_{i}-m_{X}\right)\left(y_{i}-m_{Y}\right)
$$

## Covariance

Properties

$$
\begin{aligned}
\operatorname{Cov}(\mathrm{X}, \mathrm{Y}) & =\operatorname{Cov}(\mathrm{Y}, \mathrm{X}) \\
\operatorname{Cov}(\mathrm{X}, \mathrm{X}) & =\operatorname{VaR}(\mathrm{X})=\sigma_{X}^{2} \\
\operatorname{Cov}(a \times \mathrm{X}, b \times \mathrm{Y}) & =a \times b \times \operatorname{Cov}(\mathrm{X}, \mathrm{Y}) \\
\operatorname{Cov}(a+\mathrm{X}, b+\mathrm{Y}) & =\operatorname{Cov}(\mathrm{X}, \mathrm{Y})
\end{aligned}
$$

## Covariance

- When two variables are fully independent, their covariance is null. However, the opposite is not always true !
- If both greater and lower values from both variables tend to be similar, then the two variables are similar and the covariance is positive.
- When the two variables show opposite behavior, the covariance is negative.
- The covariance is very sensitive to the unit and scale of the observed variables !
- The covariance is often difficult to interpret.


## Covariance

- When two variables are fully independent, their covariance is null. However, the opposite is not always true !
- If both greater and lower values from both variables tend to be similar, then the two variables are similar and the covariance is positive.
- When the two variables show opposite behavior, the covariance is negative.
- The covariance is very sensitive to the unit and scale of the observed variables !
- The covariance is often difficult to interpret.

We need to find more accurate and easier to use criteria

## Correlation coefficient

The Pearson Product-moment correlation coefficient is a measure of the linear correlation between two random variables.

- The correlation coefficient takes values between -1 and +1 inclusive.
- +1 denotes a complete correlation.
- 0 denotes no correlation between the two variables.
- -1 means a total negative correlation.

Correlation coefficient between two random variables X and Y

$$
r=\operatorname{Cor}(\mathrm{X}, \mathrm{Y})=\frac{\operatorname{Cov}(\mathrm{X}, \mathrm{Y})}{s_{x} s_{y}}
$$

## Correlation coefficient: examples


(a) $r=1$

(b) $r=-1$

## Correlation coefficient: examples


(c) $r=0.77$

(d) $r \approx 0$

## Correlation coefficient: weaknesses

## Warning

- Correlation does not imply causality! Example: The number of sunburn as a function of the number of person.
- The interpretation of the correlation coefficient is sometimes counter-intuitive. Example: is $r=-0.6$ is strong correlation ?

Luckily there is a better coefficient: The coefficient of determination.

## Coefficient of determination

The coefficient of determination is the proportion of the variance of Y , which disappears if X is fixed (or the other way around).

- It is the square value of the correlation coefficient.
- $r^{2}$ is a proportion between 0 and 1 , and is very easy to interpret.


## Coefficient of determination between two random variables X and Y

$$
r^{2}=\left(\frac{\operatorname{Cov}(\mathrm{X}, \mathrm{Y})}{s_{x} s_{y}}\right)^{2}
$$

## Coefficient of determination: Interpretation

The coefficient of determination is independent of the units and scales chosen for X and Y .

- When $r^{2}$ is close to zero, the link between the two variables is very weak: we know precisely that both variables provide almost no information on the other.
- When $r^{2}$ is close to one, the relationship between the two variables is very strong: We know that X greatly reduces the variability of Y (and the other way around). Therefore we can predict one from the other with a very high probability.


## Coefficient of determination: Interpretation

## Example

Let X and Y be two random variables with a correlation coefficient $r=-0.6$.

- The correlation is negative.
- Is it strong ?
- $r^{2}=0.36$ : it means that $36 \%$ of Y information is contained in X.
- It is not bad, but it also means that $64 \%$ of Y information cannot be deduced from X .
- The deduction of Y from X is unreliable.


## Coefficient of determination: Interpretation

## Remarks

(1) The Pearson correlation gives us information on the existence of a linear relationship between the two considered variables. A correlation coefficient of zero does not mean the absence of any relationship between the two variables. There may be a non-linear relationship between them.
(2) Do not confuse correlation and causality: A strong correlation between two variables can reveal a causal relationship between them, but not necessarily.

## Coefficient of determination: Limits



In this example, we have $r=0$. Yet there is an obvious link between the two variables, a non-linear one.

## Coefficient of determination: Limits

A single outlying observation can have a substantial effect on the correlation coefficient. The following scatterplot shows a bivariate data set in which a single point produces a correlation of around -0.75 . The correlation would be around 0.01 if the point were removed.


Figure: A correlation of $\approx-0.75$ produced by a single outlier

## Confidence intervals for the correlation

## $C_{95}$ of $r$ and $r^{2}$

- If X (resp. Y ) is fixed, and the distribution of Y (resp. X ) follows a normal distribution (often difficult to assess):
- Then $Z=\frac{\ln (1+r)-\ln (1-r)}{2}$ follows a normal distribution
- With $s_{Z}=\sqrt{1 /(n-3)}$,
- Then $Z_{\text {inf }}=Z-1.96 s_{z}, Z_{\text {sup }}=Z+1.96 s_{z}$,
- And $I C_{95}(r)=\left[\frac{e^{2 Z_{\text {if }}}-1}{e^{Z_{\text {inf }}}+1}, \frac{e^{2 z_{\text {sup }}}-1}{e^{2 Z_{\text {sup }}}+1}\right]$
- Otherwise: The bootstrap method still works !
- For the coefficient of determination: $I C_{95}\left(r^{2}\right)=\left(I C_{95}(r)\right)^{2}$


## Confidence intervals for the correlation

## Interpretation

The interpretation of the confidence interval is the same that what we saw for the mean and standard deviation:

- If the range is too large, then we can't say whether the two variables are correlated or not.
- If the confidence interval of $r$ or $r^{2}$ is around 0 , then we can't say that there is a link between the two variables.

Once again, the existence of a correlation between two variables doesn't mean that there is a causality link, nor that this correlation is interesting at all.
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## Spearman's rank correlation coefficient

- As we have seen, the main limit of correlation related computation is that it works only with linear correlations.
- There is therefore a need to find another tool to detect strong links between non-linear variables.


## Spearman's rank correlation coefficient

- As we have seen, the main limit of correlation related computation is that it works only with linear correlations.
- There is therefore a need to find another tool to detect strong links between non-linear variables.
- The Spearman correlation coefficient can fit such role for some non-linear but monotonic relationships functions.
- It may not work well with non-monotonic relationship functions (e.g.: $y=x^{2}$ )



## Spearman's rank correlation

The Spearman correlation coefficient is defined as the Pearson correlation coefficient between the rank variables of a given sample:

$$
r_{s}=\rho_{r g_{X}, r g_{Y}}=\frac{\operatorname{Cov}\left(r g_{X}, r g_{Y}\right)}{\sigma_{r g_{X}} \sigma_{r g_{Y}}}
$$

with:

- $\rho$ the regular Pearson correlation coefficient
- $\operatorname{Cov}\left(r g_{X}, r g_{Y}\right)$ the covariance between the rank variables
- $\sigma_{r g X}$ the standard deviation of the rank variable for $X$


## Simplified Spearman's rank correlation

Only if all $n$ ranks are distinct integers, the Spearman's rank correlation can be computed using the following formula:

$$
r_{s}=1-\frac{6 \sum_{i=}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)}
$$

with:

- $d_{i}=r g\left(X_{i}\right)-r g\left(Y_{i}\right)$
- $n$ the sample size


## IQ and TV example ( $1 / 3$ )

| IQ | TV hours / week |
| :---: | :---: |
| 106 | 7 |
| 100 | 27 |
| 86 | 2 |
| 101 | 50 |
| 99 | 28 |
| 103 | 29 |
| 97 | 20 |
| 113 | 12 |
| 112 | 6 |
| 110 | 17 |

## IQ and TV example (2/3)

| IQ | TV hours | Rank IQ | Rank TV | $d_{i}$ | $d_{i}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 86 | 2 | 1 | 1 | 0 | 0 |
| 97 | 20 | 2 | 6 | -4 | 16 |
| 99 | 28 | 3 | 8 | -5 | 25 |
| 100 | 27 | 4 | 7 | -3 | 9 |
| 101 | 50 | 5 | 10 | -5 | 25 |
| 103 | 29 | 6 | 9 | -3 | 9 |
| 106 | 7 | 7 | 3 | 4 | 16 |
| 110 | 17 | 8 | 5 | 3 | 9 |
| 112 | 6 | 9 | 2 | 7 | 49 |
| 113 | 12 | 10 | 4 | 6 | 36 |

## IQ and TV example (3/3)

$$
r_{s}=1-\frac{6 \sum_{i=1}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)}=1-\frac{6 \times 194}{10\left(10^{2}-1\right)}=-\frac{29}{165} \approx-0.175
$$

- We see here that the Spearman correlation is close to zero, we can therefore conclude on a very weak link, althought the negative sign suggests that watching TV might have a negative effect on IQ.


## IQ and TV example (3/3)

$$
r_{s}=1-\frac{6 \sum_{i=1}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)}=1-\frac{6 \times 194}{10\left(10^{2}-1\right)}=-\frac{29}{165} \approx-0.175
$$

- We see here that the Spearman correlation is close to zero, we can therefore conclude on a very weak link, althought the negative sign suggests that watching TV might have a negative effect on IQ.


## Remarks

- In Theory Spearman correlation should always be prefered to Pearson correlation, althought it takes longer to compute (a sorting algorithm is needed)
- The Spearman correlation can be coupled with a hypothesis test of the same name to assess the significance of the found correlation.


## Kendall's $\tau$ coefficient

The Kendall's $\tau$ coefficient is another lesser known measure that can be used to assess non-linear correlations using rank variables:

$$
\tau=2 \frac{(\# \text { concordant ranks })-(\# \text { discordant ranks })}{n(n-1)}
$$

For our previous example, we have:

$$
\tau=2 \frac{1-9}{10(10-1)}=-\frac{16}{90} \approx-0.1777
$$

## Kendall's $\tau$ coefficient

The Kendall's $\tau$ coefficient is another lesser known measure that can be used to assess non-linear correlations using rank variables:

$$
\tau=2 \frac{(\# \text { concordant ranks })-(\# \text { discordant ranks })}{n(n-1)}
$$

For our previous example, we have:

$$
\tau=2 \frac{1-9}{10(10-1)}=-\frac{16}{90} \approx-0.1777
$$

## Remarks

- Caution should be taken to manually compute this coefficient when there are identical ranks.
- Kendall's T coefficient, while simpler to compute, is less discriminant than Spearman's correlation.
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## Mining multivariate data

When each data is described by multiple values (i.e. several random variables), the intuitive analysis and visualization of the data becomes difficult or impossible.

## Issues with multivariate datasets

- Some features may be redundant.
- The variables may be different in nature (numerical, categorical, binary, etc.)
- There may be missing values.


## Preparing the data: missing values

Missing values can be a problem because they make the data unreliable and prevent some calculations to be done. There are several ways to deal with them:

- Ignoring them when it is possible.
- Removing the data that have missing values.
- Trying to fill in the missing values.


## Preparing the data: missing values

## Ignoring missing values

Most univariate and bivariate statistics can still be done while ignoring missing values.

- Most data analysis softwares have a parameter to ignore missing values.
- Pairwise deletion in bivariate statistics can cause impossible mathematical situations where not all measures have the same $N$.


## Removing data with missing values

Removing any data with missing values is a solution of last resort.

- It is the most commonly used solution.
- If the data are not missing randomly, removing them can cause a significant bias.


## Preparing the data: missing values

- In statistics, imputation is the process of replacing missing data with substituted values.
- It is a complex field and we will only give some basic ideas.


## Single Imputation: Examples

- Finding the most similar complete data, and using its value to fill in the missing ones.
- Weakness: Artificially increases any correlation coefficients.
- Replacing the missing values with the mean of the considered variable.
- Weakness: Reduces dispersion criteria.
- Using regression techniques to guess the missing variable from the values of the others.
- Weakness: Artificially increases any correlation coefficients due to overfitting problems.


## Preparing the data: missing values

Single imputation can be biased and is sometimes replace with multiple imputation techniques when more reliability is needed.

## Multiple Imputation: Examples

- Using multiple stochastic regressions to cause the least changes on the position and dispersion criteria of the missing variables.
- Using a generative model and guessing the missing values a posteriori using maximum likelihood expectation.
- Training a supervised classifier to imput the missing values.


## Preparing the data: dimensionality reduction

It is sometimes possible to reduce the dimensionality of a multivariate data set: If only 2 or 3 variable remain, it is possible to visualize the data with minimal loss of information.

## Dimensionality reduction

If several variables are highly correlated, the information they contain is redundant:

- Keep only one of them.
- We keep the variable best correlated with eliminated variables, but less correlated with the remaining variables.

We will see in the next course, that Principal component analysis is one of the most effective method for dimensionality reduction.

## Preparing the data: Normalizing the data

- Most techniques that we have introduced for bivariate analysis can be applied to the the analysis of multiple variables by pairs of two.
- However, one issue with multivariate data sets is that the different variables have an even higher likelihood to come with very different scales and units.
Normalizing the data becomes a mandatory first step before the data can be analyzed using any technique (bivariate or multivariate).


## Normalizing the data: unit normalization

A first method to normalize numerical continuous variables is to scale them between 0 and 1 .

- Let us consider a data set $X$ containing $N$ data, each having $D$ variables.


## Min-Max normalization

$$
\tilde{X}=\left(\begin{array}{ccc}
\frac{x_{1,1}-\min \left(X_{1}\right)}{\max \left(X_{1}\right)-\min \left(X_{1}\right)} & \cdots & \frac{x_{1, D}-\min \left(X_{D}\right)}{\max \left(X_{D}\right)-\min \left(X_{D}\right)} \\
\vdots & \ddots & \vdots \\
\frac{x_{N, 1}-\min \left(X_{1}\right)}{\max \left(X_{1}\right)-\min \left(X_{1}\right)} & \cdots & \frac{x_{N, D}-\min \left(X_{D}\right)}{\max \left(X_{D}\right)-\min \left(X_{D}\right)}
\end{array}\right)
$$

Outliers may be an issue with this normalization.

## Normalizing the data: logarithmic normalization

- It reduces the effect of outliers.
- It is also useful when the attribute have non-linear correlations.


## logarithmic normalization

$$
Y=\left(\begin{array}{ccc}
\log _{a}\left(1+b \frac{x_{1,1}-\min \left(X_{1}\right)}{\max \left(X_{1}\right)-\min \left(X_{1}\right)}\right) & \cdots & \log _{a}\left(1+b \frac{x_{1, D}-\min \left(X_{D}\right)}{\max \left(X_{D}\right)-\min \left(X_{D}\right)}\right) \\
\vdots & \ddots & \vdots \\
\log _{a}\left(1+b \frac{x_{N, 1}-\min \left(X_{1}\right)}{\max \left(X_{1}\right)-\min \left(X_{1}\right)}\right) & \cdots & \log _{a}\left(1+b \frac{x_{N, D}-\min \left(X_{D}\right)}{\max \left(X_{D}\right)-\min \left(X_{D}\right)}\right)
\end{array}\right)
$$

- Different values $a$ and $b$ can be used depending on the intended effect.


## Normalizing the data: centered normalization

Centering the data around zero based on their mean is another possible normalization.

## Centered reduced variables

$$
\bar{M}=\left(\begin{array}{ccc}
x_{1,1}-\mu_{1} & \cdots & x_{1, D}-\mu_{D} \\
\vdots & \ddots & \vdots \\
x_{N, 1}-\mu_{1} & \cdots & x_{N, D}-\mu_{D}
\end{array}\right)
$$

## Standardizing the data: Centering and reducing

The dispersion of the data is a problem left unaddressed when only centering the data. Prior to several operations such as a Principal Component Analysis, centering the variables around their means and scaling them may be necessary.

## Centered Reduced variables: Standardization

$$
\tilde{M}=\left(\begin{array}{ccc}
\frac{x_{1,1}-\mu_{1}}{\sigma_{1}} & \cdots & \frac{x_{1, D}-\mu_{D}}{\sigma_{D}} \\
\vdots & \ddots & \vdots \\
\frac{x_{N, 1}-\mu_{1}}{\sigma_{1}} & \cdots & \frac{x_{N, D}-\mu_{D}}{\sigma_{D}}
\end{array}\right)
$$

This way, all variables have a mean of zero and a unit variance.

## Variance-Covariance Matrix

Once the data have been normalized (one way or another), regular univariate and bivariate statistics measures can be used to describe the relations between the different variables.

- The Variance-Covariance matrix denoted $C$ or $\Sigma$ is a common correlation measure for multivariate data.


## Variance-Covariance

$$
C=\left(\begin{array}{ccc}
\operatorname{VAR}\left(X_{1}\right) & \cdots & \operatorname{Cov}\left(X_{D}, X_{1}\right) \\
\vdots & \ddots & \vdots \\
\operatorname{Cov}\left(X_{1}, X_{D}\right) & \cdots & \operatorname{VAR}\left(X_{D}\right)
\end{array}\right)
$$

## Correlation Matrix

When the data are reduced, then the covariance is equal to the correlation and we obtain a correlation matrix:

## Correlation Matrix

$$
\tilde{C}=\left(\begin{array}{ccc}
1 & \cdots & \operatorname{Cor}\left(X_{D}, X_{1}\right) \\
\vdots & \ddots & \vdots \\
\operatorname{Cor}\left(X_{1}, X_{D}\right) & \cdots & 1
\end{array}\right)
$$

This matrix is easier to read than the regular variance-covariance matrix. However, the individual variance of each variable is lost.

## Interpretation

The variance-covariance matrix and the correlation matrix give a comprehensible overview of the relations between the data:

- As long as there are not too many variables, its small size $D \times D$ can be easily visualized.
- Visualizing the matrix makes it possible to easily find correlated variables.
This matrix is also used in many processing techniques: model based clustering, principal component analysis, etc.


## Processing Multivariate data

Since it is not possible to directly visualize and easily process multivariate data (at least not as easily as univariate or bivariate data), other possibilities are available:

- Dimension reduction techniques (Lecture 3): They reduce the number of variables to make the problem easier and sometimes reduce it to a bivariate problem.
- Clustering techniques (Lecture 4): It is an unsupervised technique that aims at finding groups of similar data on $D$-dimensional data sets.
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