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Abstract

This paper deals with the stabilization of a non isothermal tubular reactor in which convection, diffusion and chemical reaction
occur. The tubular reactor is modelled by a set of non-linear partial differential equations and the distributed jacket temperature
is used as control input. Two stabilizing control laws are derived using the thermodynamic availability function as a Lyapunov
function. It is shown how the closed loop performances, in terms of settling time and input control amplitude can be improved by
modifying the availability function. Simulation results show the effectiveness of the proposed state feedback controls.
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1. Introduction

In this paper we study the stabilization of a tubular chemi-
cal reactor described by a set of non-linear Partial Differential
Equations (PDEs). The proposed model is derived using mass
and enthalpy balance equations in the context of irreversible5

Thermodynamics. Such system can be actuated at the upstream
and the downstream of the tubular reactor and/or ideally along
the reactor by using the heat exchanged with the jacket that de-
limits radially the reactor. In this paper, the stabilization prob-
lem is formulated for a desired (possibly unstable open loop )10

stationary profile with the use of the distributed jacket temper-
ature as a control variable.

Stabilization of non-linear tubular reactors has drawn a par-
ticular attention over the last decade. In [29], the stability anal-
ysis of the open loop tubular reactor system is derived using15

a Lyapunov function issued from irreversible thermodynamic
considerations. The thermodynamic function that is used is the
so-called thermodynamic availability. Its positivity and convex-
ity are by definition directly related to the properties of the en-
tropy function issued from the second law of Thermodynamics20

[7]. A link with passivity is also proposed in [3, 30]. Never-
theless the study is proposed only for open loop stability analy-
sis and by considering linear constitutive laws only valid close
to the thermodynamic equilibrium. Recently, thermodynamics
based approach motivated by the availability function for the25

boundary control of tubular reactors are proposed in [18, 31].
The proposed approach is a generalization of the work pre-

sented in [16] where the authors treated the stabilization of
a continuous stirred tank reactor (finite dimensional system)
around an unstable steady state by the use of the jacket tem-30

perature as control input.

?This research was supported by Zhejiang Provincial Natural Science Foun-
dation of China under Grant No.LQ21F030008.

The approach presented in the paper is also the extension to
the previous work [34, 35]. In [34], a multi-variable approach
for the control of tubular reactor is considered. The inlet tem-
perature as well as the distributed jacket temperature were used35

as the control variables and no simulations were given. A stabi-
lizing distributed control based on thermodynamic availability
is proposed in [35] for stabilization around a stationary profile.

Here we consider the one dimensional model of a non isother-
mal tubular chemical reactor in which occur convection, disper-40

sion, conduction and chemical reaction phenomena. The model
is established in the framework of irreversible Thermodynamics
by using the so called local equilibrium assumption [9]. Using
the global availability function,i.e. the spatial integral of the lo-
cal availability as a Lyapunov candidate function, we design a45

state feedback control which stabilizes the reactor at the desired
stationary profile. Based on thermodynamic considerations, we
then propose a modified availability function, called reduced
availability, in order to improve the performances of the closed
loop system (time response and control input amplitudes).50

Depending on the operating conditions, the considered sys-
tem can have more than one steady state. In [19, 20], this pos-
sibility is numerically and analytically shown. Recently, the
existence of equilibrium profiles for non-isothermal tubular re-
actors has been mathematically investigated in [10, 14], one55

or three equilibria can be exhibited, depending on the parame-
ters of the system, especially on the dispersion constant. Local
exponential stability of equilibrium profiles is studied in [15],
on the basis of stability properties of the linearised model and
some relaxed Frechet differentiability conditions of the non-60

linear semi-group generated by the dynamics. From this set
of possible equilibria, the unstable steady state is usually of in-
dustrial interest as it corresponds to a high reaction efficiency
with admissible temperature. Thus, many studies have been
dedicated to the control of tubular reactors described by partial65
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differential equations models around the unstable steady state
profile [1, 6, 8, 13, 12, 22, 24, 28, 32].

The paper is organized as follows: in Section 2 we present
the model of the tubular reactor issued from the mass and en-
ergy balances and give some simulation of the open loop sys-70

tem. In Section 3 we recall the main properties of irreversible
Thermodynamics and define the availability function for finite
and infinite dimensional systems. In Section 4, we propose a
distributed stabilizing control law by the use of the availability
function. In Section 5, the reduced availability function is de-75

fined and used in Section 6 as Lyapunov function to stabilize
the system. We discuss the well-posedness for the non-linear
feedback controls in Section 7. We give in section 8 some sim-
ulation results. The paper ends with some conclusions and per-
spectives.80

2. The model of the reactor

We consider a tubular reactor in the longitudinal domain
(1D) based on [5]. We note by x ∈ [0, L] the spatial variable
representing the position inside the reactor, where L is the total
length of the reactor. We consider the following assumptions:85

A1. We assume symmetries in the radial direction inside the
reactor so only longitudinal axis is under consideration,
which means uniform radial velocity,uniform radial tem-
perature and concentration distribution.

A2. The total mass concentration ρ is constant.90

A3. The dispersion flow of species i is given by F i
dis = −Dρ ∂θi

∂x
where θi =

ρi
ρ

is the mass fraction of species i (for i =

A, B), ρi the mass concentration of species i and D the
dispersion constant.

A4. The conduction flow is chosen as Fcond = −λ ∂T
∂x where λ95

is the conduction coefficient considered constant, and T
is the temperature inside the reactor at x.

A5. We consider the chemical reaction νAA −→ νBB with νA,
νB the stoichiometric coefficients considered as positive
coefficient. The reaction rate r is first order with respect100

to the concentration of species A and the kinetic constant
is given by the Arrhenius law : r = k0exp(−E

R̄T )ρ θA
MA

[16]
where k0 is the reaction constant, E is the activation en-
ergy, R is the ideal gas constant andMi is the molar mass
of species i.105

A6. The distributed heat exchange q with the jacket is con-
sidered proportional to the difference of temperature q =

C(T − T j) according to Newton’s law of cooling where
T j is the jacket temperature and C is the heat transfer co-
efficient of the jacket.110

A7. The pressure P is constant.

A8. The reacting mixture is ideal and incompressible.

A9. The partial mass enthalpy of species is given by: hi =

cpi (T − Tre f ) + hire f for i = A, B. The specific heat ca-
pacities cpA and cpB are constant. Tre f and hire f are the115

references for the temperature and the enthalpy respec-
tively.

A10. We suppose that for a desired steady state temperature
profile Td(x) inside the reactor there exists a unique steady
state concentration profile.120

Remark 1. This assumption does not mean that the re-
actor does not admit multiple steady states (stable or un-
stable) for a given set of input (see [10] for a discussion
about multiple steady state). It is used in the finite dimen-
sional case in [4].125

The model of the tubular reactor is given as follows [5]:

∂z
∂t

= −
∂

∂x
(

F︷      ︸︸      ︷
Fconv + Fd) + Re + gq (1)

where zT =
(

h ρA ρB

)
is the vector of state vari-

able with h the enthalpy densities (per unit volume), ρA, ρB

the density of species A and species B respectively. FT
conv =

vzT is the vector of convective flows, with v the average fluid130

velocity. FT
d =

(
Fh

dis + Fcond FA
dis FB

dis

)
is the vector of

dispersion and conduction flows with Fh
dis = hAFA

dis + hBFB
dis,

RT
e =

(
0 −νAr νBr

)
is the vector of reaction rates and

gT =
(

1 0 0
)
.

135

Based on the assumption that there is no dispersion outside
the reactor and that we impose the input flow of reactant A, the
boundary conditions are the following at the inlet of the reactor:

Fh
conv|in = Fh|0 = (Fh

conv + Fh
d)|0 (2)

FA
conv|in = FA|0 = (FA

conv + FA
dis)|0 (3)

0 = FB
conv|in = FB|0 = (FB

conv + FB
dis)|0 (4)

and at the outlet of the reactor(expressed using the mass frac-
tions):140

FA
dis|L = 0 =⇒

∂θA

∂x
|L = 0 (5)

FB
dis|L = 0 =⇒

∂θB

∂x
|L = 0 (6)

Fcond |L = 0 =⇒
∂T
∂x
|L = 0 (7)

Finally we consider the following initial conditions:

θA(0, x) = θAinitial (8)
θB(0, x) = 1 − θAinitial (9)
h(0, x) = hinitial (10)

2.1. Open loop simulations
This sub-section illustrates the open loop behaviour of the

system through simulations with the use of a centred finite dif-
ferences scheme for the discretization.Table 1 gives the numer-145

ical values of the parameters used for this simulation. We con-
sider as initial conditions the steady state profile obtained for
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T j = 350K with T (t, 0) = 330K , θA(t, 0) = 1. We note this ini-
tial steady state zT

initial =
(

hinitial ρθAinitial ρθBinitial

)
with

hinitial corresponding to an initial temperature profile Tinitial. We150

simulate a uniform step change of the jacket temperature from
T j = 350K to T j = 370K while keeping the same boundary
conditions

Symb. Numerical value Symb. Numerical value
cpA 150.48 J/(K · g) cpB 120 J/(K · g)
C 1.25 · 105 W/(m · K) D 4.5 · 10−5 m2/s
E 72.335 KJ/mol hAre f 0 J/g
hBre f −9150 J/g k0 0.12 1010 1/s
L 1 m MA 0.5 g/mol
MB 0.5 g/mol R 8.314 J/(K · mol)
sAre f 210.4 J/(K · g) sBre f 180.2 J/(K · g)
Tre f 300 K v 0.0005 m3/mol
λ 1.25 · 108 J/(K · m · s) ρ 1 · 106 g/m

Table 1: Numerical values of parameters.

In Figure 1 is given the time response of the error between
reactor temperature T and its initial profile Tinitial and in Fig-155

ure 2 the error between mass fraction θB and its initial profile
θBinitial. The settling time for the open loop system is about
200s.

Figure 1: Time response of temperature deflection to a step change on T j

Figure 2: Time response of the composition deflection to s a step change on T j

In Figure 3 we give the proposed steady state profile for the
temperature and mass fraction θB which will be taken as the160

target profile for the stabilizing control law.
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Figure 3: Temperature and B mass fraction (θB) Steady state profile (Open
Loop)

3. Availability function for infinite dimensional thermody-
namic systems

3.1. Gibbs Equation for infinite dimensional thermodynamic
systems165

In equilibrium Thermodynamics, the fundamental thermo-
dynamic equation, the Gibbs equation states that the change in
internal energy U of a system can always be written as the prod-

uct of intensive variables IT =

(
T −P µi

)
with the differ-

ential of extensive variables ET =

(
S V Mi

)
(see [7, 9]):

dU = IT dE (11)

where P is the pressure, T is the temperature and µi is the chem-
ical potential of the species i, S is the entropy of the system, V
the volume of the matter and Mi the mass of the species i. The
internal energy U is also an extensive quantity which is an ho-
mogeneous function of degree one with respect to elements of170

E. From this property, we have also U = IT E and I = ∂U
∂E . We

can rewrite the Gibbs equation in entropic vision as follows(the
precedent Gibbs equation (11) can be qualified as energetic ver-
sion):

dS = WT dZ (12)

with WT =

(
1
T

P
T −

µi
T

)
and ZT =

(
U V Mi

)
. We can175

write the definition of intensive variables in the entropic vision
as W = ∂S

∂Z
In the case of infinite dimensional thermodynamic systems

the Gibbs equation (11) can be restated by using quantities per
unit of mass. Using the fact that the total mass concentration is
constant we use quantities per unit of volume (concentrations)
to write the Gibbs equation. With the assumption of constant
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pressure we can use the volume density of enthalpy h(x, t) in-
stead of the internal volume density of internal energy u(x, t).

H = h(x, t)V = U + pV = (u + p)V (13)

With h(x, t) = u(x, t) + P, the corresponding Gibbs equation is
given by (see [7, 9]):

ds(x, t) =
1
T

dh(x, t) −
n∑
1

µi

T
dρi(x, t)

= wT (x, t)dz(x, t) (14)

where s(x, t) is the volume density of entropy and ρi(x, t) rep-
resents the volume density of species i, zT = (h , ρi) and wT =

(wh, wi) = ( 1
T , −

µi
T ). From (14) and the relation s = wT z we

derive the Gibbs-Duhem relation [29] :

dwT z = 0 (15)

We gives the entropy balance from (14) :

∂s
∂t

= −
∂

∂x
(F s

conv + F s
dis + F s

cond) −
q
T j

+ σs (16)

where F s
dis =

∑
i=A,B F i

dissi is the entropy diffusion flow induced180

by the diffusion of species, si is the partial entropy of species i
and F s

cond = 1
T Fcond is the entropy flow due to the heat conduc-

tion. The irreversible entropy production is deduced from (14)
and (16). The detail of calculation is given in Appendix A :

σs =

σext︷       ︸︸       ︷
q
( 1
T
−

1
T j

)
+

σr︷               ︸︸               ︷∑
Miνir

(
−
µi

T

)

+

σmat
d︷                ︸︸                ︷∑

F i
dis

∂

∂x

(
−
µi

T

)
+

σtherm
d︷     ︸︸     ︷

Fh
d
∂

∂x

( 1
T

)
(17)

The irreversible entropy production (17) is assumed to be185

positive in the context of irreversible thermodynamics [7] with
local equilibrium assumption.

The first term (σext) in (17) (σext) is due to the exchange
with the jacket of the reactor. The positivity of this term can be
easily verified by calculation σext =

C(T−T j)2

TT j
190

The third and the fourth terms (σmat
d and σtherm

d ) are due
to diffusion in the material domain and heat conduction in the
thermal domain respectively. With Fourier law for heat con-
duction, σtherm

d is shown to be quadratic and then positive [11].
Material dispersion σmat

d is quadratic and positive if the consti-195

tutive dispersion is expressed as −D ∂µi
∂x (see also [11]). In this

paper we choose mass fraction for representing the dispersion
phenomena.

For the second term (σr) due to the chemical reaction, the
reaction rate is non-linear with respect to the driving force.200

Since an academic example is treated, we choose thermody-
namic parameters such that irreversible entropy production for

reaction and dispersion remain positive in order to be consistent
with thermodynamics.

The positivity of the fourth terms of irreversible entropy205

production is illustrated by simulation in Appendix A

3.2. Distributed Thermodynamic availability function

It has been shown in [29] that the thermodynamic availabil-
ity function, in the case of finite dimensional system is defined
as :210

A(Z) = −
(
W(Z) −Wd

)T
Z = (Wd)T Z − S (Z) (18)

with Z the vector of state variables, W(Z) the intensive vari-
ables and S (Z) the entropy of the system. This function is
defined with respect to some reference state Zd and the corre-
sponding intensive variable Wd = W(Zd). This reference state
may be a stationary point or a desired stationary point in the215

case of a closed loop control. The availability function A(Z) is
a positive and convex function [29] due to the second law of
Thermodynamics. As consequence this function can be used as
a Lyapunov function candidate for stability analysis of the open
loop system [29] or for closed loop control synthesis [16, 17].220

In the case of distributed parameter systems a particular care
has to be taken to define adequately the local availability func-
tion and its link with the Lyapunov function candidate usable
for control purpose. Indeed the Gibbs equation (14) and con-
vexity properties can only be used in the case of local thermody-
namic equilibrium assumption. The local availability function
can be defined as follows:

a(z(x, t)) = −(w(z(x, t)) − wd(x))T z(x, t) (19)

where wd(x) = w(zd(x)) refers to the desired time invariant
intensive variables and zd(x) refers to the desired steady state.
In the context of local thermodynamic equilibrium, the local
availability a(z(x, t)) is a positive and convex function.

It is straightforward that a(z) = 0 if and only if w(z) = wd225

but this, in general, corresponds to a singular line in the state
space defines by z = γzd where γ is a positive homogeneity
coefficient. In [21] the authors gives a theorem on the unique-
ness of state variables z for a given intensive variables which
is conditioned by fixing an inventory variable (in the case of230

homogeneous systems (one phase process)). In our case, the
fixed inventory corresponds to the total mass inside the reac-
tor induced by a constant total mass density ρ on a fixed total
volume. Then we can write:

a(z(x, t)) = 0 ⇔ w = wd

⇔ z = zd (20)

Under this assumption the local availability function becomes a
strict convex and positive function:{

a(z(x, t) > 0 ,∀z , zd

a(z(x, t) = 0 , z = zd
(21)
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Thanks to equation (14) and (15), the time derivative of a(z)
along the system trajectories is given by:

∂a
∂t

= −(w − wd)T ∂z
∂t

(22)

Let us define w̃ = w−wd and consider the global availability
function

A(z) =

∫ L

0
adx = −

∫ L

0
w̃(x, t)T z(x, t)dx (23)

The global function A(z) is a positive function[29]. From (22)235

and (1) the time derivative of A has the following expression:

dA(z)
dt

=

∫ L

0

∂a
∂t

dx

=

∫ L

0
−w̃T ∂z

∂t
dx

=

∫ L

0
w̃T

(
∂F
∂x
− Re

)
dx −

∫ L

0
w̃T gqdx

=

∫ L

0
w̃T

(
∂F
∂x
− Re

)
dx −

∫ L

0
w̃hqdx (24)

where we used for the last computation w̃T g = w̃h.

4. Non linear control using A as Lyapunov function candi-
date

The objective of the control law is to stabilize the system240

around a desired stationary profile. We consider the jacket tem-
perature T j(t, x) as distributed control input. For the control de-
sign we use the availability function A(z(t, x)) defined by (23)
as Lyapunov function candidate. We do not prove existence of
solution nor pre-compactness of trajectories. At first we look245

for the expression of the jacket heat flow q(t, x) to shape the
derivative of the availability function (24) such that it fulfils the
Lyapunov stability conditions for the closed loop system. With
the use of the constitutive expression of the heat flow q(t, x) we
deduce the expression of the jacket temperature T j(t, x). Here-250

after, we propose two control laws for the stabilization of the
reactor.

Proposition 2. The dynamic system (1) closed with the dis-
tributed non-linear state feedback:

T j1(z) = −

(
w̃T ∂F

∂x − w̃T Re + z̃T K(z)z̃
)

Cw̃h
+ T (25)

with K(z) a positive definite matrix and w̃h =
(

1
T −

1
Td

)
is glob-

ally asymptotically stable at zd.

Proof. Using the expression of the state feedback (25) in the
constitutive equation of the heat flow we obtain:

q := C(T − T j1) =

(
w̃T ∂F

∂x − w̃T Re + z̃T K(z)z̃
)

w̃h
(26)

Using this expression of q in (24) leads to:255

dA(z)
dt

= −

∫ L

0
z̃T Kz̃dx⇒


dA(z)

dt < 0 ,∀z , zd

dA(z)
dt = 0 , z = zd

(27)

Thus A(z) is a Lyapunov function candidate for the closed loop
system. Using the uniqueness property (20) and the positivity
of A(z) we can write:

lim
t→∞

A(z) = 0 ⇔ lim
t→∞

a(z) = 0 ∀x ∈ [0, L]

⇔ lim
t→∞

z = zd ∀x ∈ [0, L] (28)

We conclude that the closed loop system using the non linear
state feedback (25) is globally asymptotically stable.260

We give hereafter another non linear state feedback control
that shapes the derivative of A(z) along the closed loop system
trajectories in a different way.

Proposition 3. The dynamic system (1) in closed loop with the
non-linear state feedback:

T j2 = −

(
w̃T ∂F

∂x − w̃T Re + K(z)a
)

Cw̃h
+ T (29)

with K(z) a positive definite real valued function is globally
asymptotically stable at zd.265

Proof. Using the expression of the state feedback (29) in the
constitutive equation of the heat flow we obtain:

q := C(T − T j2) =

(
w̃T ∂F

∂x − w̃T Re + K(z)a
)

w̃h
(30)

Using this expression of q in (24) we obtain:

dA(z)
dt

= −

∫ L

0
K(z)a(z)dx (31)

By the positivity of K and the property (21) of the local avail-
ability a(z) we can write:

dA(z)
dt

= −

∫ L

0
K(z)a(z)dx⇒


dA(z)

dt < 0 ,∀z , zd

dA(z)
dt = 0 , z = zd

(32)

Thus A(z) is a Lyapunov function candidate for the closed loop
system. Using the uniqueness property (20) and the positivity
of A(z) we can write:270

lim
t→∞

A(z) = 0 ⇔ lim
t→∞

a(z) = 0 ∀x ∈ [0, L]

⇔ lim
t→∞

z = zd ∀x ∈ [0, L] (33)

We conclude that the closed loop system obtained by using the
non linear state feedback (29) is globally asymptotically stable.
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5. Reduced availability function Ar

In [16] in which lumped systems are considered, the authors275

propose to separate the availability function into two parts, de-
noted Ar and AM . Ar corresponds to the thermal part of the
original availability function A and AM corresponds to its mate-
rial counter part. They are mainly derived from the partition of
the chemical potentials µi in ideal mixtures. This partition is as280

follows:

wi =
µi

T

=
1
T

(
cpi (T − Tre f ) − cpi T ln(

T
Tre f

) + hire f

)
+ sire f︸                                                         ︷︷                                                         ︸

wir

+ R ln
(
ρi

ρ

)
︸    ︷︷    ︸

wiM

, i = A, B (34)

The thermal and material parts of the local availability func-
tion a(z(x, t)) can be written as follows:{

ar = w̃rz = −w̃hh −
∑

i w̃irρi

aM = −
∑

i w̃iMρi
(35)

Where

w̃r =

 w̃h

w̃Ar

w̃Br

 =


1
T −

1
Td

( 1
T −

1
Td

)(cpA Tre f − hAre f ) + cpA ln( T
Td

)
( 1

T −
1

Td
)(cpB Tre f − hBre f ) + cpB ln( T

Td
)


(36)

and

w̃iM = R ln
(
ρi

ρid

)
(37)

As a consequence a = ar + aM . In the sequel we refer to ar

as the reduced local availability function. The global reduced
and material availability functions, Ar and AM respectively, can
be defined as follows :285

 Ar =
∫ L

0 ardx = −
∫ L

0

(
w̃hh +

∑
i w̃irρi

)
dx

AM =
∫ L

0 aMdx = −
∫ L

0

(∑
i w̃iMρi

)
dx

(38)

Using Equation (36) and the fact that h =
∑

i hiρi where hi =

cpA (T − Tre f ) + hire f we can write ar in the following form:

ar = −

(
1 −

T
Td

+ ln
(

T
Td

))
Cp (39)

With Cp = cpAρA + cpBρB the total heat capacity.

Proposition 4. From Assumptions A2 and A10, the reduced
availability function is a positive and strictly convex function.290

Proof. Except for the trivial and excluded case where ρA =

ρB = 0, from thermodynamic considerations, heat capacities

are strictly positive so total heat capacity Cp is positive[7]. It is
shown in [16] that :(

1 −
T
Td

+ ln
(

T
Td

))
< 0 ∀T,Td > 0 (40)

As a consequence, function ar(z) is also a positive function. By
a formal computation of the eigenvalues for the hessian of ar(z)
we obtain two zero eigenvalues and only one positive one given
by:

λ =
C2

p + (hcpA + ρBγ)2 + (hcpB + ρAγ)2

Cp(ρAβA + ρBβB − h)2 > 0 (41)

where βA = (hAre f − cpA Tre f ), βB = (hBre f − cpB Tre f ) and γ =295

βAcpB − βBcpA . Hence ar is convex but not strictly convex. This
lack of strict convexity can be shown otherwise by the existence
of a set in the state space where the temperature is constant and
equal to Td . Using the expression of the enthalpy h:

h = ρAhA + ρBhB (42)
= ρA(cpA (T − Tre f ) + hire f ) + ρB(cpB (T − Tre f ) + hire f )
= T (cpAρA + cpBρB) + (ρA(hAre f − cpA Tre f )
−ρB(hBre f − cpB Tre f ))

we can rewrite the temperature T as a function of the state vari-
ables :

T =
h − ρA(hAre f − cpA Tre f ) − ρB(hBre f − cpB Tre f )

cpAρA + cpBρB
(43)

One can deduce from the expression (39) of the reduced300

availability function that ar = 0 if and only if T = Td. Using
the expression (43) we derive the set of the state space where
ar = 0:

ar(z) = 0 ⇔ T = Td

⇔ h + α1ρA + α2ρB = 0 (44)

where α1 = cpA (Tre f −Td)−hAre f = −hA(Td) and α2 = cpB (Tre f −

Td) − hBre f = −hB(Td). By Assumption A10 this set reduced to305

the desired steady state zd and at the same time the reduced
availability function a(z(x, t)) becomes strictly convex. Thus
the global reduced availability function (38) is also a positive
function of z that vanishes when T = Td which is equivalent
(by Assumption A10) to z = zd.310

The time derivative of the reduced global availability func-
tion Ar along the system trajectory (1) is given by:

dAr(z)
dt

=

∫ L

0

∂ar

∂t
dx

=

∫ L

0
w̃r

T
(
∂F
∂x
− Re

)
dx −

∫ L

0
w̃hqdx (45)
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6. Non linear control using Ar as Lyapunov function candi-
date

We decline hereafter the nonlinear control feedbacks given315

in Proposition 2 and 3 with the use of Ar instead of A as a new
Lyapunov function candidate.

Proposition 5. The dynamic system (1) in closed loop with the
following nonlinear state feedback:

T j3 = −

[
w̃r

T ∂F
∂x − w̃r

T Re + z̃T K(z)z̃
]

Cw̃h
+ T (x) (46)

where K(z) a positive definite matrix valued function and w̃h =

( 1
T −

1
Td

) is globally asymptotically stable and converges to the
desired state zd.320

Proof. As for Proposition 2 the time derivative of Ar along the
closed loop system trajectories using the non-linear state feed-
back (46) is given by :

dAr(z)
dt

= −

∫ L

0
z̃T K(z)z̃dx (47)

Then we can write:{ dAr(z)
dt < 0 for z , zd

dAr(z)
dt = 0 for z = zd

⇒ lim
t→+∞

Ar(z) = 0

⇔ lim
t→+∞

ar(z) = 0 ∀x ∈ [0, L]

⇔ lim
t→+∞

z = zd (48)

Where we used the last Assumption A10 for T = Td. We325

conclude that Ar is a Lyapunov function candidate for the closed
loop system and that the closed loop system is globally asymp-
totically stable in zd.

Proposition 6. The dynamic system (1) in closed loop with the
following non-linear state feedback:

T j4 = −

[
w̃r

T ∂F
∂x − w̃r

T Re + K(z)ar

]
Cw̃h

+ T (x) (49)

With K(z) a positive function of z, is globally asymptotically
stable in zd.330

Proof. The proof follows the same steps as the one of Proposi-
tion 5.

7. Well-posedness for non-linear feedback controls

The four non linear feedbacks that have been proposed con-335

tain a division by w̃h =
( 1

T −
1

Td

)
. In order to validate the control

law we have to check if this term does not blow up when T
converges to Td. So we have to make sure that the non-linear
expression of the jacket temperature (input control) is bounded.

Proposition 7. The control law T j1 defined by Proposition 2340

which renders the system globally asymptotically stable in zd is
bounded.

Proof. We recall the asymptotic expression of the jacket tem-
perature T j1

T j1(z) = −

[
w̃T ∂F

∂x − w̃T Re + z̃T K(z)z̃
]

Cw̃h
+ T

= T +

φ1(z)︷︸︸︷
z̃T Kz̃
Cw̃h

+

φ2(z)︷            ︸︸            ︷
w̃T

r (∂xF − Re)
Cw̃h

+

φ3(z)︷            ︸︸            ︷
w̃T

M(∂xF − Re)
Cw̃h

where φ2(z) and φ3(z) are issued from the thermal and ma-345

terial split of the intensive variables, respectively.
By using a Taylor series development of the term ln T

Td
around

T = Td (36), we obtain the asymptotic equation for the thermal
part of intensive variables when T → Td:

w̃r = w̃h

 1
−hA

−hB

 (50)

where hA and hB are linear functions of T given in Assump-350

tion A9. The asymptotic expression of the jacket temperature
T j1 becomes:

T j1 = ( −1 hA hB )(∂xF − Re) + T + φ1(z) + φ3(z) (51)

Firstly, we study the boundedness of the state variables z,
reaction rate Re, and transport vector ∂xF near the equilibrium
profile.355

Near the equilibrium profile, (hi(T ))T→Td
= hi(Td). By def-

inition the mass fraction of species i θi ∈ [0, 1] and ρi = ρθi

is bounded, so (h)T→Td = (ρ
∑
θihi)T→Td is bounded. Thus the

state variable z =
(

h ρA ρB

)T
is bounded.

By the boundedness of θA, the reaction rate r = k0exp(−E
R̄T )ρ θA

MA
360

is also bounded near the equilibrium profile so that the reaction
matrix Re is bounded.

Fconv = vz is bounded by the boundedness of z. It is clear
that Fcond = −λ ∂T

∂x is bounded near the equilibrium profile.
F i

dis = −Dρ ∂θi
∂x is bounded near the equilibrium profile by the365

boundedness of θi, and then Fh
dis =

∑
hiF i

dis is bounded. As the
result, the vector of total flow F = Fconv + Fd is bounded and
it’s evident that its derivative of space ∂xF is bounded.

From equation (51) and the boundedness of the state vari-
ables z, reaction Re and the transport vector ∂xF we can con-370

clude that the thermal part of control law

 −1
hA

hB


T

(∂xF−Re)+T

is bounded when T → Td.

Let’s study the boundedness of the material part φ3(z) and
control part φ1(z) of control equation (51). The idea is to elimi-375

nate the division term in denominator by expressing the vector
of state variables z and vector of the materiel part of intensive
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variables ωM by the same variable ρA near the equilibrium pro-
file.

As mentioned in section 5, ar is null on the subspace of the
state space defined by:

T = Td ⇔ h + α1ρA + α2ρB = 0 (52)

With the condition (52) around T = Td and ρ = ρA +ρB, we can380

write near the equilibrium profile that :

ρA =
h + α2ρ

α2 − α1
=> ρ̃A =

h̃
α2 − α1

(53)

We can check that α2 = α1 if and only if Td = Tre f +
hAre f −hBre f

cpA−cpB
. Hence, this particular steady state Td is excluded in

order to avoid a singular value for ρA.
Using Taylor series development of the term ln ρi

ρid
around385

equilibrium profile, the materiel part becomes :

w̃M =


0

ln ρA
ρAd

ln ρB
ρBd

 =


0

ρA−ρAd
ρAd

ρB−ρBd
ρBd

 =


0
ρ̃A
ρAd

−
ρ̃A
ρBd

 =
h̃

α2 − α1


0
1
ρAd

− 1
ρBd


(54)

The vector of extensive variables around the equilibrium is
equal to

z̃ =

 h̃
ρ̃A

ρ̃B

 =

 h̃
ρ̃A

−ρ̃A

 = h̃


1
1

α2−α1

− 1
α2−α1

 (55)

According to (54) and (55), φ3(z) and φ1(z) can be written
as :

φ3(z) = −
h̃

w̃h

1
C(α2 − α1)


0
1
ρAd

− 1
ρBd


T

(∂xF − Re)

φ1(z) =
h̃

w̃h


1
1

α2−α1

− 1
α2−α1


T

Kz̃
C

Let us study the term h̃
w̃h

in order to eliminate the division
part in the denominator.390

The enthalpy h can be linearised near the desired profile
with respect to the intensive variables 1

T ,− µA
T and − µB

T , see the
details in [33] or in Appendix B :

h̃ = θ1

(
1̃
T

)
+ θ2

( ˜
−
µA

T

)
+ θ3

( ˜
−
µB

T

)
(56)

with θ1 = −(ρCpd T 2
d +

h2
Ad
ρAd

R +
h2

Bd
ρBd

R ) θ2 = −
hAd ρAd

R θ3 = −
hBd ρBd

R
and Cpd = Cpd

ρAd
ρ

+ CpB

ρBd
ρ

, R is the ideal gas constant.395

h̃
w̃h

=
θ1

1̃
T + θ2( ˜− µA

T ) + θ3( ˜− µB
T )

1̃
T

(57)

According to the extension of Gibbs–Helmholtz equation
(see detail in Appendix C), when the system is near the equi-
librium,

lim
T→Td

 ˜− µA
T

1̃
T

 =

∂(− µA
T )

∂( 1
T )


T→Td

= hA(Td)

lim
T→Td

 ˜− µB
T

1̃
T

 =

∂(− µB
T )

∂( 1
T )


T→Td

= hB(Td) (58)

then (
h̃

w̃h

)
T→Td

= θ1 + θ2hA(Td) + θ3hB(Td) = β (59)

The denominator w̃h is eliminated by calculation and then
the term h̃

w̃h
converges to the constant β.400

lim
T→Td

T j1 =

 −1
hA

hB


T

(∂xF − Re)|T=Td ,z=zd + Td

−
β

(α2 − α1)C


0
1
ρAd

− 1
ρBd


T

(∂xF − Re)|T=Td ,z=zd

+


1
1

α2−α1

− 1
α2−α1


T

βKz̃
C

< +∞

According to the boundedness of K, z, reaction R and trans-
port vector ∂xF, we can conclude that T j1 is bounded when
T → Td.

Proposition 8. The control variable T j2 defined by proposi-405

tion3 which renders the system globally asymptotically stable
in zd is bounded.

Proof. By Taylor series development of the term ln T
Td

around
T = Td in the expression (36) of the reduced intensive variables,
we obtain the asymptotic equation for the intensive variables410

when T → Td:

w̃r = w̃h

 1
−hA

−hB

 (60)

where hA and hB are linear functions of T given in assumption
A9. Thus the asymptotic expression of the jacket temperature
is given by:

T j2 =

 −1
hA

hB


T

(∂xF − Re − Kz) + T

+
w̃T

M(∂xF − R)
Cw̃h

(61)
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by boundedness of the state variables z, reaction R and trans-415

port vector ∂xF we can conclude that

 −1
hA

hB


T

(∂xF−Re−Kz)+

T is bounded when T → Td.
As demonstrated in proposition7, w̃T

M (∂xF−Re)
Cw̃h

is bounded when
T → Td. As a result, we can conclude that T j2 is bounded when
T → Td.420

Proposition 9. The control variable T j3 defined by proposi-
tion5 which renders the system globally asymptotically stable
at zd is bounded.

Proposition 10. The control variable T j4 defined by proposi-425

tion6 which renders the system globally asymptotically stable
at zd is bounded.

For the demonstration for the two control laws proposed in
Proposition 9 and 10 using Ar as Lyapunov function candidate,
the expressions contain only the thermal part, which has been430

proven to be bounded and well defined in proposition 7 and 8

8. Simulation results

In this section, we illustrate through simulations for the per-
formances of the closed loop system with the designed non-
linear state feedback controls.435

The control objective here is to stabilize the system at a spe-
cific steady state corresponding to the following operative con-
ditions: 

T j = 370K
Tin = 330K
θAin = 1

(62)

This desired steady state is the one presented in Figure 3. The
initial state of the system corresponds to T j = 350K and the
same boundary conditions as the ones given in (62) are used.

The feedback gain K for proposition 1 and 3 is chosen as
follows:

K =

 δ 0 0
0 δ

100 0
0 0 δ

100

 (63)

With δ a positive constant. For each designed state feed-
back control T j1 to T j4, we illustrate the performance using the440

closed loop response of the temperature T and mass fraction θB

(equivalently θA) in term of stabilization error. We plot the time
evolution for the jacket temperature T j (control input) as well
as for T j1 and T j3, the time evolution of the local and the global
(reduced) availability functions . Finally we compare the global445

availability function with the reduced availability function for
the case of T j3.

8.1. Case 1: simulation results with T j1

First we present the simulations results using the command
T j1 given in Proposition 2 with δ = 6000. The temporal and450

spatial evolutions of the error between the closed loop temper-
ature T of the reactor and its equilibrium profile Td as well as

the closed loop mass fraction θB are presented in Figure 4 and
5. We observe that these errors converge globally and asymp-
totically to zero, which involves the global and asymptotic con-455

vergence of state variables z to the desired equilibrium profile
zd .

Figure 4: case 1-Time response of temperature error for the closed loop
system

Figure 5: case 1-Time response of mass fraction error for the closed
loop system

We can notice that the closed loop system converges faster
than the open loop system to the desired equilibrium profile zd

(approximatively 2 hours faster). The amplitude of the tem-460

perature of the jacket is excessively high during the transient
regime. Figure 7 shows the time and spatial evolution of the
local availability function. It converges globally and asymptot-
ically to zero along the tubular reactor. Figure 8 shows that the
global availability function converges asymptotically to zero.465

8.2. Case 2: simulation results with T j2

We present now the simulation results of the closed loop
system with the feed-back T j2 given in proposition 3. We use
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Figure 6: case 1-Time evolution of the jacket temperature at different x

Figure 7: case 1-Time evolution of the local availability function at dif-
ferent x
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Figure 8: case 1-Time evolution of the global availability function

the same expression for K1 than the one in proposition 2 with
δ = 0.02.470

The temporal and spatial evolution of the error between the
closed loop temperature T of the reactor and its equilibrium
profile Td as well as the closed loop mass fraction θB are pre-
sented in Figure 9 and 10. These errors converge also glob-
ally and asymptotically to zero, which involves the global and475

asymptotic convergence of state variables z to the desired equi-
librium profile zd.

Figure 9: case 2-Time response of temperature error for the closed loop
system

Figure 10: case 2-Time response of mass fraction error for the closed
loop system

8.3. Case 3: simulation results with T j3

Here we present the simulations results using the command
T j3 given in proposition 5 with δ = 200. The temporal and spa-480

tial evolutions of the error between the closed loop temperature
T of the reactor and its equilibrium profile Td as well as the
closed loop mass fraction θB are presented in Figure 12 and 13.
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Figure 11: case 2-Time evolution of the jacket temperature at different
x

We observe that these errors converge globally and asymptoti-
cally to zero, which involves the global and asymptotic conver-485

gence of state variables z to the desired equilibrium profile zd

.

Figure 12: case 3-Time response of temperature error for the closed
loop system

The system converges globally and asymptotically to the
equilibrium profile in 60s compared to 100s with T j1 . Figure
14 shows the temporal and spatial evolutions of the jacket tem-490

perature. We notice a decrease in amplitude and variations of
T j.

Figure 15 shows the time and spatial evolutions of the re-
duced local availability function. It converges globally and asymp-
totically to zero along the tubular reactor. We notice that it495

converges globally and asymptotically toward zero along the
tubular reactor with a strong decrease of the amplitudes in am-
plitudes compared to a.

Figure 16 shows the time evolutions of the global availabil-
ity function A and the global reduced availability function Ar500

Figure 13: case 3-Time response of mass fraction error for the closed
loop system

Figure 14: case 3-Time evolution of the jacket temperature at different
x

with the same control laws T j3 . We notice that Ar converges
faster than A with also a smaller amplitude.

8.4. Case 4: simulation results with T j4

We present the simulation results using the command T j4
given in proposition 6 with δ = 0.15. The temporal and spatial505

evolution of the error between the closed loop temperature T of
the reactor and its equilibrium profile Td as well as the closed
loop mass fraction θB are presented in Figure 17 and 18. We
observe that these errors converge globally and asymptotically
to zero, which involves the global and asymptotic convergence510

of state variables z to the desired equilibrium profile zd .
From Figure 17 and 18, we observe that the response time is

approximatively 80s instead of 200s with respect to case 2 for
proposition 3. Figure 19 shows the temporal and spatial evolu-
tion of the jacket temperature. We notice that the amplitude is515

similar to T j2 but with less abrupt variations.
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Figure 15: case 3-Time evolution of the reduced local availability func-
tion at different x
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Figure 16: global availability function A and global reduced availability
function Ar with T j3

Figure 17: case 4-Time response of temperature error for the closed
loop system

Figure 18: case 4-Time response of mass fraction error for the closed
loop system

Figure 19: case 4-Time evolution of the jacket temperature at different
x

From the comparison of the robust performance of the avail-
ability based (proposition 2 and 3) and reduced availability based
(proposition 5 and 6) controllers, it can be concluded that the
proposed reduced availability based controller have the better520

behaviour. The response times of proposition 5 and 6 using re-
duced availability are reduced compared to those of 2 and 3.
Furthermore, the amplitudes of the jacket temperature using re-
duced availability are much lower so that the consumed energy
to heat the jacket is economised.525

8.5. Robustness towards perturbations : numerical results:

We consider in this subsection the perturbation rejection
problem for the closed loop system using Proposition 3. We
consider the simulation case of proposition 3 and apply a con-
stant perturbation on the inlet species temperature Tin = (330 −530

5)K from 100s. For this we compare the stationary profile of
the open loop response (with T j = T jd = 370K) and the closed
loop one starting from the same initial steady state used in the
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above simulation results. Figure 20 and Figure 21 illustrate the
temperature and mass fraction error with respect to the desired535

steady state profile in closed loop at t = 1500s in presence of the
cited perturbation. From this comparison we conclude about
the perfect rejection of the perturbation along the reactor when
we use the non linear state feedback. However it is difficult to
reject the perturbation on the inlet of reactor even if the control540

jacket temperature is inadmissibly high. In this condition we
limited the control temperature to 1000K. The ideal method to
reject this perturbation should be a boundary control.

We observe from figure 22 that the local reduced availability
function converges asymptotically to zero along the reactor, and545

state variables z converge to the desired equilibrium profile zd .
From industrial considerations, only the temperature and

mass fraction at the outlet of reactor is of interest, so we can
conclude that from an industrial point of view the results in
terms of perturbation rejection are satisfactory. It can be also550

concluded that the control law proposed is robust to perturba-
tions.
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Figure 20: Temperature error with respect to the desired steady state
profile at t = 1500s

9. Conclusions and perspectives

In this paper we design non-linear state feedback control
laws for the stabilization of a tubular chemical reactor where555

occur convection, dispersion, conduction and chemical reaction
phenomena. From thermodynamic considerations, we use the
availability function and reduced availability as Lyapunov can-
didate functions for the closed loop system. Two availability-
based control strategies are designed for the jacket temperature560

which is considered as a distributed control input. By the use
of the reduced availability function we design two other state
feedback controls which allow to improve the performance of
the closed loop system. The given simulations illustrate the ef-
fectiveness of the different state feedback controls. We give a565

proof of the boundedness of the proposed control laws around
the equilibrium.
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Figure 21: Mass fraction error with respect to the desired steady state
profile at t = 1500s

Figure 22: Local reduced availability function with at t = 1500s closed
Loop case

As a perspective for this work, we shall complete the study
of existence of solutions for the designed controls. We shall
also consider a boundary control problem for the tubular chem-570

ical reactor using inlet species flow and/or temperature as an
input control. We also consider to apply the control law for a
more complex reaction systems.

Appendix A. Irreversible entropy production

The irreversible entropy production is calculated from the575

entropy balance (16)

σs =
∂s
∂t

+
∂

∂x
(F s

conv + F s
dis + F s

cond) +
q
T j

(A.1)

In presence of transport phenomena, it is necessary to fol-
low the materiel in its direction so that the material derivative is
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used to express the Gibbs equation [5] :

Ds
Dt

=
1
T

Dh
Dt
−

n∑
1

µi

T
Dρ
Dt

(A.2)

where D is the materiel derivative with D = ∂s
∂t + (v · ∇). In

1D case, the differential of the Gibbs equation is defined by the
convection speed and D = ∂

∂t + (v · ∂
∂x ). Thus equation (A.1)

become :580

σs =
∂s
∂t

+
∂

∂x
F s

conv︸           ︷︷           ︸
Ds
Dt

+
∂

∂x
(F s

dis + F s
cond) +

q
T j

=
1
T

Dh
Dt
−

n∑
1

µi

T
Dρ
Dt

+
∂

∂x
(F s

dis + F s
cond) +

q
T j

We recall the energy balance and materiel balance with ma-
teriel derivative Dh

Dt = − ∂
∂x (Fh

dis + Fcond) + q, Dρi
Dt = − ∂

∂x (F i
dis +

Miνir) and take into account F s
cond = 1

T Fcond, then we obtain
the equation as below :

σs =
1
T

(−
∂

∂x
(Fh

dis + Fcond)) +
∂

∂x
(F s

dis + F s
cond)

−

n∑
1

µi

T
(−

∂

∂x
(F i

dis + Miνir)) −
q
T

+
q
T j

=

σext︷       ︸︸       ︷
q
( 1
T j
−

1
T

)
+

σr︷               ︸︸               ︷∑
Miνir

(
−
µi

T

)
−

n∑
1

hi

T
∂F i

dis

∂x

−

n∑
1

F i
dis

T
∂hi

∂x
+

n∑
1

µi

T
∂F i

dis

∂x
+

n∑
1

si
∂F i

dis

∂x

+

n∑
1

F i
dis
∂si

∂x
−

1
T
∂

∂x
Fcond +

∂

∂x
(

1
T

Fcond)

We recall the relation µi = hi − T si [3], the equation can be585

simplified :

σs =

n∑
1

(
µi

T
−

hi

T
+ si)︸           ︷︷           ︸

=0

∂

∂x
F i

dis −

n∑
1

(
1
T
∂hi

∂x
−
∂si

∂x
)F i

dis

+
∂

∂x
(

1
T

)Fcond + σr + σext

= −

n∑
1

(
1
T
∂hi

∂x
−
∂

∂x
(
hi − µi

T
))F i

dis

+
∂

∂x
(

1
T

)Fcond + σr + σext

= σr + σext +
∂

∂x
(

1
T

)Fcond

+Fh
dis

∂

∂x
(

1
T

) +

σmat
d︷                ︸︸                ︷

n∑
1

∂

∂x
(−
µA

T
)F i

dis

= σr + σext + σmat
d +

σtherm
d︷     ︸︸     ︷

Fh
d
∂

∂x
(

1
T

) (A.3)

In Figure A.23 we illustrate the closed loop time response
of the four terms of irreversible entropy production using the
command T j4 given in proposition 6 . We observe that each
term remains positive.590

Figure A.23: case 4-Time response of each term of irreversible entropy
production

Appendix B. linearisation of enthalpy equation

The linearised non-isothermal system used in section 7 is
based on the entropy vision of tubular reactor model. We lin-
earised the system around a equilibrium profile

(
Td θAd θBd

)
considering

(
1
T −

µA
T −

µB
T

)
as state variables. In this595

appendix, we show only the linearisation of enthalpy equation
h = ρAhA + ρBhB. We note that 1

T = ω1, − µA
T = ω2, − µB

T = ω3
We start by linearise the terms hi = cpi (T − Tre f ) + hire f =

cpi (
1
ω1
− Tre f ) + hire f :

lim
ε→0

(
∂hi

∂ε

)
= lim

ε→0

∂

∂ε
(cpi (

1
ω1d + εω̄1

− Tre f ) + hire f )

= cpi lim
ε→0

ω̄1

(ω1 + εω̄1)2

h̄i = cpi

ω̄1

(ω1d )2 = cpi T
2
d ω̄1 (B.1)

As for ρi = ρθi, we can linearise it from chemical potential
expression µi = cpi (T−Tre f )+hire f−T (cpi ln( T

Tre f
)+sire f )+RTlnθi

, then we have the expression of θA(ω1, ω2). With the same step
we can obtain the linearised mass fraction

θ̄A = lim
ε→0

∂θA

∂ε
= −

θAd

R
(ω̄2 + hAd ω̄1) (B.2)

and
θ̄B = lim

ε→0

∂θB

∂ε
= −

θBd

R
(ω̄3 + hBd ω̄1) (B.3)

The enthalpy equation h = ρAhA + ρBhB.600

h̄ = lim
ε→0

∂ρAhA + ρBhB

∂ε

= ρ(θAd h̄A + hAd θ̄A + θBd h̄B + hBd θ̄B) (B.4)
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Let’s replace the linearised terms, then we have :

h̃ = θ1(
1̃
T

) + θ2(
˜
−
µA

T
) + θ3(

˜
−
µB

T
) (B.5)

with θ1 = −(ρCpd T 2
d +

h2
Ad
ρAd

R +
h2

Bd
ρBd

R ) θ2 = −
hAd ρAd

R θ3 = −
hBd ρBd

R
and Cpd = Cpd

ρAd
ρ

+ CpB

ρBd
ρ

, R is the ideal gas constant.

Appendix C. Gibbs Helmholtz equation

The Gibbs–Helmholtz equation is a thermodynamic rela-
tion used for calculating changes in the Gibbs free energy of a
system as a function of temperature [25].∂(G

T )
∂T


P

= −
H
T 2 (C.1)

where H is the enthalpy, T the absolute temperature and G the605

Gibbs free energy of the system, all at constant pressure p. The
equation states that the change in the G

T ratio at constant pres-
sure as a result of an infinitesimally small change in temperature
is a factor H

T 2 .
It can be written in a equivalent form :610

H = −T 2
∂(G

T )
∂T


P

= (−T 2 ∂(G
T )

∂( 1
T )

∂( 1
T )
∂T

)P

=

−T 2 ∂(G
T )

∂( 1
T )

(−
1

T 2 )


P

=

∂(G
T )

∂ 1
T


P

(C.2)

We study this equivalent form in infinite dimensional ther-
modynamic so that :

∂( g
T )

∂ 1
T

= h (C.3)

where g is volume density of Gibbs free energy and h is volume
density of enthalpy.

We recall the local Gibbs equation h = T s −
∑
ρiµi and

g = h−T s. From the 2 equation we can obtain that g = −
∑
ρiµi.

Let’s replace g in equation (C.3) and we consider the A => B615

reaction case :

∂( g
T )

∂ 1
T

=
∂(−

∑
ρiµi

T )

∂ 1
T

(C.4)

= ρA
∂(− µA

T )

∂( 1
T )

+ ρB
∂(− µB

T )

∂( 1
T )
−
µA

T
∂ρA

(∂( 1
T )
−
µB

T
∂ρB

∂( 1
T )

Hence the Gibbs free energy is a function of T , P and ρi we
have ( ∂(ρA)

(∂ 1
T )

= 0 ∂(ρB)
(∂ 1

T )
= 0). As a result, we can obtain the volume

density of enthalpy :

h = ρA
∂(− µA

T )

∂( 1
T )

+ ρB
∂(− µB

T )

∂( 1
T )

(C.5)

As h = ρAhA+ρBhB, we can identify that ∂(− µA
T )

∂( 1
T )

= hA, ∂(− µB
T )

∂( 1
T )

=620

hB, then we conclude that around the desired profile with small
variation :

lim
T→Td

 ( ˜− µA
T )

( 1̃
T )

 =

∂(− µA
T )

∂( 1
T )


T→Td

= hA(Td)

lim
T→Td

 ( ˜− µB
T )

( 1̃
T )

 =

∂(− µB
T )

∂( 1
T )


T→Td

= hB(Td) (C.6)
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