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Summary 

Epithelial tissues regulate exchanges with the environment. They are very dynamic and can 

acquire virtually any shape. At the cellular level, they are composed of cells tightly connected by 

junctions. Most often epithelia are amenable to live imaging; however the vast number of cells 

composing an epithelium makes large scale studies tedious. Here we present Tissue Analyzer (TA), 

an open source tool that can be used to segment epithelia and monitor cell and tissue dynamics.  
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1. Introduction  

Epithelia cover body structures, organs and cavities. They act as barriers and regulate the 

passage of molecules between the internal milieu and the environment. Drosophila epithelia often 

consist of a single layer of cells tightly connected by junctions. These monolayers are very dynamic 

and can acquire almost any shape. Their plasticity is driven by a series of cellular events, including 

cell death, proliferation, shape changes and neighbour exchanges. Fully understanding epithelial 

development therefore requires the quantitative description of cellular events as well as collective 

behaviours. Such a quantitative analysis is facilitated, nowadays, by the advent of deep learning 

segmentation that largely automates cell segmentation. The latter can then, in combination with 
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various computer science algorithms, be used to convert the pixel information of images into 

biological knowledge. Quantitative biology is not only accurate and unbiased but it also allows for 

the development and in depth validation of theoretical modelling of biological processes [1-6].  

Here we introduce Tissue Analyzer (TA), an open source Python software, capable of 

segmenting and analysing single-layered epithelia. TA conveniently integrates, in a single package, 

all the tools necessary to study epithelial development, from cell segmentation using deep learning 

up to quantitative analysis of cell properties such as area and shape, as well as neighbour relationships. 

In this chapter we describe software installation (Subheading 2.1), image pre-processing 

(Subheading 3.2) and introduce epithelial segmentation (Subheading 3.3). Later we discuss cell 

tracking (Subheading 3.5). We finally give a brief overview of the data collected by TA (Subheading 

3.7) and demonstrate some of the plotting capabilities of the software (Subheading 3.8).  

 

2. Software  

2.1. Software installation 

1. The software can be installed on any recent computer capable of running Conda and Python 

3.7 (or superior) (see Notes 1 and 2). Ideally, the computer should be equipped with a 

CUDA® compatible graphic card (see Note 4). 

2. Open the system command line (see Note 3). 

3. Then type “conda create -n TA python==3.7”, without the quotes, to create and activate a 

Conda environment for Tissue Analyzer. 

4. Type “conda deactivate” to leave the default Conda environment. 

5. Enter the TA environment by typing “conda activate TA”. 

6. Finally install Tissue Analyzer by running the following command “pip install --upgrade 

epyseg”. 

2.2. Run Tissue Analyzer 

1. Open a terminal (see Note 3). 
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2. Type “conda activate TA” in the terminal to activate the environment. 

3. Type “python –m epyseg.ta” to open the TA graphical user interface. 

2.2. Input data 

4. TA supports single and multi-channel images. 

5. TA supports pixel intensities up to 32 bits per channel. 

6. TA reads TIF, CZI, LIF, LSM, JPEG and PNG images (see Notes 5 and 6). 

7. TA can create two-dimensional (2D) projections by extracting the surface of epithelial cells 

in three dimensional (3D) stacks using deep learning [7]. 

8. TA can segment two dimensional (2D) images of epithelial cells. 

 

3. Methods  

TA can be used to segment still images of immunostained epithelia or image sequences of a 

living sample expressing a fluorescently tagged protein.  

3.1. Image acquisition guidelines 

Ideally, the images to be segmented and analysed should have a good signal to noise ratio. 

However, nowadays, good results can be obtained with images exhibiting low signal to noise (see 

Notes 7 and 8).  

1. TA is designed to detect cell outlines in single layered epithelia -- cells need to be labelled 

with a membrane marker (e.g. E-cadherin in Drosophila and ZO-1 in vertebrates). 

2. If pixel intensity measurements are important for the study, make sure to avoid both bleaching 

and pixel saturation. 

3. Post-acquisition, ensure epithelial integrity of live samples by verifying that the animal 

continues to develop normally. 

3.2. Image pre-processing 

Classically epithelia are acquired as 3D stacks; however, tissue segmentation is often faster, more 

reliable and best suited for publication when performed on 2D images. Therefore, creating a 2D 
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projection from a 3D epithelial is usually a good enough approximation of the epithelial tissue. This 

is especially true since most fly epithelia are monolayers lying in a plane and this avoids the hassle 

of having to correct segmentation errors in 3D which is long and difficult.  

Such a 2D image can easily be created from a 3D stack using the maximum projection algorithm; 

however this method accumulates the noise of the entire stack, generating a 2D image that is very 

noisy. To avoid noise accumulation and to select only the relevant planes carrying the epithelial signal 

within a wide and noisy 3D epithelial stack, several algorithms or deep learning methods have been 

developed [8-16,7,17]. Only the deep learning based method for surface extraction [7] is currently 

implemented in TA (see Note 9). 

However, there are rare cases, i.e. when the epithelial monolayer is not flat (e.g. the tissue is 

curved or bent) where the 2D projection can lead to severe underestimation of several cell metrics 

(e.g. cell area, perimeter …) and need be corrected. Importantly, fixing 2D cellular metrics to 

accommodate for non-flat tissues is easy to achieve, it requires a 2D segmentation mask along with 

a height map (depth localization) of the cells in the tissue [18,12]. In parallel to extracting 2D cell 

cortices from 3D epithelial stacks, TA can also map cell heights. Combining 2D cell segmentation 

with a height map allows to obtain reliable 3D cell metrics [12]. Below is a description of the 

procedure to perform surface extraction in TA using the CARE model to generate height maps from 

3D epithelial images. Please note, however, that if the epithelium you study is perfectly flat or if you 

have already obtained a 2D projection using a 3rd party software (see Note 9), you may move directly 

to subheading 3.3. 

1. Select the “Pre-process” tab (see Fig. 1A) 

2. Drag and drop single time points of epithelia 3D stacks over the TA interface (Fig. 1B). 

3. Select the channel containing the cell outlines (see Fig. 1C and Note 10). 

4. Press “Surface projection” (see Notes 11 and 12) 

3.3. Automated segmentation 

1. TA relies on EPySeg [19], a deep learning software, to segment epithelial cells. We will now 
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guide you through the segmentation procedure. 

2. Click on the “Segmentation” tab (see Fig. 1E).  

3. If you skipped the pre-processing step (see Subheading 3.1), drag and drop 2D projections 

of epithelial cells over the TA interface, otherwise move to step 4. 

4. Select the channel that needs be segmented (see Fig. 1C). 

5. Press the “Deep learning/EPySeg segmentation” button and wait until the segmentation mask 

is overlaid. 

3.4. Correction of segmentation masks 

Even though deep learning segmentation is globally excellent (compare Fig. 2A and B), few 

errors may remain. TA therefore allows to edit segmentation masks (Fig. 2). 

1. Select an image from the list and scroll over it to detect missing or erroneous cell junctions 

(see steps 2 and 3 and Notes 13 and 14). 

2. Adding missing cell contacts: Left click on the centroid of all the cells surrounding missing 

junctions (compare Fig. 2C and D) and press “Ctrl/Cmd+M” to run the watershed algorithm 

[20] locally and have the missing junctions appear (see Fig. 2E). 

3. Removing false cell contacts: Right click on any pixel of the junction (compare Fig. 2I and 

J) and press “Enter” or “Shift+Enter”. All the pixels contained between the two vertices of 

the targeted junction will disappear (see Fig. 2K). 

4. Once editing the segmentation mask of an image is done, press the “Save” button (see Fig. 

1F) to store the changes. 

5. Finalize segmentation and compute cell metrics 

a) Repeat steps 2 to 5 for all the images in the list until there are no segmentation errors left. 

b) Select the “Analysis” tab (see Fig. 1G) and press the “Measure cell properties” button. 

3.5. Cell tracking 

 Identifying the same cells in time and space is essential to understand morphogenesis. Cell 

tracking is achieved in TA by matching cells in consecutive frames and assigning them a unique 
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identity (represented by a unique colour) throughout the movie (see Note 15).  

1. Please complete “Epithelial cell segmentation” before tracking cells. 

2. Select the “Tracking” tab (see Fig. 1H). 

3. Press “Track cells”. 

3.6. Correction of cell tracks 

The tracking algorithm in TA is usually robust, especially when the segmentation is good. It can 

also accommodate for large time gaps between consecutive frames. However, tracking may, in rare 

cases, contain two types of errors: (i) cell swapping errors where two adjacent cells exchange their 

identities (compare Fig. 3D and E) and (ii) interrupted tracks where the identity of a cell is changed 

from one frame to the next (Compare Fig. 3E and F). TA now ships with a tool to rapidly spot 

tracking and segmentation errors (see Fig. 3). This tool measures the similarities of the cellular 

environments in consecutive frames (Fig. 3G, H). A low score (i.e. dark colour coded cell) using this 

metric indicates that the cell environment is rapidly changing; this is often (see Note 16) due to a 

segmentation or a tracking error and calls for a careful user inspection. In contrast, a high score (bright 

colour coded cell) indicates environmental preservation and does not require user attention. 

1. Visually identifying tracking or segmentation errors: 

a) Select the “Advanced segmentation and tracking correction” tab (see Fig. 1I). 

b) Click on the “Fix masks and tracks dynamically” button and wait until a window with 

three rows appears (see Fig. 3). 

c) Visually identify a dark cell (see Fig. 3G, H) and zoom (“Ctrl/Cmd +”) on it and move 

the mouse to it.  

d) Using the synchronization of mouse pointer search for associated segmentation errors (see 

Fig. 3A-C) and fix them as described in subheading 3.4. If there is no segmentation error, 

check the tracks (Fig. 3D-F) for errors (swapping error or lost track) and fix them (see 

steps 2 and 3).  

2. Correction of a cell swapping error:  
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Please correct all the segmentation errors and repeat the tracking procedure (see subheading 

3.5) before attempting to correct for tracking errors. Indeed, as most tracking errors are linked to 

segmentation errors, fixing the latter is often sufficient to fix the former. However, if tracking 

errors persist, please do as follows. 

a) Move the mouse cursor over the image where the swapping is first detected (see arrow in 

Fig. 3E). 

b) Left click on the centroid of the two swapped cells. 

c) Press ‘Enter’ while keeping the mouse pointer on this image to fix the error for the current 

and following frames. 

3. Correction of an interrupted track error:  

a) Place the mouse cursor on the last image where the cell is still tracked properly (i.e. shows 

the right colour/identity in Fig. 3E) 

b) Left click the cell that is about to lose its identity/colour (o). 

c) Place the mouse cursor on the following image (Fig. 3F) and left click on the cell with the 

wrong identity/colour (+). 

d) Press ‘Enter’ while keeping the mouse on this image, this will fix the tracking error for 

the current and following frames. 

3.7. Data analysis and quantifications 

TA provides the user with a thorough description of cells including area, perimeter, elongation, 

planar distribution of proteins and cell neighbourhood (number and identity of neighbours) [1]. TA 

additionally provides information on junction length, orientation and intensity. Most cell metrics can 

also be corrected for tissue bending as if they would have been obtained directly from a 3D 

segmentation when a height map is provided (see also subheading 3.2).  

Any data extracted by TA is stored in an internal SQLite database (see Notes 17 and 18). This 

data can also be exported to facilitate plotting using 3rd party software as follows: 

1. Click on the “Export (CSV files)” tab (see Fig. 1J). 
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2. To export cell data, press the “Export cell data” button. 

3. To export junction data, press the “Export bond data” button. 

3.8. Data presentation 

Because visual presentation of quantitative data is often key to human understanding of tissue 

dynamics, TA offers the possibility to overlay/blend virtually any data over the original epithelial 

images.  

1. Select the “Preview” tab (Fig 1K). 

2. Select the data to be visualized from the ‘Image/Data’ drop-down list 

3. Enable ‘Colour coding’ 

4. Select the look up table to be used from the “LUT” drop-down list 

5. Enable “Overlay/Blend” and select the channel of interest for the background image. 

6. Set the “foreground opacity” value (0=totally transparent; 1=totally opaque). 

7. The view can be exported as a TIF for use with 3rd party tools or for publication by pressing 

the ‘Single image’ or the ‘Stack’ button.  

3.9. Going Further with Tissue Analyzer 

Here we have covered basic TA functionalities from surface extraction to segmentation and 

data presentation. However, due to space limitation and for sake of simplicity, we have left aside 

several useful TA functionalities. We leave it to you try by yourself more advanced functionalities 

that haven't been documented here. To assist you in that process, we offer an online tutorial 

(https://github.com/baigouy/tissue_analyzer). Alternatively, place the mouse cursor over the TA 

component of interest and wait for a few seconds and until a small tooltip text appears. 

 

4. Notes  

1. If Python is not installed on your system or if the installed version is < 3.7 (see Note 2). Please 

download and install Miniconda from https://docs.conda.io/en/latest/miniconda.html 

2. To determine the version of Python running on a computer 
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a) Open a terminal (see Note 3) 

b) Type in the terminal “python -V” without the quotes. 

3. Open a terminal: 

a) On a Mac: open the command line terminal by pressing together the Command and Space 

keys, then type in the new window “terminal ” without the quotes. 

b) On Windows: press the “Windows” key and the “R” letter, then type “cmd” without the 

quotes. 

c) On Linux (Ubuntu): press Ctrl+Alt+T 

4. TA currently relies on deep learning for segmentation and image pre-processing. Even though 

a graphic card is not mandatory to use trained deep learning models; being equipped with a 

CUDA® compatible graphic card will significantly speed up the analysis. For example, we 

recommend to use, whenever possible, Nvidia® graphics cards with, at least, Turing or 

Ampere microarchitectures. 

5. The JPEG compression is deeply modifying pixel data and should not be used for 

quantifications. Instead we recommend using TIF images with non-lossy or no compression.  

6. When a file format cannot be read by TA; open the image using a third party tool such as 

ImageJ or FIJI [21,22], then export it as a TIF file. TIF files can be read flawlessly by TA. 

7. Deep learning segmentation models can be trained using images having a low signal to noise 

ratio; such models can then achieve good segmentation even for tissues showing weak 

fluorescence. 

8. Deep learning models can be used to reconstruct/denoise images prior to segmentation [7]. 

Note however, that if intensity measurements are key for your analysis, denoising algorithms 

should be used with a lot of care, as they heavily modify pixel intensities and are shown to 

statistically guarantee a good quality and a biologically relevant denoising only when the 

images used are of the same tissue and acquired in the exact same conditions as the ones used 

for training the model. This will almost inevitably not be the case for your tissue unless you 
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do train the model on you own data, a step that is often difficult and time consuming. 

9. In our hands surface extraction is best achieved using deep learning. 

10. TA output might be channel dependent, the software will warn the user when channel 

selection is required. 

11. Most often surface extraction works well but it is rarely error free; very importantly, any error 

in the height map will impair the 3D correction of 2D measurements such as area and 

perimeter. It is therefore important to check for the quality of the height map. To help you 

visually assess height map quality, TA generates a file called “height_map_quality_test.tif” 

for each surface extraction it performs. If there are discontinuities/holes in the cortical signal 

of the region of interest, then the height map is not of good quality and the 3D corrections 

applied to the 2D cell metrics will be locally erroneous. In such case, and if the epithelium 

studied is flat, it is probably a good idea to rely on raw 2D measurements rather than using 

the 3D corrected ones, or, alternatively, to correct the height map. Finally, when using a 3rd 

party tool to create the 2D surface projections from a 3D epithelial stack, we recommend you 

set the projection tool in a way that only one frame is used for building the final 2D projection, 

this allows to see height map errors better. Indeed, height map errors are hard to visualize 

when several frames are summed or averaged to create a 2D projection and most tools use 

several frames to compensate for their low quality height map extraction. 

12. At this step, TA must have extracted the ratio: voxel depth/voxel width. Given the importance 

of this ratio for the 3D correction of 2D cell metrics, it is important to verify its correctness. 

This can be done in the “Properties” tab of TA (see Fig. 1D). If there is an error, it is possible 

to edit the value stored in the table and to save those changes. 

13. To enter full screen mode and see cells better, press “F12”. 

14. Some segmentation errors may be hard to see. It is often useful to switch back and forth 

between the original image and the image overlaid with its segmentation mask to detect errors. 

This can be achieved by pressing the “M” key repeatedly, to show or hide the segmentation 
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mask. 

15. When tracked, each cell is given a unique pseudo-random colour defining its identity. A cell 

keeps this identity as long as it is successfully tracked. It is attributed a new identity when 

lost. 

16. Please note that a low score is not necessarily due to an error in segmentation or tracking, it 

can instead indicate that a cell underwent a rapid, yet natural, environmental change (e.g. such 

change can result from a division or a cell delamination). 

17. For each image, Tissue Analyzer stores the segmentation mask and various output files in a 

folder. To open this folder double click on the file of interest in the list (see Fig. 1B). 

18. Those databases can be accessed directly by users having experience with manipulating SQL 

databases. Since SQL databases are heavily used by TA, it is important that all TA generated 

tables remain unaltered. Experienced users can nevertheless create extra tables or duplicate 

existing ones and modify them at will. We recommend closing TA before accessing databases 

using an external software to avoid database locking problems and similarly we recommend 

closing external database browsers before launching TA. 
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Figure 1. The Tissue Analyzer user interface 

(A) “Pre-processing” tab, (B) Image list where images can be dropped, (C) Channel selection tool, 

(D) “Properties” tab, (E) “Segmentation” tab, (F) “Save” button, (G) “Analysis” tab, (H) “Tracking” 

tab, (I) “Advanced segmentation and tracking correction” tab, (J) “Export (CSV files)” tab and (K) 

“Preview” tab. 
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Figure 2. Epithelial segmentation and mask editing 

A) Original image. B) The red overlay is the result of deep learning (EPySeg) segmentation of the 

image shown in (A). C) Image with three missing junctions. D) Same as (C) where cell centroids 

have been drawn. E) Locally running the watershed algorithm (“Ctrl/CMD+M”) using seeds drawn 

in (D) restores the missing contacts. F) Segmented image. G) Same as in (F) except that a new junction 

bisecting a cell has been drawn manually (note the new junction is intersecting two existing 

junctions). H) The software removes extra mask pixels when “Enter” is pressed. I) Segmented image. 

J) Same image as in (I) except that a small piece of a cell contact mask has been removed using the 

mouse right click (dashed outline). K) The entire junction is removed after pressing “Enter”. 
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Figure 3. Tool to rapidly detect tracking and segmentation errors 

(A-C) Three consecutive time points of the same epithelial tissue overlaid with their segmentation 

masks in red. (D-F) Cell tracks corresponding to (A-C). (G, H) Colour code of the environmental 

score obtained when comparing the current track with the previous (G) and next tracks (H). Any dark 

coloured cell in (G, H) has undergone important environmental changes between consecutive frames 

and needs be scrutinized for potential errors. In contrast, bright cells in (G, H) have kept a similar 

environment between consecutive frames and can be ignored safely. For example, the asterisk in (G) 
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indicates an over-segmented cell. This corresponds to a newly appeared cell (asterisk in E) that does 

not exist in the previous (D) or next time frame (F). This over-segmentation is visible in the 

segmentation mask (asterisk in B), it can be fixed as described in subheading 3.4 step 3. The arrow 

in (E) indicates two cells tracks that have been swapped (compare with D). Note that this cell swap 

generates a (darkening) strong environmental change (arrow in G). Cell swapping can be fixed as 

described in subheading 3.6 step 2. Finally, the dark colour coded cell (labelled with a + in H) shows 

a strong environmental change caused by a tracking failure. Compare the identity given to the cell in 

(E) and (F) (o and + symbols in E and F). This error can be fixed as described in subheading 3.6 step 

3.  

 

 


