
HAL Id: hal-03843816
https://hal.science/hal-03843816

Submitted on 8 Nov 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Holographic Integrated Sensing and Communication
Haobo Zhang, Hongliang Zhang, Boya Di, Marco Di Renzo, Zhu Han, H.

Vincent Poor, Lingyang Song

To cite this version:
Haobo Zhang, Hongliang Zhang, Boya Di, Marco Di Renzo, Zhu Han, et al.. Holographic Integrated
Sensing and Communication. IEEE Journal on Selected Areas in Communications, 2022, 40 (7),
�10.1109/JSAC.2022.3155548�. �hal-03843816�

https://hal.science/hal-03843816
https://hal.archives-ouvertes.fr


1

Holographic Integrated Sensing and Communication
Haobo Zhang, Student Member, IEEE, Hongliang Zhang, Member, IEEE, Boya Di, Member, IEEE,

Marco Di Renzo, Fellow, IEEE, Zhu Han, Fellow, IEEE, H. Vincent Poor, Life Fellow, IEEE,
and Lingyang Song, Fellow, IEEE

Abstract—To overcome spectrum congestion, a promising ap-
proach is to integrate sensing and communication (ISAC) func-
tions in one hardware platform. Recently, metamaterial antennas,
whose tunable radiation elements are arranged more densely
than those of traditional multiple-input-multiple-output (MIMO)
arrays, have been developed to enhance the sensing and commu-
nication performance by offering a finer controllability of the
antenna beampattern. In this paper, we propose a holographic
beamforming scheme, which is enabled by metamaterial antennas
with tunable radiated amplitudes, that jointly performs sensing
and communication. However, it is challenging to design the
beamformer for ISAC functions by taking into account the unique
amplitude-controlled structure of holographic beamforming. To
address this challenge, we formulate an integrated sensing and
communication problem to optimize the beamformer, and design
a holographic beamforming optimization algorithm to efficiently
solve the formulated problem. A lower bound for the maximum
beampattern gain is provided through theoretical analysis, which
reveals the potential performance enhancement gain that is
obtained by densely deploying several elements in a metamaterial
antenna. Simulation results substantiate the theoretical analysis
and show that the maximum beamforming gain of a metamaterial
antenna that utilizes the proposed holographic beamforming
scheme can be increased by at least 50% compared with that
of a traditional MIMO array of the same size. In addition, the
cost of the proposed scheme is lower than that of a traditional
MIMO scheme while providing the same ISAC performance.

Index Terms—Holographic integrated sensing and commu-
nication, holographic beamforming, reconfigurable holographic
surfaces.

I. INTRODUCTION

With the growing demand for capacity in wireless networks,
spectrum resources are becoming increasingly scarce. This
asks for new paradigms and technologies to overcome the
spectrum congestion in wireless systems [1], [2]. Integrated
sensing and communication (ISAC) [3], [4] has been recently
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proposed as one approach to mitigating this problem in a way
that radar sensing and communication tasks are integrated and
co-designed in a single hardware platform and the spectrum
of both radar and communication systems is shared [5], [6].
By carefully designing the hardware platform and the signal
processing algorithms of ISAC systems, a considerable en-
hancement of the spectral and cost efficiency can be obtained,
as compared with separate communication and radar systems
operating in isolated frequency bands [7].

Based on the antenna configuration, existing ISAC systems
can be categorized into two types: single-antenna and multi-
antenna systems [8], [9]. Though the single-antenna configu-
ration is easy to implement due to the low hardware complex-
ity [10], [11], the number of spatial degrees of freedom pro-
vided by a single-antenna configuration is limited, and thus it
is not able to simultaneously detect targets and serve commu-
nication users in different directions. In contrast, multi-antenna
platforms with multi-beam steering capability have been in-
troduced in [12]-[15], where the number of spatial degrees of
freedom is enhanced to support simultaneous multi-target sens-
ing and multi-user communication. In [12], the authors con-
sider a fully digital multiple-input-multiple-output (MIMO)
system that transmits radar waveforms and communication
signals at the same time, and that minimizes the multi-
user interference energy and the mismatch error between the
desired and the transmitted radar beampatterns. In [13], the
weighted sum of the beampattern matching error and the
beampattern cross correlation is minimized by optimizing the
digital beamformers to improve the radar performance. Also,
signal-to-interference-plus-noise ratio (SINR) constraints are
considered to guarantee the communication performance of the
downlink users. A hybrid analog-digital (HAD) beamforming
structure is employed in [14] to reduce the hardware complex-
ity and cost of fully digital MIMO arrays.

However, the antenna spacing in MIMO arrays is usually
equal to half of the wavelength due to the implementation
difficulties of manufacturing antennas of sub-wavelength size
and due to the mutual coupling that arises among closely
spaced antennas [15], [16]. These two issues usually limit
the number of antenna elements that can be deployed in an
antenna-array of a given size, which results in a small antenna
gain and insufficient ISAC performance [17], [18]. Recently,
metamaterial antennas have been developed as a promising
solution to lift the half-wavelength restrictions [19]. Due to the
unique structure of the radiation elements in the metamaterial
antenna, the size of the radiation elements and the spacing
between nearby radiation elements can be much smaller than
half of the wavelength, leading to superior beam-steering
capabilities [20], [21]. One typical metamaterial antenna that
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enables ultra-thin and integrated transmitter/receiver design is
the reconfigurable holographic surface (RHS)1. It has been
applied for commercial use in cellular communications [24]
and satellite communications [25], showing great potential to
reduce the system complexity and cost without performance
degradation.

Existing works have proposed various metamaterial enabled
holographic beamforming schemes for application to wireless
communications [26], [27], imaging [28], and satellite appli-
cations [29]. In [26], the authors consider the downlink trans-
mission between a base station (BS) equipped with an RHS
and multiple users, and the sum rate of the communication
system is maximized via holographic beamforming under a
total power constraint at the BS. The authors of [28] develop
a microwave imaging system which leverages holographic
beamforming and computational imaging techniques for tar-
get reconstruction. A metasurface antenna which performs
holographic beamforming on a satellite platform is designed
in [29]. However, these schemes only consider the beam-
steering capabilities for communication, imaging, or satellite
applications, and thus they cannot be directly applied to ISAC
systems.

In this paper, we consider a holographic beamforming
enabled ISAC scenario. Specifically, holographic beamforming
is performed by a BS equipped with an RHS, where the BS
applies digital beamforming, and the RHS performs analog
beamforming by tuning the radiated amplitude of each meta-
material element in the RHS. It is worth noting that the analog
beamforming at the RHS is different from that in a traditional
HAD structure which is based on the phase-shifting of the
radio-frequency (RF) signals [30], [27]. Through holographic
beamforming, a desired beampattern that points towards the
directions of the targets and, at the same time, fulfills the SINR
requirements of all the communication users can be generated
by optimizing the digital and analog beamformers. By using
printed-circuit-board (PCB) technologies, this technique can
be implemented at a low cost. For example, the RHS and the
electronic circuits that control the amplitudes of the signals
emitted by the metamaterial elements of the RHS can be
fabricated on PCB boards [26], [31].

Designing an optimized system based on holographic beam-
forming is, however, a non-trivial task due to the following
two reasons. First, since the analog beamforming at the RHS
operates in an amplitude-controlled manner, new beamforming
schemes are required to fully exploit the potential benefits of
holographic beamforming for ISAC. Second, the designs of the
beamformers at the BS and the RHS are coupled with each
other, which complicates the design of radar-communication
beampatterns. In response to the above challenges, we advance
the state-of-the-art in the following ways:
• We consider an ISAC system that consists of a BS

equipped with an RHS, multiple radar targets, and mul-
tiple communication users. A holographic beamforming
scheme for ISAC is designed, where the BS implements

1The structure of an RHS is much simpler than that of a MIMO array [22].
Specifically, the RHS uses compact metamaterial elements and does not
require active phase shifters for beampattern reconfigurability, leading to a
lower profile and a higher integration density [23].

the digital beamforming and the RHS implements the
amplitude-controlled analog beamforming for simultane-
ously detecting the radar targets and serving the downlink
communication users.

• We formulate a holographic integrated sensing and com-
munication problem where the beampattern gains towards
the directions of the targets are maximized and the cross-
correlation among these directions are minimized by
optimizing the digital and analog beamformers. A holo-
graphic beamforming optimization algorithm is proposed
to efficiently solve the formulated problem in an iterative
manner.

• We investigate the performance of the proposed scheme
based on holographic beamforming. Theoretical and sim-
ulation results validate the effectiveness of the proposed
scheme, whose maximum beamforming gain is be in-
creased by at least 50% compared with that of a tra-
ditional HAD-based MIMO array of the same size. Also,
the cost-effectiveness is higher than that of a traditional
HAD-based MIMO array.

The rest of this paper is organized as follows. In Section II,
we describe the model of the ISAC system based on holo-
graphic beamforming. In Section III, the corresponding holo-
graphic beamforming scheme is proposed. The holographic
integrated sensing and communication problem is formulated
in Section IV, and the holographic beamforming optimization
algorithm is presented in Section V. In Section VI, we analyze
the performance of the proposed system. Section VII reports
the simulation results, and final conclusions are drawn in
Section VIII.

Notation: (·)∗, (·)T, (·)H, and (·)−1 denote the conjugate,
transpose, conjugate transpose, and inverse operators, respec-
tively. ◦ and ⊗ denote the Hadamard (elementwise) product
and the Kronecker product, respectively. RM×N , SM×N ,
CM×N , and HM×N denote the set of all real, symmetric,
complex, and Hermitian M×N matrices, respectively. 1M×N

is an M×N matrix with all the elements being 1, and IM×N is
the M ×N identity matrix. E(·) denotes the expectation. ||β||
is the Euclidean norm of a vector β. tr(·) and vec(·) denote
the trace and vector operators, respectively. Re(·) represents
the real part of a complex variable.

II. SYSTEM MODEL

In this section, we we first describe the ISAC system
enabled by holographic beamforming in Subsection II-A, and
then introduce the basic principles of RHSs in Subsection II-B.

A. Scenario Description

As shown in Fig. 1, we consider an ISAC system that
consists of L mobile users denoted by L = {1, · · · , l, · · · , L},
multiple targets, and a BS equipped with an RHS and a MIMO
antenna array. To perform sensing and communication func-
tionalities, the following three steps are executed sequentially.

• Optimization: The BS optimizes the ISAC signals to
maximize the radar performance and to assure the target
quality of service (QoS) to communication users.
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Fig. 1. A holographic integrated sensing and communication system.

• Transmission: The RHS transmits the ISAC signals with
multiple beams towards the directions of the users and
targets.

• Reception: The communication users receive the signals
from the RHS and decode the received signals to obtain
the communication information. At the same time, the
MIMO antenna array listens to the echo signals reflected
by the targets for radar sensing2.

In traditional MIMO systems [13], multiple beams are
emitted by large antenna arrays whose elements are connected
to many RF chains or phase shifters, resulting in complex
structures that require costly circuits and hardware. In holo-
graphic beamforming based ISAC systems, by contrast, the
beams with desired properties are generated by an RHS that
is made of closely spaced radiating elements and a limited
number of RF chains, which provide powerful beam-steering
capabilities [34] and significantly reduce the complexity and
cost [24].

B. RHS Basic Principles

An RHS is a type of planar antenna with a reconfigurable
architecture that is capable of synthesizing different radiation
patterns. As illustrated in Fig. 2(a), it is composed of K feeds
that are connected to K RF chains, a parallel-plate waveguide,
and M reconfigurable metamaterial elements whose sizes and
inter-distances are usually smaller than half of the wavelength.
A metamaterial element can be realized with structures like
complementary-electric-resonator (CELC) and slots [30]. In
contrast to a phased array that adjusts the phase shifts of the
signals to generate different beampatterns, each metamaterial
element of an RHS is capable of changing the amplitude of
the signals to realize the desired radiation pattern.

In general, an RHS works as follows. First, the feeds
embedded at the bottom of the RHS emit the signals x =
(x1, · · · , xK)T ∈ CK×1, where xk is the signal emitted by the
k-th feed. Then, the signal emitted by each feed propagates
in the waveguide. This signal is usually referred to as the

2Since the processing of the received echo signals can be performed by
using the techniques proposed in [32], [33] when the ISAC signals are given,
in this paper we focus our attention only on how to optimize the ISAC signals
of the proposed system.
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Fig. 2. Diagram of an RHS: (a) Perspective view; (b) Right view.

reference signal. The reference signal at the location of the
m-th metamaterial element can be expressed as3

xrm =

K∑
k=1

xkexp(−jkkm(rem − r
f
k )), (1)

where kkm is the propagation vector of the reference wave
emitted by the k-th feed, which is defined as

kkm =
2πnrf

vc
·

(rem − r
f
k )T

|rem − r
f
k |
, (2)

where nr denotes the refractive index of the substrate of the
waveguide, f denotes the frequency of the reference wave,
vc denotes the speed of light, rem is the location of the m-th
element, and rfk is the location of the k-th feed. The vector
rfk is defined as rfk = (rf,xk , rf,yk , rf,zk )T, where rf,xk , rf,yk ,
and rf,zk denote the x, y, and z-coordinates of the k-th feed,
respectively. The reference signal excites the metamaterial
element to radiate the so-called object signal. Specifically, the
object signal radiated by the m-th element is given by

xom = ψmx
r
m, (3)

where ψm is a non-negative number that represents the radi-
ated amplitude of the m-th element, which can be selected
among Cs different values denoted by {0, 1

Cs−1 , · · · , 1} [23].
If, for example, the radiation amplitude is quantized with
Nb bits, we have Cs = 2Nb different amplitude values4.
Therefore, the object signal generated through the analog
beamforming can be expressed as

xo = ΨQx, (4)

where Ψ = diag(ψ) ∈ CM×M denotes the analog beam-
forming matrix, and ψ = (ψ1, · · · , ψM ) is the vector of
radiated amplitudes of all the metamaterial elements of the
RHS, which is referred to as the analog beamforming vector.

3In (1), for mathematical simplicity, we assume that the strength of the
reference signal does not change when the signal propagates in the waveguide.
This assumption is accurate when the size of the RHS is not large (M < 400
for example) because the power emitted from each element and the power
loss in the wave propagation is relatively small compared to the power of the
reference signal [19], [30].

4In practice, the number of quantization bits Nb can be chosen to lie in
[1, 8] [19], [34]. If Nb = 2, for example, the values of ψm belong to the set
{0, 1/3, 2/3, 1}.
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The matrix Q ∈ CM×K collects the phase shifts from the
feeds to the metamaterial elements, whose (m, k)-th element
is exp(−jkkm(rem − r

f
k )).

III. HOLOGRAPHIC BEAMFORMING SCHEME

In this section, we first introduce the structure of the
holographic beamforming scheme. Based on the proposed
holographic beamforming scheme, the SINR for communica-
tion and the beampattern for radar sensing are then formulated.

A. Structure of the Holographic Beamforming Scheme
The block diagram of the considered holographic beam-

forming scheme is illustrated in Fig. 3. The proposed scheme
consists of two parts: the digital beamforming at the BS and
the analog beamforming at the RHS. The communication data
streams and radar waveforms are first processed by the BS
via digital beamforming and are then sent to the RHS for
generating the desired ISAC signals via analog beamforming.
Specifically, L data streams and K radar waveforms are first
processed by the BS via the digital beamformers for commu-
nication Bc ∈ CK×L and for radar sensing Bs ∈ CK×K ,
respectively. The L data streams carry the information to be
sent to L different users. Besides, in order to exploit the
degrees of freedom created by the K RF chains, K radar
waveforms are precoded and sent to the RF chains together
with the processed data streams [13]. Consequently, the signal
sent to the K RF chains can be expressed as

x = Bcc+Bss, (5)

where c = (c1, · · · , cl, · · · , cL)T ∈ CL×1 denotes the
communication symbols intended to the L users, and s =
(s1, · · · , sk, · · · , sK)T ∈ CK×1 denotes the radar waveforms.
As shown in Fig. 3, each RF chain is connected to one of the
feeds in the RHS. The signal x is input to the feeds via K RF
chains, which convert it from the digital to the RF domain.
Then, the signals radiated by the feeds propagate through the
waveguide, and, finally, they are radiated by the amplitude-
controlled radiation elements. Based on (4), the object signal
generated by the holographic beamforming scheme can be
written as

xo = ΨQ(Bcc+Bss). (6)

Without loss of generality, we assume that each element of
the communication symbol c and each element of the radar
waveform s have unit power, which can be formulated as

E(clcl) = 1,∀l, (7)
E(sksk) = 1,∀k. (8)

Furthermore, each communication stream (or radar waveform)
is uncorrelated with the other communication streams or radar
waveforms 5, which can be expressed as

5This assumption holds in practice by properly choosing the codes for
communication and radar sensing. Specifically, the uncorrelatedness of differ-
ent communication streams can be assured by assigning orthogonal codes to
different communication users [35]. By generating radar waveforms using
pseudo random codes, in addition, that radar waveforms can be assured
to be uncorrelated with other radar waveforms or with the communication
streams [35], [36]. Thus, the uncorrelatedness between one communication
stream (or radar waveform) and another communication stream (or radar
waveform) can be guaranteed.

E(clcl′) = 0,∀l, l′, l 6= l′, (9)
E(sksk′) = 0,∀k, k′, k 6= k′, (10)
E(clsk) = 0,∀l, k. (11)

B. SINR Model for Communication
The SINR of each user is utilized as the perfor-

mance indicator for communication tasks. Let hl =
(hl,1, · · · , hl,m, · · · , hl,M ) denote the channel from the RHS
to the l-th mobile user, where hl,m is the channel from the
m-th element to the l-th mobile user. The signal received by
the l-th user can be expressed as

yl = hT
l ΨQ(Bcc+Bss) + vl,

= hT
l ΨQbc,lcl + hT

l ΨQ
∑
l′ 6=l

bc,l′cl′ + hT
l ΨQBss+ vl,

(12)

where bc,l is the l-th column of matrix Bc, and vl is the
noise term which is a complex Gaussian random variable, i.e.,
CN (0, σ2). In (12), the second and the third terms represent
the interference and the noise for the l-th user, respectively,
Therefore, the SINR of the l-th user can be expressed as

γl =
|hT
l ΨQbc,l|2

|hT
l ΨQ

∑
l′ 6=l bc,l′ |2 + hT

l ΨQBsBH
sQ

HΨHh∗l + σ2
.

(13)
Let us define B = (Bc,Bs), and let bl denote the l-th
column of matrix B. Then, the SINR of the l-th user can
be reformulated as follows

γl =
hT
l ΨQRlQ

HΨHh∗l
hT
l ΨQRQ

HΨHh∗l − h∗lΨQRlQHΨHh∗l + σ2
, (14)

where we have introduced the covariance matrices Rl =
blb

H
l ∈ CK×K and R = BBH =

∑L+K
l=1 blb

H
l .

C. Beampattern Model for Radar Sensing
In this subsection, we introduce the farfield power beam-

pattern for radar sensing. We assume that the center of the
RHS is located at the origin. The farfield signal towards the
direction (θ, φ) can be written as

z(θ, φ) = aT(θ, φ)ΨQ(Bcc+Bss), (15)

where a(θ, φ) = (a1(θ, φ), · · · , am(θ, φ), · · · , aM (θ, φ))T ∈
CM×1 denotes the steering vector of the RHS, and am(θ, φ)
is given by

am(θ, φ) = exp(−jkf (θ, φ)rem), (16)

where kf (θ, φ) is the propagation vector in free space of the
object signal with direction (θ, φ). Therefore, the beampattern
gain towards the direction (θ, φ) is given by

P (θ, φ) = E(z(θ, φ)z∗(θ, φ)) = aT(θ, φ)ΨQRQHΨHa∗(θ, φ).
(17)

Furthermore, the cross-correlation between the directions
(θ, φ) and (θ′, φ′) can be expressed as

P c(θ, φ, θ′, φ′) = E(z(θ, φ)z∗(θ′, φ′))

= aT(θ, φ)ΨQRQHΨHa∗(θ′, φ′). (18)
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The function P c(θ, φ, θ′, φ′) characterizes the cross-
correlation of the transmitted signals between the directions
(θ, φ) and (θ′, φ′). Let us assume that the angular region of
interest is discreted into D angular grids which are denoted
by {(θ1, φ1), · · · , (θD, φD)}. The radar beams are designed
to point towards these directions in order to examine whether
targets exist in these directions. Thus, the root mean square
cross-correlation can be written as [37]

RMSC =

√√√√ 2

D(D − 1)

D−1∑
d=1

D∑
d′=d+1

|P c(θd, φd, θd′ , φd′)|2. (19)

As pointed out in [13], besides the beampattern gain P (θ, φ),
the cross-correlation in (18) is a critical indicator for beam-
pattern design as well, especially for adaptive MIMO radar
techniques. Since the multi-target performance is inversely
proportional to the RMSC, (19) needs to be minimized when
designing the ISAC beampatterns.

IV. HOLOGRAPHIC INTEGRATED SENSING AND
COMMUNICATION PROBLEM FORMULATION

In this section, we first formulate the holographic ISAC
problem in Subsection IV-A. Then, to efficiently solve the
formulated problem in which the digital and analog beam-
forming are coupled with each other, we decouple the problem
formulation into two subproblems, i.e., digital and analog
beamforming, in Subsection IV-B and solve the resulting
formulations.

A. Problem Formulation
The aim of the holographic ISAC problem is to optimize

the radar sensing performance subject to specified SINR and
power constraints. As noted in [37], the radar performance
is related to the beampattern gains towards the directions
of the targets and the cross-correlation among these direc-
tions. Specifically, by increasing the beampattern gains in
correspondence of the direction of the targets, the SINR of
the signals reflected by the targets (i.e., the echo signals)
can be enhanced, leading to higher sensing performance.
In addition, by decreasing the cross-correlation, it becomes
easier to separate the echo signals towards different directions,
which enhances the sensing accuracy as well. To characterize
the radar performance, therefore, we define the radar utility
function as

δ = Pd − ρRMSC, (20)

where Pd = 1
D

∑D
d=1 P (θd, φd) is the average beampattern

gain towards the target directions, and ρ is a weighting factor.
Consequently, the optimization problem can be formulated as

P1: max
ψ,B

δ (21a)

s.t. γldP (θ1, φ1)≤P (θd, φd)≤γudP (θ1, φ1),d=2, · · · ,D,
(21b)

γl ≥ Γl, l = 1, · · · , L, (21c)

tr
(
ΨQBBHQHΨH) = PM , (21d)

ψm ∈ {0,
1

Cs − 1
, · · · , 1},m = 1, · · · ,M, (21e)

where γld and γud are two positive parameters controlling the
beampattern gains at different directions, Γl is the minimum
required SINR of the l-th user, and PM is the maximum
transmit power. Constraint (21b) ensures that the beampattern
gains towards the directions (θd′ , φd′) are within the range
[γld′P (θ1, φ1), γud′P (θ1, φ1)], which allows us to control the
beampattern gains towards different targets6. Constraint (21c)
sets the SINR requirements for the communiation users, (21d)
is the sum-power constraint for holographic beamforming7,
and (21e) accounts for the discrete values for the analog
beamforming vector.

B. Problem Decomposition

Since the digital beamformer B and the analog beamformer
ψ are coupled in the objective function (21a), and in the

6In the objective function (21a), the gain Pd =
∑
d P (θd, φd)/D is

maximized. If the relative values of the beampattern gains are not controlled,
the beampattern gains at some directions may be much smaller than Pd,
leading to a low detection accuracy in these directions. Thus, we use
constraint (21b) to control the relative values of the beampattern gains in
order to assure that P (θd, φd) is close to Pd. In constraint (21b), we use
P (θ1, φ1) instead of directly setting the values of the upper and lower bounds
of the beampattern gain P (θd, φd). This is because the value of P (θd, φd)
is unknown, and the average beampattern gain Pd needs to be maximized in
the objective function (21a), which makes the selection of suitable values of
the bounds difficult.

7Constraint (21d) can be satisfied in practice by controlling the power fed
into the RHS. In constraint (21d), specifically, the transmit power of the RHS
Pt is restricted to PM . Besides, the relationship between the transmit power
Pt and the power fed into the RHS Pf can be expressed as Pt = Pf ef ,
where ef denotes the radiation efficiency, which is fixed given the size of
the RHS and the material of the RHS waveguide [38]. Thus, by feeding the
power Pf = PM/ef into the RHS, the transmit power of the RHS can be
set equal to PM .
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constraints (21b), (21c), and (21d), problem (P1) is difficult
to tackle. To solve it efficiently, we decouple problem (P1)
into two subproblems, i.e., the digital beamforming and analog
beamforming subproblems.

1) Digital Beamforming: Given the analog beamforming
vector ψ, the digital beamforming subproblem can be written
as

P2: max
B

δ (22a)

s.t. γldP (θ1, φ1)≤P (θd, φd)≤γudP (θ1, φ1),d=2, · · · ,D,
(22b)

γl ≥ Γl, l = 1, · · · , L, (22c)

tr
(
ΨQBBHQHΨH) = PM . (22d)

2) Analog Beamforming: Given the digital beamformer B,
the analog beamforming subproblem can be expressed as

P3: max
ψ

δ (23a)

s.t. γldP (θ1, φ1)≤P (θd, φd)≤γudP (θ1, φ1), d=2, · · · ,D,
(23b)

γl ≥ Γl, l = 1, · · · , L, (23c)

tr
(
ΨQBBHQHΨH) = PM , (23d)

ψm ∈ {0,
1

Cs − 1
, · · · , 1},m = 1, · · · ,M. (23e)

V. HOLOGRAPHIC BEAMFORMING OPTIMIZATION
ALGORITHM DESIGN

In this section, we develop a holographic beamforming
optimization algorithm which solves problem (P1) in an itera-
tive manner. In each iteration, subproblems (P2) and (P3) are
tackled sequentially, and the corresponding solution methods
are illustrated in Subsections V-A and V-B, respectively. The
overall beampattern optimization algorithm is described in
Subsection V-C.

A. Optimization of Digital Beamforming
Problem (P2) can be solved by using the semidefinite

relaxation (SDR) technique. Specifically, we note that the
objective function (22a) and the constraints (22b) and (22d)
are determined by the matrix R. Besides, the SINR con-
straint (22c) is only related to the matrices R,R1, · · · ,RL.
Thus, (P2) can be reformulated, as a function of these latter
matrices, in the equivalent problem:

P4: max
R,R1,··· ,RL

tr (AsR)− ρ
√

vecH(R)Zvec(R) (24a)

s.t. tr((γldA(θ1, φ1)−A(θd, φd))R) ≤ 0, d = 2, · · · , D, (24b)
tr((γudA(θ1, φ1)−A(θd, φd))R) ≥ 0, d = 2, · · · , D, (24c)

hT
lΨQ

((
1 +

1

Γl

)
Rl −R

)
QHΨHh∗l ≥ σ2, l = 1, · · · , L,

(24d)

tr
(
ΨQRQHΨH

)
= PM , (24e)

Rl � 0, l = 1, · · · , L, (24f)
rank(Rl) = 1, l = 1, · · · , L, (24g)
R � 0, (24h)

R−
L∑
l=1

Rl � 0, (24i)

where (24b) and (24c) correspond to constraint (21b),
and (24d) is the linear formulation of the SINR con-
straint (21c). Constraint (24f) ensures that the matrix Rl is
positive semidefinite, and constraints (24f) and (24g) ensure
that the matrix Rl can be decomposed as Rl = blb

H
l . Con-

straint (24i) guarantees that R−
∑L
l=1Rl can be decomposed

as BsB
H
s . Also, we have used the following definitions:

A(θd, φd) = QHΨHa∗(θd, φd)a
T(θd, φd)ΨQ, (25)

As =

D∑
d=1

A(θd, φd), (26)

Z =
2

D(D − 1)

D−1∑
d=1

D∑
d′=d+1

vec∗(ZT
d,d′)vecT(ZT

d,d′),

(27)

Zd,d′ = QHΨHa∗(θd′ , φd′)a
T(θd, φd)ΨQ. (28)

Problem (P4) is non-convex due to the rank constraint (24g).
According to the SDR technique, we first drop the rank
constraint (24g) to obtain a relaxed version of problem (P4),
which is denoted by (P4’). Since problem (P4’) is convex, it
can be solved effectively by using interior point methods [39].
Let us denote by R̄, R̄1, · · · , R̄L the optimal solution of
problem (P4’). Similar to the proof in [13], a rank-one solution
R1, · · · ,RL of problem (P4) can be obtained as follows.

Proposition 1: Let R, R̄1, · · · , R̄L denote the optimal
solution of problem (P4’). A solution of problem (P4) is given
by

R = R̄, (29)

Rl =
R̄lQ

HΨHh∗l h
T
l ΨQR̄

H
l

hT
l ΨQR̄lQHΨHh∗l

, l = 1, · · · , L. (30)

Proof: See Appendix A.

B. Optimization of Analog Beamforming

In this subsection, we first introduce an equivalent formula-
tion for problem (P3), and then solve the equivalent problem
by using the SDR and alternating optimization (AO) methods.
The equivalent reformulation of problem (P3) is given in the
following proposition.

Proposition 2: Problem (P3) is equivalent to the following

P5: max
Ξ

tr(U1Ξ)− ρ
√

vecT(Ξ)U2vec(Ξ) (31a)

s.t. tr((γldU
′(θ1, φ1)−U ′(θd, φd))Ξ) ≤ 0, d = 2, · · · , D,

(31b)
tr((γudU

′(θ1, φ1)−U ′(θd, φd))Ξ) ≥ 0, d = 2, · · · , D,
(31c)

tr
(((

1

Γl
+ 1

)
Vl − V R

l

)
Ξ

)
≥ σ2, l = 1, · · · , L,

(31d)

tr
((
QRQH ◦ I

)
Ξ
)

= PM , (31e)

Ξ = ψTψ, (31f)

ψm ∈ {0,
1

Cs − 1
, · · · , 1},m = 1, · · · ,M, (31g)
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Algorithm 1: Alternating Optimization Method

Input: Quantized vector ξ̂;
Output: Optimized vector ξ̃;

1 Set t = 1, radar utility δ0 = −∞, and ξ̃ = ξ̂;
2 Compute the radar utility δ1 using ξ̂;
3 while the difference of the radar utilities δt − δt−1 > ε

do
4 Update t = t+ 1, and set δt = δt−1;
5 for m ∈ {1, · · · ,M}, κ ∈ {0, 1

Cs−1 , · · · , 1} do
6 Set ξ̂ = ξ̃, and replace ξ̂m in ξ̂ with κ;
7 Compute the radar utility δ′ given ξ̂;
8 if δ′ > δt and ξ̂ satisfies all the constraints in

(P3) then
9 Set δt = δ′ and ξ̃ = ξ̂;

10 end
11 end
12 end

where

U1 =

D∑
d=1

U ′(θd, φd), (32)

U ′(θd, φd) = QRQH ◦ (a∗(θ, φ)aT(θ, φ))T, (33)

U2 =
2

D(D − 1)

D−1∑
d=1

D∑
d′=d+1

vec∗(UT
d,d′)vecT(UT

d,d′),

(34)

Ud,d′ = QRQH ◦ (a∗(θd′ , φd′)a
T(θd, φd))

T, (35)

Vl = QRlQ
H ◦ (HH

l Hl)
T, (36)

V R
l = QRQH ◦ (HH

l Hl)
T. (37)

Proof: See Appendix B.

To solve problem problem (P5) efficiently, we first relax the
discrete constraint (31g) to a continuous constraint, as follows:

ψm ∈ [0, 1],m = 1, · · · ,M. (38)

The relaxed problem is a quadratic program and can be solved
using the SDR method [40]. In the SDR method, we utilize
the SeDuMi solver in the CVX toolbox [12]. Let ξ̄ denote
the solution of the relaxed problem. The elements of ξ̄ are
quantized to the nearest values in {0, 1

Cs−1 , · · · , 1} so as to
satisfy the discrete constraint (31g). Let ξ̂ denote the obtained
quantized vector. The vector ξ̂ is further optimized with the
aid of the AO method, as shown in Algorithm 1. Specifically,
each element of ξ̂ is optimized sequentially in each iteration
of the AO method. For each element of the vector, we first
enumerate the objective function in (22a) for all possible
values in the set {0, 1

Cs−1 , · · · , 1} and then select the largest
value of the objective function that satisfies all the constraints
in problem (P3). The algorithm terminates when the difference
of the values of objective function (23a) in two consecutive
iterations is smaller than a small threshold ε.

Algorithm 2: Holographic Beamforming Optimization
Algorithm
Input: SINR threshold {Γl}, and maximum transmit

power PM ;
Output: Digital beamforming matrix B∗ and analog

beamforming vector ψ∗;
1 Initialize Nf analog beamforming vectors {ψ}

randomly, and obtain the digital beamforming
matrices {B} by solving problem (P4);

2 The pair of digital and analog beamformers (B0,ψ0)
with the highest value of the radar utility are selected;

3 Set t = 0;
4 while the value difference of the radar utility

δt − δt−1 ≥ ε do
5 Update t = t+ 1;
6 Calculate ψt by solving problem (P5) given Bt−1

and ψt−1 as initial values;
7 Calculate Bt by solving problem (P4) given ψt;
8 Compute radar utility δt given ψt and Bt;
9 end

10 Set B∗ = Bt and ψ∗ = ψt;

C. Overall Algorithm

In this subsection, the complete holographic beamforming
optimization algorithm is proposed based on the algorithms
introduced in the last two subsections. The proposed algorithm
consists of the following steps. First, we randomly select
Nf analog beamforming vectors denoted by set {ψ}. Next,
for each vector ψ in {ψ}, we solve problem (P4) and
obtain the corresponding digital beamformer B. Let (B0,ψ0)
denote the pair of beamformers with the highest value of
the radar utility. Subsequently, the beamformers (B0,ψ0) are
optimized iteratively. At the t-th iteration, specifically, we
solve problem (P5) and obtain ψt given the digital beamformer
Bt−1. In the meantime, ψt−1 is also optimized using the AO
method. The values of the radar utility are calculated using
ψ′ and the optimized ψt−1, and the utility with a higher
value is set to ψt. Then, subproblem (P4) is solved again
to obtain Bt given the optimized analog beamformer ψt. Let
δt denote the value of the radar utility that is computed by
using the digital beamformer Bt and analog beamformer ψt.
The algorithm ends when the difference between the radar
utility functions of two consecutive iterations is less than ε,
i.e., δt−δt−1 < ε. In this way, we can assure that the value of
the radar utility is increased by at least ε in each iteration. The
complete holographic beamforming optimization algorithm is
summarized in Algorithm 2.

VI. PERFORMANCE ANALYSIS

In this section, we first investigate the beampattern gain
offered by the holographic beamforming in Subsection VI-A.
Then, the convergence and complexity of the proposed holo-
graphic beamforming optimization algorithm are discussed
in Subsection VI-B. Finally, the cost effectiveness of the
proposed scheme is analyzed in Subsection VI-C.
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A. Beampattern Gain Analysis

In this subsection, we analyze the maximum beampattern
gain of the RHS, which represents the ability of an antenna
to concentrate the transmit power in a given direction [41].
As far as the holographic beamforming is concerned, we
cannot derive a closed-form expression for the optimal digital
and analog beamformer vectors with maximum beampattern
gain towards the direction of the target under the sum-power
constraint since the holographic beamforming optimization
problem is an integer program. As an alternative, a lower
bound for the maximum beampattern gain under of the sum-
power constraint is provided by the following proposition.

Proposition 3: Consider an RHS with a sufficiently large
number of metamaterial elements, a lower bound for the
maximum beampattern gain at a given direction under the
sum-power constraint can be approximated by:

PL ≈
PMM

6
. (39)

Proof: See Appendix C.
Based on Proposition 3, we can compare the beamforming

capabilities between an RHS and a traditional HAD-based
MIMO array with the same size. The maximum beampattern
gain of a HAD-based MIMO array towards a given direction
under the sum-power constraint is given by [42]:

PA = MAPM , (40)

where MA denotes the number of antennas in the MIMO
array. Thus, when M is sufficiently large, the ratio between the
maximum beampattern gain, PR, of an RHS and the maximum
beampattern gain of a MIMO array of the same size can be
expressed as:

ι =
PR
PA
≥ PL
PA
≈ M

6MA
. (41)

From (41) we evince that ι > 1 if M/MA > 6. This implies
that an RHS outperforms a traditional MIMO array of the same
size in terms of beamforming gain when M is sufficiently
large. Since the element spacing in an MIMO array is typically
half of the wavelength, and the element spacing in an RHS
is on the order of λ/10 [23], the number of elements in
an RHS can be 25 times larger than that in a MIMO array,
which indicates that the beamforming gain can be significantly
increased by using an RHS.

B. Convergence and Complexity

1) Convergence: In the following proposition, we provide a
lower bound and an upper bound for the radar utility function.

Proposition 4: The radar utility function δ is lower and
upper bounded as

−ρMPM ≤ δ ≤MPM . (42)

Proof: See Appendix D.
Since the radar utility is within the range [−ρMPM ,MPM ],

and the radar utility is increased by at least ε in each iteration
of the holographic beamforming optimization algorithm, the

maximum number of iterations is d(1 + ρ)MPM/εe, which
indicates that the algorithm is guaranteed to converge8.

2) Complexity: At the beginning of the holographic beam-
forming optimization algorithm, (P4) is solved for Nf
times by using the SDR method whose complexity is
O(K4.5 log(1/ζ)) [40], where ζ is the solution accuracy of
the interior-point algorithm. Thus, the complexity of this step
is O(NfK

4.5 log(1/ζ)).
Then, the beamformers B and ψ are optimized in an

iterative manner. In each iteration, problem (P5) is first utilized
to optimize ψ with the aid of the SDR and AO methods.
The complexity of the SDR method for solving problem (P5)
is O(M4.5 log(1/ζ)). As for the AO method, the maximum
number of iterations is d(1+ρ)MPM/εe. Since the complexity
of each iteration is O(M2), the complexity of the AO method
is O(M3). Finally, problem (P4) is solved, whose complexity
is O(K4.5 log(1/ζ)). Thus, the complexity of each iteration
of the holographic beamforming optimization algorithm is
O((K4.5 +M4.5) log(1/ζ)).

Based on (42), the maximum number of iterations of
the holographic beamforming optimization algorithm is (1 +
ρ)MPM/ε. Thus, the overall complexity is O(((Nf +
M)K4.5 +M5.5) log(1/ζ)).

C. Cost-Effectiveness Analysis
In this subsection, we analyze the cost-effectiveness of the

proposed ISAC scheme. The cost-effectiveness is defined as
the cost saving of using an RHS instead of using a traditional
HAD-based MIMO array. For fairness, we assume that both
systems have the same radar utility function δ. We utilize the
following efficiency metric [43]:

η(δ) = 1− αr(δ)/αa(δ), (43)
where αr(δ) is the cost of the RHS to obtain the radar utility
δ, and αa(δ) is the cost of the HAD-based MIMO array to
obtain the same utility δ. From (43) we obtain that η(δ) > 0
when the cost of the RHS is lower than the cost of the HAD-
based MIMO array. Also, a larger value of η(δ) indicates a
greater cost saving when using the RHS.

Let us assume that the hardware cost of each metamaterial
element is ν. Then, the cost of an RHS is αr(δ) = νM+χK,
where χ is the cost of one RF chain. Similarly, the hardware
cost of a HAD-based MIMO array is αa(δ) = βνMA + χK,
where β denotes the ratio of the cost of one antenna in
the HAD-based MIMO array to the cost of a metamaterial
element.

For simplicity, we consider the case study of a beampattern
with one main lobe and ignore the SINR constraints. For a
MIMO array, thus, we have δ = PA = MAPM , and its cost
is given by:

αa(δ) =
βνδ

PM
+ χK. (44)

8The solution of the algorithm is also guaranteed to converge. This is
because, in each iteration, we obtain a unique solution and the corresponding
value of the objective function. Let (Bt,ψt) and δt denote the solution and
the value of the radar utility function in the t-th iteration. Since we have proved
the convergence of the radar utility function, without loss of generality, we
assume that the radar utility converges to δt′ . This indicates that the algorithm
terminates in the t′-th iteration, and the solution converges to (Bt

′
,ψt
′
).
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TABLE I
MAIN SIMULATION PARAMETERS

Parameters Values

Center of the RHS rr (0, 0, 0)

Number of metamaterial elements M 36 ∼ 144

Number of quantization bits Nb 3

Number of phase shifts Cs 8

Inter-distance between metamaterial elements ds λ/6

Inter-distance between MIMO antennas dm λ/2

Refractive index of the waveguide substrate nr
√

3

Number of feeds K 4 ∼ 6

Maximum transmit power of the RHS PM 1W
Number of communication users L 2 ∼ 4

SINR threshold Γl 4 ∼ 12dB
Variance of the noise σ2 0.01

As for holographic beamforming, based on Proposition 3,
when M is sufficiently large, a lower bound for the RHS cost
is given by:

αr(δ) ≤
6νδ

PM
+ χK. (45)

According to (44) and (45), the cost-effectiveness can be
approximated as follows:

η(δ) ≥ 1− 6νδ + PMχK

βνδ + PMχK
. (46)

If β > 6, we evince from (46) that η(δ) is guaranteed to
be greater than 0 for any δ, which provides the condition
under which an RHS is more cost-effective than a HAD-
based MIMO array. It is worth noting that the antennas in
a HAD-based MIMO array usually require many expensive
components, such as phase shifters and power amplifiers for
beam steering. In practice, therefore, it is expected that the cost
ratio is much greater than 6 [24], which shows the potential
cost-effectiveness of using holographic beamforming.

VII. SIMULATION RESULTS

In this section, numerical results illustrating the performance
of the proposed ISAC scheme are presented. We assume that
the RHS is located in the plane x = 0, and that the center
of the RHS is at the origin. The inter-distance between the
metamaterial elements is λ/6 [23], where λ is the wavelength
in free space. The RHS comprises 4 ∼ 6 feeds, and each of
them is connected to an RF chain. The maximum transmit
power of the RHS is 1W. The refractive index of the substrate
in the parallel-plate waveguide is

√
3, and thus the absolute

value of the propagation vector is |kkm| =
√

3|kf (θ, φ)| =
2π
√

3f/vc, where f is the carrier frequency of the transmitted
signal, and vc is the speed of light. The number of users is
L = 2, 3, 4, and the SINR threshold Γl varies from 4dB to
12dB. The communication channels between the RHS and the
users are Rayleigh distributed, i.e., the channel hl,m follows
a standard complex Gaussian distribution with mean 0 and
variance 1. The variance of the noise is σ2 = 0.01. The main
parameters of the simulation setup are listed in Table I.

A. Holographic Beamforming Performance

Fig. 4 illustrates the normalized beampattern of the RHS
with three main lobes. The normalized beampattern is defined
as

Pn(θ, φ) =
P (θ, φ)

PG
, (47)

where PG is the maximum beampattern gain. The beampat-
tern is obtained by setting 3 directions of interest (π/4, 0),
(π/4, π), and (π/4, 3π/2). The RHS comprises M = 12×12
elements and 5 feeds. The parameters γld and γud are set equal
to 0.9 and 1.1, respectively, to control the beampattern gains
towards different directions. The number of users is L = 2,
and the SINR threshold is Γ = 4dB. We observe that the main
lobes point towards the target directions, and the levels of the
side lobes are relatively low compared with those of the main
lobes. This indicates that the RHS is able to simultaneously
steer the beams towards the directions of interest for sensing
and to serve communication users.

Fig. 5 shows the SINR of the users γl in different simulation
rounds when the number of users is I = 2. The SINR threshold
for all the users is 8dB. We see that the SINRs of all the
users are equal to or higher than the 8dB threshold in different
simulation rounds, which means that the SINR threshold is
successfully achieved for all the users by using holographic
beamforming.

B. Comparison with the HAD-based MIMO Scheme

Fig. 6 shows the maximum beampattern gain PG versus
the edge length of the antenna aperture la. For comparison,
we illustrate the maximum beampattern gains obtained by
the lower bound provided in Proposition 3 and that obtained
by a HAD-based MIMO array using (40). We observe that
the maximum beampattern gain PG increases with the edge
length of the antenna aperture for different schemes. Besides,
we can observe that the maximum beampattern gain obtained
by the proposed scheme is higher than that obtained by the
lower bound, which is in accordance with the analysis in
Subsection VI-A. In addition, compared with the MIMO based
scheme, the maximum beampattern gains obtained by the RHS
based schemes with the same antenna aperture are increased by
at least 50%, which shows the superiority of the holographic
beamforming in enhancing the maximum beamforming gain.

Fig. 7 illustrates the cost-effectiveness η of the proposed
scheme with respect to a HAD-based MIMO scheme as a
function of the radar utility δ for different values of cost ratio
β when ρ = 0.8. As discussed in Section VI-C, the cost-
effectiveness quantifies the cost saving of using the proposed
scheme in lieu of a HAD-based MIMO scheme with the same
radar utility. A positive value of cost-effectiveness implies that
the cost of the RHS is smaller than that of the MIMO array,
and a larger value of the cost-effectiveness implies that a larger
cost saving in favor of the RHS. We observe that, for different
values of the cost ratio β, the cost-effectiveness is alway
greater than 0. Besides, we note that the cost-effectiveness
η increases with the radar utility δ, which indicates that larger
cost savings can be obtained with the proposed scheme when
more stringent performance requirements are imposed.
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Fig. 7. Cost-effectiveness η of the proposed scheme over the HAD-based
scheme versus the radar utility δ for different values of cost ratio β.

Fig. 8 shows the average beampattern gain P̄ towards the
desired directions and the root mean square cross-correlation
RMSC as a function of the weighting factor ρ for the
proposed scheme and the HAD-based MIMO scheme. When
ρ = 0, which indicates that the cross-correlation RMSC is not
taken into account in the objective function, we observe that
the value of cross-correlation RMSC is close to the average
beampattern gain Pd, which implies that the transmit signals
in the the target directions are highly correlated. When the
weighting factor ρ increases, we observe that both the average
beampattern gain P̄ and the root mean square cross-correlation
RMSC decrease, and that RMSC becomes close to 0 for
both the proposed and MIMO based scheme when ρ ≥ 0.8.
This indicates that by setting a large value of ρ, the signals
emitted in different target directions are uncorrelated and allow
one to accurately discriminate targets in different directions. In
addition, when ρ ≥ 0.8, the average beampattern obtained by
the proposed scheme is higher than that obtained by the MIMO
based scheme, which shows that compared with the MIMO
based scheme, the proposed scheme can emit uncoorelated
signals with higher beampattern gain.

To compare the detection probabilities of the proposed and

HAD-based MIMO schemes, the generalized likelihood ratio
test (GLRT) is performed, which is widely used for target
detection [44], [45]. We assume that there are two directions
of interest (π/4, 0) and (π/4, π). Thus, the possible detection
results can be represented by four hypotheses, which are
expressed as
H0 :no target exists,
H1 :a target exists in direction (π/4, 0),
H2 :a target exists in direction (π/4, π),
H3 : two target exists in (π/4, 0) and (π/4, π), respectively.

In the simulation setting, we set a target with reflection
coefficient 0.02 in direction (π/4, 0), which means that the
correct hypothesis is H1. The false alarm probability of the
GLRT test is set as 0.0001.

Fig. 9 shows the detection probability pd = p(H1|H1)
of the proposed and the HAD-based MIMO schemes versus
the weighting factor ρ when the edge length of the antenna
aperture la = 1.5λ. We observe that the detection probabilities
of the two schemes increase with the weighting factor when
ρ < 0.8 and remain constant when ρ ≥ 0.8. This is because
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Fig. 10. Running time tr versus the edge length of the antenna aperture la.

the cross-correlation of the transmitted signals in the two
directions, i.e., the RMSC, is inversely proportional to ρ when
ρ < 0.8, leading to a better accuracy of the identification of
the targets towards different directions when ρ increases. In
addition, the detection probability of the proposed scheme is
higher than that of the MIMO based scheme when ρ = 1,
which validates the effectiveness of the proposed scheme.

Fig. 10 depicts the running time tr of the proposed and
HAD-based MIMO schemes versus the edge length of the
antenna aperture la. The running time is obtained using a com-
puter equipped with an Intel Core i7-7700 CPU and Matlab
2019b. We observe that the running time of the two schemes
increases with the edge length of the antenna aperture, and
the proposed scheme requires a longer running time than the
HAD-based MIMO scheme given the same antenna aperture.
This is because the radiation amplitudes of numerous elements
need to be optimized in the proposed scheme, while the phase
shifts of a smaller number of phase shifters are optimized in
an HAD-based MIMO array with the same antenna aperture.

C. Impact of the RHS on the System Performance

Fig. 11 depicts the radar utility δ as a function of the SINR
threshold Γ for a different number of feeds K in the RHS
when ρ = 0.8. We observe that the radar utility δ decreases
when the SINR threshold Γ increases, which implies that the
sensing performance is reduced in order to provide higher
communication rates to the users. Besides, the radar utility
δ increases with the number of feeds while keeping the SINR
threshold fixed. This is because a larger number of RHS feeds
provides more degrees of freedom for digital beamforming,
which positively contributes to the radar and communication
performance.

Fig. 12 shows the radar utility δ as a function of the number
of users L for a different size of the RHS when the SINR
threshold is Γ = 4dB. We observe that δ decreases when
the number of users L increases. However, we observe that δ
increases with the size of the RHS. This demonstrates that, by
increasing the RHS size, the proposed system is able to support
more users and to synthesize beams with a larger radar utility,
which is beneficial for ISAC systems.

Fig. 13 shows the radar utility δ versus the number of
elements M for a different number of feeds K in the RHS.
We observe that the radar utility increases with the number
of elements M and the number of feeds K. This indicates
that, to obtain a given radar utility, we can use an RHS with
more elements and fewer feeds or vice versa. Besides, Fig. 14
presents the radar utility δ versus the number of elements M
for a different number of quantization bits Nb. We see that
the radar utility increases with the number of elements M
and the number of quantization bits Nb. This is because the
radiation amplitudes of each RHS element can be tuned with
a finer resolution by increasing Nb, which promotes the beam-
steering capabilities of the RHS.

VIII. CONCLUSION

In this paper, we have considered an RHS-aided ISAC
system where the MIMO array employed in traditional ISAC
systems is replaced by an RHS to perform holographic
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Fig. 11. Radar utility δ versus the SINR threshold Γ for a different number
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beamforming for radar and communication functionalities.
We have formulated a holographic integrated sensing and
communication optimization problem for improving the radar
performance subject to specified SINR requirements for the
communication users. To efficiently solve the formulated prob-
lem, we have proposed a holographic beamforming algorithm
that optimizes the digital beamformer at the BS and the analog
beamformer at the RHS in an iterative manner. We have
provided a lower bound for the maximum beampattern gain of
a large-scale RHS through theoretical analysis. Specifically, we
have proved that a higher maximum beampattern gain can be
obtained using an RHS with a compact deployment of meta-
material elements compared with that obtained by a MIMO
array. Simulation results have shown that: 1) the maximum
beamforming gain of an RHS can be at least 50% larger than
that of a traditional HAD-based MIMO array with the same
size; 2) the cost of the proposed scheme is smaller than that
of the HAD-based MIMO scheme with the same performance,
and more cost can be saved by using holographic beamforming
when a higher performance requirement is imposed; and 3)
the radar and communication performance can be enhanced

by increasing the number of feeds or the size of the RHS.

APPENDIX A
PROOF OF PROPOSITION 1

To show that the matrices R,R1, · · · ,RL obtained by
using (29) and (30) are a solution of (P4), we need to prove
that the matrices R,R1, · · · ,RL satisfy all the constraints of
problem (P4).

First, since R = R̄ and the constraints (24b), (24c), (24e),
and (24h) are only determined by R, these constraints are
satisfied. Besides, according to (30), we have

hT
lΨQRlQ

HΨHh∗l =
hT
lΨQR̄lQ

HΨHh∗l h
T
lΨQR̄

H
l Q

HΨHh∗l
hT
lΨQR̄lQHΨHh∗l

= hT
lΨQR̄lQ

HΨHh∗l , (47)

which means that the SINR constraint (24d) is fulfilled as well.
In addition, based on (30), the rank of Rl is

rank(Rl) ≤ min(rank(R̄), rank(Q), rank(Ψ), rank(hl)) = 1.
(48)

Since Rl is not a zero matrix, we have rank(Rl) ≥ 1, and
thus rank(Rl) = 1.



13

As for constraint (24f), we have

vHRlv =
vHR̄lQ

HΨHh∗l h
T
l ΨQR̄

H
l v

hT
l ΨQR̄lQHΨHh∗l

=
|hT
l ΨQR̄

H
l v|2

hT
l ΨQR̄lQHΨHh∗l

(49)

where v is an arbitrary vector in the set CK×1. Since
|hT
l ΨQR̄

H
l v|2 ≥ 0 and hT

l ΨQR̄lQ
HΨHh∗l > 0, we have

Rl � 0.
Finally, the verification of constraint (24i) is similar to that

in [13], which is omitted for brevity. Therefore, the proof of
Proposition 1 is completed.

APPENDIX B
PROOF OF PROPOSITION 2

The beampattern gain evaluated at the direction (θ, φ) can
be expressed as

P (θ, φ) = aT(θ, φ)ΨQRQHΨHa∗(θ, φ)

= tr(ΨQRQHΨa∗(θ, φ)aT(θ, φ))

= ψ(QRQH ◦ (a∗(θ, φ)aT(θ, φ))T)ψT

= ψU ′(θ, φ)ψT, (50)

where

U ′(θ, φ) = QRQH ◦ (a∗(θ, φ)aT(θ, φ))T. (51)

Thus, the first term of the objective function (23a) can be
expressed as
D∑
d=1

P (θd, φd) =

D∑
d=1

ψU ′(θd, φd)ψ
T = ψU1ψ

T = tr(U1Ξ),

(52)

where U1 =
∑D
d=1U

′(θd, φd) and Ξ = ψTψ.
Also, the second term of the objective function (23a) can

be written as

RMSC

=

√√√√ 2

D(D−1)

D−1∑
d=1

D∑
d′=d+1

|aT(θd, φd)ΨQRQHΨHa∗(θd′ , φd′)|2

=

√√√√ 2

D(D−1)

D−1∑
d=1

D∑
d′=d+1

|ψ(QRQH◦(a∗(θd′ ,φd′)aT(θd,φd))T)ψT|2

=

√√√√ 2

D(D − 1)

D−1∑
d=1

D∑
d′=d+1

|tr(Ud,d′Ξ)|2

=

√√√√ 2

D(D − 1)

D−1∑
d=1

D∑
d′=d+1

∣∣∣vecT(UT
d,d′)vec(Ξ))

∣∣∣2
=
√

vecT(Ξ)U2vec(Ξ), (53)

where

Ud,d′= QRQH ◦ (a∗(θd′ , φd′)a
T(θd, φd))

T, (54)

U2 =
2

D(D − 1)

D−1∑
d=1

D∑
d′=d+1

vec∗(UT
d,d′)vecT(UT

d,d′). (55)

As for the SINR constraint (31d), it can be written as

γl≥ Γl

ψ(QRlQ
H ◦ (HH

l Hl)
T)ψT

ψ(QRQH◦(HH
l Hl)T)ψT−ψ(QRlQH◦(HH

l Hl)T)ψT+σ2
≥ Γl

tr
(((

1

Γl
+ 1

)
Vl − V R

l

)
Ξ

)
≥ σ2,

(56)

where

Vl = QRlQ
H ◦ (HH

l Hl)
T, (57)

V R
l = QRQH ◦ (HH

l Hl)
T. (58)

Therefore, the proof of Proposition 2 is completed.

APPENDIX C
PROOF OF PROPOSITION 3

To obtain a lower bound for the maximum beampattern
gain, we consider the case where the number of feeds is 1,
and the analog beamformer at the RHS is derived using the
holographic method proposed in [23]. The holographic method
provides a closed-form expression to calculate the analog
beamforming vector given the direction of the main lobe when
the number of quantization bits is Nb → ∞. Assume that
the feed is located at the origin, and the spacing between the
nearby elements is ds. To generate a beampattern with a main
lobe towards the direction θ0, the radiated amplitude of the
m-th element, based on the method proposed in [23], is

ψm =
1

2
+

1

2
cos(k1

m(rem − rf1 ) + kf (θ0)rem)

=
1

2
+

1

4

(
ej

2π
λ

(m−1)ds(ns+sinθ0) + e−j
2π
λ

(m−1)ds(ns+sinθ0)
)
,

(59)

where k1m is the propagation vector of the reference wave
emitted from the 1-st feed to the m-th element, rem is the
location of the m-th element, and kf (θ0) is the propagation
vector in free space with direction θ0.

Assume that the signal emitted by the feed is x1, and the
reference signal at the location of the m-th element is:

xrm = x1exp
(
−j 2πns

λ
(m− 1)ds

)
, (60)

where ns is the refractive index of the substrate, and λ is
the wavelength of the reference wave in free space. Also,
the steering vector of the metamaterial elements towards the
direction θ can be expressed as:

aT(θ) =

(
1, · · · , exp

(
−j 2π

λ
(m− 1)dssinθ

)
, · · · ,

exp
(
−j 2π

λ
(M − 1)dssinθ

))
. (61)

Based on (59), (60), and (61), the signal towards the
direction θ is

z(θ) =

M∑
m=1

am(θ)ψmx
r
m
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=
x1
2

M∑
m=1

e−j
2π
λ

(m−1)ds(ns+sinθ)+
x1
4

M∑
m=1

e−j
2π
λ

(m−1)ds(sinθ−sinθ0)

+
x1
4

M∑
m=1

e−j
2π
λ

(m−1)ds(2ns+sinθ+sinθ0)

=
x1
2
·

sinM
2
f1(θ)

sin 1
2
f1(θ)

ej
M−1

2
f1(θ)+

x1
4
·

sinM
2
f2(θ, θ0)

sin 1
2
f2(θ, θ0)

ej
M−1

2
f2(θ,θ0)

+
x1
4
·

sinM
2
f3(θ, θ0)

sin 1
2
f3(θ, θ0)

ej
M−1

2
f3(θ,θ0), (62)

where f1(θ) = 2π
λ ds(ns + sinθ), f2(θ, θ0) = 2π

λ ds(sinθ −
sinθ0), and f3(θ, θ0) = 2π

λ ds(2ns + sinθ + sinθ0). If θ = θ0
and ns > 1, we have f2(θ, θ0) = 0, while f1(θ), f3(θ, θ0) 6= 0.
Consequently, we have:

lim
M→∞

∣∣∣∣∣x12 · sinM2 f1(θ)

sin 1
2f1(θ)

ej
M−1

2 f1(θ)

∣∣∣∣∣ = O(M), (63)

lim
M→∞

∣∣∣∣∣x14 · sinM2 f2(θ0, θ0)

sin 1
2f2(θ0, θ0)

ej
M−1

2 f2(θ0,θ0)

∣∣∣∣∣ =
x1M

4
, (64)

lim
M→∞

∣∣∣∣∣x14 · sinM2 f3(θ0, θ0)

sin 1
2f3(θ0, θ0)

ej
M−1

2 f3(θ0,θ0)

∣∣∣∣∣ = O(M), (65)

which implies limM→∞ |z(θ0)| = x1M/4.
Besides, the total power transmitted by the RHS can be

expressed as:

PT =

M∑
m=1

(am(θ)ψmx
r
m) · (am(θ)ψmx

r
m)∗

=
x21
16

M∑
m=1

(
2+ej

2π
λ

(m−1)ds(ns+sinθ0)+e−j
2π
λ

(m−1)ds(ns+sinθ0)
)2

(66)

Similar to the proof of limM→∞ |z(θ0)| = x1M/4, we
have:

lim
M→∞

PT =
3x21M

8
. (67)

To satisfy the sum-power constraint, the total transmit power
PT needs to be PM , leading to |x1| =

√
8PM
3M . Thus, the

beampattern gain can be expressed as:

lim
M→∞

PR(θ) = lim
M→∞

|z(θ0)|2 =
PMM

6
. (68)

Therefore, the proof of Proposition 3 is completed.

APPENDIX D
PROOF OF PROPOSITION 4

According to (17), we have:

P (θ, φ) = (aT(θ, φ)ΨQB)(aT(θ, φ)ΨQB)H ≥ 0. (69)

Moreover, based on the sum-power constraint (21d), we
have:

tr
(
ΨQBBHQHΨH) = tr(Y Y H) =

M∑
i=1

M∑
j=1

|yi,j |2 = PM ,

(70)

where Y = ΨQB. This indicates that |yi,j | ≤
√
PM ,∀i, j.

Thus, we have:

P (θ, φ) =

M∑
j=1

(
M∑
i=1

ai(θ, φ)yi,j

)2

< M

M∑
j=1

M∑
i=1

(ai(θ, φ)yi,j)
2

< MNPM . (71)

As for the first term in the objective function (21a), we have:

0 ≤ 1

D

D∑
d=1

P (θd, φd) ≤MPM . (72)

As for the cross-correlation between the directions (θ, φ)
and (θ′, φ′), we have:

|P c(θ, φ, θ′, φ′)| ≥ 0 (73)

|P c(θ, φ, θ′, φ′)| ≤ max{P (θ, φ), P (θ′, φ′)} ≤MPM . (74)

Thus, the second term of the objective function (21a)
satisfies:

0 ≤ ρRMSC ≤ ρMPM . (75)

Based on (72) and (75), the lower and upper bounds of the
objective function (21a) are:

−ρMPM ≤
1

D

D∑
d=1

P (θd, φd)− ρRMSC ≤MPM . (76)

Therefore, the proof of Proposition 4 is completed.
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