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ABSTRACT

DDX5 and DDX17 are DEAD-box RNA helicase paralogs which regulate several aspects of gene expression, especially transcription and splicing, through incompletely understood mechanisms. A transcriptome analysis of DDX5/DDX17-depleted human cells confirmed the large impact of these RNA helicases on splicing and revealed a widespread deregulation of 3′ end processing. In silico analyses and experiments in cultured cells showed the binding and functional contribution of the genome organizing factor CTCF to chromatin sites at or near a subset of DDX5/DDX17-dependent exons that are characterized by a high GC content and a high density of RNA Polymerase II. We propose the existence of an RNA helicase-dependent relationship between CTCF and the dynamics of transcription across DNA and/or RNA structured regions, that contributes to the processing of internal and terminal exons. Moreover, local DDX5/DDX17-dependent chromatin loops spatially connect RNA helicase-regulated exons with their cognate promoter, and we provide the first direct evidence that de novo gene looping modifies alternative splicing and polyadenylation. Overall our findings uncover the impact of DDX5/DDX17-dependent chromatin folding on pre-messenger RNA processing.

INTRODUCTION

Eukaryotic transcription by RNA polymerase II (RNAPII) produces pre-messenger RNA (pre-mRNA) that undergo different processing steps, including 5′ capping, splicing and 3′ end cleavage and polyadenylation. These steps mostly take place as the nascent transcript is still associated with the RNAPII complex, although a fraction of introns can be removed post-translationally (1). This crosstalk between transcription and RNA processing involves many factors and works in both ways (reviewed in (2–4)).

For example, alternative splicing is affected by variations in the RNAPII elongation speed (5–11) and conversely, splicing increases transcription efficiency and was associated, albeit not systematically, with RNAPII pausing (12–20). The modulation of elongation rate was initially proposed to give a ‘window of opportunity’ for the recognition of some exons (7,21), but more recent evidence has shown that a simple kinetic model cannot explain all the alternative splicing changes. In fact, both fast and slow RNAPII have a mixture of positive and negative effects on exon inclusion (8,22). Other factors such as the folding of the nascent RNA or the structure and organization of chromatin also modulate the crosstalk between transcription and splice site selection (23,24).

Similarly, 3′ end processing of RNAPII transcripts is directly linked to transcription termination (25), and it has also been shown to stimulate transcription initiation (26). Extensive interactions have been described between promoter-associated factors and cleavage/polyadenylation or termination factors (reviewed in (2)). These physical contacts between factors that associate to both distal ends of genes can result in a modification of gene architecture to form so-called gene loops. Gene looping is a widely
described phenomenon in yeast, it is transcription-dependent and involves various factors (4,27–31). Only a handful of gene loops has been demonstrated so far in the human genome, but a common picture that has emerged from those studies is the highly dynamic nature of this phenomenon, as gene loops form or disappear in relation with gene transcription activation or repression (32–36).

Gene looping has been proposed to promote transcription memory and promoter directionality (37–39), as reviewed recently (40). It has also a role in delimitating the 3′ end of transcription units, in ensuring termination, and in the regulation of alternative polyadenylation in yeast (28,34,41). In mammals, gene loops have been associated to the binding of the CCCTC-binding factor, CTCF (32,33), which plays important roles in 3D genome organization, together with the Cohesin complex (42–44). CTCF is mostly known to regulate transcription activation and repression via enhancer/promoter looping or insulation, but it has also been shown to regulate alternative splicing (45–49) and alternative polyadenylation (50).

In a recent study, CTCF-dependent chromatin looping was proposed to promote the usage of the polyadenylation site (PAS) that is located upstream of the CTCF binding site (50). Early evidence about the role of CTCF in alternative splicing also pointed out a similar position-dependent effect of CTCF relative to the targeted exon (45), and a correlation was established between the existence of CTCF/Cohesin-dependent chromatin loops joining alternative exons to their related promoter and the inclusion or skipping of those exons (51–54). However, whether chromatin looping impacts or not alternative splicing at the RNA level remains to be demonstrated.

DDX5 and its closely related paralog DDX17 belong to the large family of evolutionarily conserved DEAD-box ATP-dependent RNA helicases (55). These two proteins have largely redundant functions in various aspects of RNA metabolism, including pre-mRNA and microRNA processing (56). Previous work, from our lab and others, has shown that DDX5 and DDX17 control the inclusion of a large number of exons by modulating the folding of their target transcripts, thanks to their helicase activity, and by modulating the binding of splicing regulators to RNA (57–63). Recently, a new function of DDX5 and DDX17 in transcription termination has been reported, but the exact mechanism by which they do so is still uncertain (64,65). Both factors are thought to resolve R-loops downstream of the PAS, thereby promoting RNAPII release. However, the budding yeast DDX5 ortholog, Dbp2, also regulates transcription via enhancer/promoter looping or insulation, but it has also been shown to regulate alternative splicing (45–49) and alternative polyadenylation (50).

MATERIALS AND METHODS

Cell culture and transfections

Human SH-SY5Y neuroblastoma cells (ECACC) were grown and transfected essentially as described previously (62). For standard DDX5/DDX17 silencing experiments, 20 nM of siRNA was used and cells were harvested 48h later. For double knock-down experiments (DDX5/DDX17 + CTCF), we used a total of 50 nM siRNA (20 nM siDDX5/DDX17 + 30 nM siCTCF) and cells were harvested 36 h later, as CTCF depletion induced more cell lethality. SiCtrl: CGUACGCG-GAAUACUUCGA[dT][dT]; siDDX5/DDX17: GGCUA-GAGUGGAAAGUGU[dT][dT]; the siCTCF was an equimolar mixture of two different siRNAs (GAUAAGAC-CUUCGCGAGA[dT][dT] and AGAGGAGUCUUC-GUCUAGAGCG[dT][dT]).

For treatment with transcription inhibitors (purchased from Merck-Millipore), SH-SY5Y cells were plated in 6-well-plates to reach 70% confluency, and then treated for 6 h with 300 nM Flavopiridol, 50 or 100 µM 5,6-dichlorobenzimidazole 1-β-D-ribofuranoside (DRB) or Dimethylsulfoxide as a control, prior to RNA extraction.

To generate the SH3TC1-ΔCTCF stable cell line, we cloned the sequences corresponding to the two RNA guides into the BsmBI site of the CRIZI plasmid (provided by Philippe Mangeot, CIRI, Lyon). SH-SY5Y cells were then transfected with 1 µg of xCas9 3.7 plasmid (Addgene #108379) and 1 µg of gRNA-containing plasmid (500 ng of each guide) using jetPRIME (PolyPlus Transfection). The next day, cells were placed under selection pressure for 5 days in the presence of 400 µg/ml G418 (Sigma-Aldrich G8168). After 2 weeks of cell growth, isolated colonies were selected, amplified, individually screened by PCR to check out the presence of the deletion, and finally sequenced to confirm the modification.

CLOud9

The CLOud9 design was adapted from the original study (71) with the following modifications. The HEK-CLOud9
cell line was generated to stably express *Staphylococcus pyogenes* (SP) and *S. aureus* nuclease (SA) deficient Cas9, respectively fused to the dimerizable PLY1 and ABI1 domains, but devoid of their guide RNA (gRNA) scaffold sequence. The U6 promoters and gRNA scaffold sequences were deleted from both parental plasmids EF1a-dCas9-PLY1-P2A-Hygro and dCas9-ABI1-P2A-Puro lentiviral cloning vectors (System Biosciences SBI, obtained from Dr Kevin C. Wang, Stanford University School of Medicine). The resulting lentiviral constructs were used to infect parental HEK293 cells (ATCC) at a MOI of 1.5, followed by puromycin and hygromycin selection for a week. Genomic integration was confirmed by PCR and protein expression of dCas9 was validated by Western-blotting using HA/Flag antibodies (data not shown). U6 promoters and gRNA scaffold sequences specific for SA and SP dCas9 were respectively subcloned from the original dCas9-ABI1-P2A-Puro plasmid and from the PX459 plasmid (Addgene #62988) into pBluescript SK (−), between KpnI and EcoRI sites. This allowed to clone gRNA sequences into pBSK-SA (BsmBI site) and pBSK-SP (BbsI site). Sequences of gRNAs were the following: *FBLN1* promoter (AGAGACCCGAGGAAGTCACCG) and polyadenylation site (CAGTGAATGCTCACCTCCG), and *EYA3* promoter (CCGAAAACAGTGTGCACGAA) and exon 7 (TAAACCAACGGAAGTCACCG) and polyadenylation site (CAGTAG) (data not shown). Primers designed to obtain amplicons of about 350 bp, and they were first tested and validated on bacterial artificial chromosomes (BACs) containing the regions of interest (RP11-1000I21 and RP11-788J10, ThermoFisher). BACs were digested and ligated as described for genomic DNA, and serial DNA dilutions were used for qPCR using the SYBR® Premix Ex Taq (Tli RNaseH Plus) (Takara), in the following conditions: 30 s of denaturation at 95°C, followed by 45× (95°C for 10 s, 65°C for 20 s). We selected only primer couples that gave a linear amplification during the PCR reaction, a Ct value within a similar range, and whose melting curve did not reveal any non-specific product. PCR products were also analysed by agarose gel electrophoresis to verify their size and purity. Primers were next validated on 80 ng of 3C samples to determine the exponential amplification range and to define the number of cycles to use for quantitative analyses (36 cycles for *NCS1*, 34 cycles for *PRMT2*). Amplified 3C products were analysed by agarose gel electrophoresis and quantified in a GelDoc XR+ imager (Bio-Rad) using the Image Lab software. The amount of each 3C product was normalized to the loading control corresponding to a PCR product amplified between two restrictions sites (*GAPDH* for 3C-*PstI, *DDX17* for 3C-*SacI*). Note that for 3C analyses of *FBLN1* and *EYA3* genes, that were made only to validate the formation of the loop induced by CLOu9D, the validation of the primers was limited to the standard determination of the amplification range and purity of the amplicon. Therefore, the signal observed at a given 3C fragment cannot be directly compared to the signal of another fragment, and we chose to represent the results of Figure 6 as a histogram, and not as a line connecting the different fragments.

Chromosome conformation capture (3C)

Cells (15 × 10⁶ per assay) were fixed for 10 min with 1% formaldehyde (ThermoFisher). Cross-linking was stopped by addition of PBS–glucose for 5 min, cells were washed twice with PBS, harvested and incubated for 1 h on ice in lysis buffer (10 mM Tris pH 8.0, 100 mM NaCl, 2% NP-40 and protease inhibitor, Roche #1169748001). The cytospin was eliminated by centrifugation and nuclei were washed once in 1.25× digestion buffer (ThermoFisher #B64) and then resuspended in 250 μl of the same buffer. SDS was added to a final concentration of 0.8% and nuclei were mixed for 1 h at 37°C at 900 rpm in a Thermomixer® (Eppendorf) to permeabilize their membrane. Triton (final concentration 4%) was added together with another 250 μl of 1.25× digestion buffer to neutralize SDS, the mixture was incubated again for 1 h at 900 rpm at 37°C. Digestion was carried out by the successive addition of 3 × 20 μl of Fast-Digest SacI (for the *PRMT2* gene) or *PstI* (for the *NCS1* gene) enzyme (ThermoFisher), during a 24 h-long incubation at 37°C under mixing at 900 rpm. The overall efficiency of digestion was verified on a small aliquot by agarose gel electrophoresis. Digestion at specific restriction sites was also verified by qPCR using primers flanking the restriction site. This control showed that the digestion was homogene-
For co-immunoprecipitation, SH-SY5Y cells were harvested and gently lysed for 5 min on ice in a buffer containing 10 mM Tris-HCl pH 8.0, 140 mM NaCl, 1.5 mM MgCl$_2$, 10 mM EDTA, 0.5% NP40, completed with protease and phosphatase inhibitors (Roche #11697498001 and #5892970001), to isolate the nuclei from the cytoplasm. After centrifugation, the nuclei were lysed in the IP buffer (20 mM Tris-HCl pH 7.5, 150 mM NaCl, 2 mM EDTA, 1% NP40, 10% glycerol and protease/phosphatase inhibitors) for 30 min at 4°C under constant mixing. The nuclear lysate was centrifuged for 15 min to remove debris and soluble proteins were quantified by BCA (ThermoFisher). The lysate was pre-cleared with 30 μl of Dynabeads Protein G (ThermoFisher) for 30 min under rotary mixing, and then split in 1.5 mg aliquots of proteins for each assay. Each fraction received 5 μg of antibody and the incubation was left overnight at 4°C under rotation. The following antibodies were used for IP: rabbit anti-DDX17 (ProteinTech 19910-1-AP) or a control rabbit IgG (Santa Cruz). The next day, the different lysate/antibody mixtures were divided, treated or not with benzonase (Merck-Millipore) for 30 min at 37°C, and then incubated with 50 μl Dynabeads Protein G (ThermoFisher) blocked with bovine serum albumin, for 4 h at 4°C under rotation. Bead were then washed 5 times with IP buffer. Elution was performed by boiling for 5 min in SDS-PAGE loading buffer prior to analysis by western-blotting.

**RNA extraction and quantitative PCR analyses**

Total RNA were isolated using TriPure Isolation Reagent (Roche). For reverse transcription, 0.5–2 μg of purified RNAs were treated with Dnase I (ThermoFisher) and retrotranscribed using Maxima reverse transcriptase (ThermoFisher), as recommended by the supplier. Potential genomic DNA contamination was systematically verified by performing negative RT controls in absence of enzyme, and by including controls with water instead of cDNA in qPCR assays.

For qPCR analyses, the specificity and linear efficiency of all primers (sequences are in Supplementary Table S4) was first verified by establishing a standard expression curve with various amounts of human genomic DNA or cDNA. qPCR reactions were carried out on 0.625 ng cDNA using a LightCycler 480 System (Roche), with the SYBR® Premix Ex Taq (Tli RNaseH Plus) (Takara), under thermocycling conditions that were recommended by the manufacturer. Melting curves were controlled to rule out the existence of non-specific products. Relative DNA levels were calculated using the ΔΔCt method (using the average Ct obtained from technical duplicates or triplicates) and were normalized to the expression of GAPDH RNA.

**Detection of nascent transcripts and pull-down of specific mRNA**

The metabolic labelling and capture of newly synthesized transcripts was performed using the Click-it® Nascent RNA Capture Kit (ThermoFisher), as recommended by the manufacturer. Briefly, 0.2 mM 5-ethyluridine (EU) was added to the cell culture medium 48 h post-transfection and incubated for 2 h at 37°C to label nascent RNAs. Cells were harvested, RNAs were extracted and treated with DNase. EU-labelled-RNAs (1 μg) were biotinylated by incubation for 30 min at room temperature in a mix containing 1 × EU buffer, 2 mM CuSO$_4$, 0.5 mM biotin azide, 10 mM reaction buffer additive 1 and 12 mM reaction buffer additive 2. RNAs were ethanol-precipitated, resuspended in RNase free water and quantified with a NanoDrop 2000 (ThermoFisher). 200 ng of biotinylated-RNAs were denatured for 5 min at 70°C in 1× RNA binding buffer and RNase OUT Recombinant Ribonuclease Inhibitor, before being immobilized on Dynabeads MyOne Streptavidin T1 magnetic beads (15 μl of beads per condition) for 30 min at RT in a Thermomixer® (Eppendorf). Beads were washed as recommended and resuspended in 1 volume of wash buffer 2. Immobilized nascent RNAs were bound were reverse transcribed on the beads with the Maxima RT (ThermoFisher) and analysed as described above.

For the pull-down of specific mRNAs, Dynabeads MyOne Streptavidin T1 magnetic beads were washed 3 times with 10 volumes of binding buffer (10 mM Tris pH 7.5, 1 M NaCl, 0.5 mM EDTA, 0.05% Tween-20) and resuspended in 2 volumes of binding buffer. Biotinylated oligonucleotides (0.25 μM, an equimolar mix of 2 different oligonucleotides for each mRNA) were incubated with the beads for 30 min at room temperature on a Thermomixer® (Eppendorf). Oligonucleotide-associated beads were then washed 3 times with 10 volumes of binding buffer and resuspended in 1 volume of Wash buffer 1 (from the Click-it® Nascent RNA Capture Kit, ThermoFisher). 200 ng of RNAs were incubated with the beads for 30 min at room temperature on a Thermomixer®. Pulled-down RNA were recovered and analysed as described above.

**RNA-Seq**

Stranded RNA libraries were prepared after enrichment of polyA+ RNA. High throughput sequencing of 125 bp paired-end reads was carried out on an Illumina HiSeq 2500 platform (Geneviz), generating an average number of 45 millions of matched pairs of reads. Reads were mapped to the human reference genome (hg19) and the number of reads per gene was counted using HTSeq-Count (72), as detailed previously (62). Alternative splicing analyses were performed using the FaRLine pipeline (73), except intron retention that was analysed using rMATS (74). Significant splicing changes were selected if the difference in the percentage of splicing inclusion (PSI) between DDX5/DDX17-depleted cells and control cells was >10% with a P-value (corrected for multiple comparisons) <0.05.

The transcriptional read-through was computed from our RNA-seq analysis using previously generated stranded BAM files ($n = 3$). For each terminal exon from the FasterDB database (19 415 genes), we designed a 5 kb region downstream of the exon. When another gene was present within this window, the size was adjusted to fit with the intergenic distance. The region was then divided in successive 50 nt segments, in which the read coverage was computed using SAMTools (75). A segment was considered positive only when the average coverage was >2. The size of the...
read-through region was calculated by iterative extension of the segments, until it was interrupted by two consecutive negative segments. An average coverage and standard deviation was then computed. We performed the same coverage analysis on the last 500 nt of the exon (or the entire size of the terminal exon for smaller exons), which were also divided in 50-nt boxes starting from the 3' end of the gene. The percentage of read-through was then computed for each experimental condition as the ratio between the mean coverage in the downstream region to the mean coverage in the last exon. A visual inspection of the BAM files allowed to filter the data to remove unreliable candidates: we removed genes that displayed an average read-through coverage <20 in the siDDX5/17 condition, a maximum value of computed relative read-through <0.1% in any condition, a negative difference in read-through between the control and siDDX5/17 condition, a null coverage value in the terminal exon in any condition (more upstream termination), and weakly expressed genes (baseline < 100).

Chromatin immunoprecipitation

ChIP experiments were carried out as described previously (62), with some modifications in the composition of several buffers, as indicated below. Chromatin was precipitated with 5 µg of mouse anti-Pol II antibody (F-12, sc55492, Santa Cruz) or with 4 µg of rabbit anti-CTCF (AB_2614975, Active Motif), or equivalent amounts of their corresponding IgG Isotype control (ThermoFisher).

<table>
<thead>
<tr>
<th>Lysis buffer</th>
<th>Shearing buffer</th>
<th>Buffer D (dilution)</th>
<th>Low salt buffer (1 wash)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 mM HEPES pH 8.0</td>
<td>10 mM Tris pH 8.0</td>
<td>10 mM Tris pH 8.0</td>
<td>20 mM Tris pH 8.0</td>
</tr>
<tr>
<td>85 mM KCl</td>
<td>1 mM EDTA</td>
<td>150 mM NaCl</td>
<td>150 mM NaCl</td>
</tr>
<tr>
<td>0.5% NP40</td>
<td>0.1% SDS</td>
<td>1 mM EDTA</td>
<td>0.1% SDS</td>
</tr>
<tr>
<td>1% Triton X-100</td>
<td>1% SDS</td>
<td>1% Triton X-100</td>
<td>1% Triton X-100</td>
</tr>
<tr>
<td>0.01% SDS</td>
<td>2 mM EDTA</td>
<td>2 mM EDTA</td>
<td>2 mM EDTA</td>
</tr>
</tbody>
</table>

For each of the 3 replicates of calibrated RNAPII ChIP-seq, we pooled 4 independent IP, each of them performed on 40 µg of chromatin supplemented with 32 ng of Drosophila spike-in chromatin (Active Motif #53083), with 4 µg of mouse anti-Pol II F-12 antibody (F-12, sc55492, Santa Cruz) and 2 µg of spike-in antibody (Active Motif #61686). Libraries and sequencing was performed by the GenomEast platform. CHIP samples were purified using Agencourt AMPure XP beads (Beckman Coulter) and quantified with the Qubit (Invitrogen). CHIP-seq libraries were prepared from 10 ng of double-stranded purified DNA using the Microplex Library Preparation kit v2 (C05010014, Diagenode, Seraing, Belgium), according to manufacturer’s instructions. High throughput sequencing of 50 bp single-end reads was carried out on an Illumina HiSeq 4000 platform.

Analysis of calibrated RNAPII ChIP-seq data

The analysis of sequencing data was based on a previous protocol (76), details of the Nextflow (77) pipeline are available in the following GitHub repository: https://gitbio.ens-lyon.fr/LBMC/Bernard/quantitative-nucleosome-analysis/ and instructions in README_quantitativ-chip.md to reproduce our analysis). The approach is similar to a standard ChIP-seq analysis, except that the presence of a defined amount of exogenous chromatin (from Drosophila) in each sample allows a normalization of the experimental samples and thus a more accurate comparison of RNAPII occupancy across samples. After trimming and removing adaptors, reads were then competitively mapped on a concatenation of the two genomes (the reference human genome hg19, and the calibration drosophila genome dm6) and assigned to their corresponding genome. Calibration of the read coverage was then performed for each nucleotide position.

Meta-exon and meta-gene analyses were generated using coverage files in BigWig format obtained and normalized as described above. RNAPII coverage at each nucleotide of a given set of exons/genes was divided into a fixed number of segments of varying length depending on the exon/gene size. The mean coverage within each segment was calculated to obtain a coverage vector of equal size for each exon/gene. For meta-exon figures, the coverage of those vectors was normalized at each position and for each BigWig file with the mean coverage in the region directly downstream of the TSS of the corresponding genes (corresponding to the first percent of the complete sequence of the gene), and weighted by the number of exons for each gene. For the meta-gene representation, the coverage of the vectors was normalized at each position and for each BigWig file with the mean coverage in the region directly upstream of the PAS (corresponding to the last percent of the complete sequence of the gene). Then the mean coverage at each vector position was calculated. This procedure was also applied across a 10 kb interval upstream and downstream regions of all sets of exons/gene. Finally, the mean coverage between the three RNAPII ChIP-seq replicates was calculated for control and siDDX5/DDX17 conditions.

The code used to build those figures is available in the following Gitlab repository: https://gitbio.ens-lyon.fr/LBMC-regards/Projects_Analyzes/bigwig_visu.

Analysis of CTCF ChIP-seq data

To analyse the relative proximity of DDX5/DDX17 exons to CTCF binding sites, we first generated a BED file containing a merged list of CTCF peaks retrieved from several ENCODE datasets (Supplementary Table S5). We next calculated the genomic distance (negative or positive for upstream and downstream peaks, respectively) between each exon from the FasterDB database (78) and the center of the closest CTCF peak. The exon boundary that minimized the distance to the nearest CTCF peak was chosen for this computation. We performed a logistic regression analysis to test if the different exons regulated by DDX5/DDX17 are closer to CTCF peaks than control exons. This analysis was carried out on: (i) the first (n = 740) and last exons (n = 744) of genes presenting a 3' end processing defect upon DDX5/DDX17 depletion, or all other genes (n = 16 040/16 046 for first/last exons, respectively); (ii) internal exons regulated by DDX5/DDX17 or by SRSF1, which were split in two groups depending on
their stronger skipping or inclusion induced by depletion of those factors (1751 activated and 160 repressed exons for DDX5/DDX17, 1115 activated and 561 repressed exons for SRSF1) or all other exons not regulated by these factors (n = 179 618); (iii) the first (n = 1819) and last (n = 1821) exons of genes containing a DDX5/DDX17-dependent internal exon or other internal exons (n = 14 969/14 969 for first/last exons, respectively). Alternative exons regulated by SRSF1 were obtained from 4 GEO datasets (GSE26463, GSE52834, ENCSR094KBY and ENCSR066VOO) as described previously (79). We modeled the proximity to a CTCF peak according to the different groups of exons using the glm function, with family = binomial (’logit’) in R software (R Core Team (2018), R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna). ACTCF peak was considered as close to an exon if its center is located within an exon or within an interval of 1 base to 2 kb upstream or downstream of the exon. To test the differences between the groups of exons, a Tukey’s test was used (with R, emmeans function from emmeans library).

Density figures were created to represent the genomic distance of the nearest peak located from 1 bp to approximately 100 kb upstream or downstream of: (i) the first and last exons of genes with a 3’-end processing defect upon DDX5/DDX17 depletion, or all other genes; (ii) exons repressed or activated by DDX5/DDX17 and SRSF1 or all other internal exons.

The orientation of the nearest CTCF peaks upstream and downstream of human exons was computed using GimmieMotifs version 0.16.0 (80) with a motif score cutoff of 0.8 and reporting only the best match (options -c 0.8 and -n 1). The MA0139.1 CTCF motif file used in this analysis was downloaded from JASPAR (https://jaspar.genereg.net/matrix/MA0139.1) (81). We could assign an orientation for 74.4% of CTCF peaks. Then, we computed the proportion of convergent, divergent or tandem pairs of CTCF sites which flank looped exons as defined by ChIA-PET analyses (see the corresponding section for more details). For this analysis, only the 6 datasets corresponding to CTCF/Cohesin ChIA-PET were used (weight = 2), and we analysed the CTCF pairs corresponding to: (i) loops between the first and last exon of genes presenting a 3’ end processing defect upon DDX5/DDX17 depletion, or their control loops; (ii) loops between a DDX5/DDX17-dependent internal exon and the first exon of its cognate gene, or their control loops (loops involving SRSF1-dependent exons or other internal exons). We pooled all DDX5/DDX17-regulated exons (n = 52) and all controls (n = 1136) for more clarity.

Analysis of ChIA-PET data

Processed ChIA-PET BED files were retrieved from the GEO database (Supplementary Table S5 for the list of 20 datasets) and were used to determine which exons interact in pairs. To do so, the genomic coordinates of each exon were retrieved from the FasterDB database (78) and were modified to include a 200 bp window on each side of each exon. We used the BEDTools intersect tool (82) to determine which extended exon matches with a PET anchor.

Then we defined a list of extended exons interacting with another exon for each dataset (a weight was attributed to each exon pair based on the number of PETs that report the association), and stored this information in a database. For subsequent analyses, exon pairs found in at least 3 ChIA-PET datasets with a weight of 2 (i.e. 2 PETs supporting the interaction) were recovered from the ChIA-PET database. As small genes do not contain many reliable intragenic interactions, we only considered exons from genes of size ≥ 15 kb. To avoid considering self ligation PETs, only interactions between exons distant from at least 10 kb were kept for the statistical analysis. These parameters reduced the number of useable PET-tags, especially those connecting internal exons, but they make our analysis more significant. A logistic regression analysis was performed to test if the last exons of DDX5/DDX17-dependent genes (n = 473) or other last exons (control exons, n = 11 025) have a different proportion of interactions with the first exon of their corresponding gene. We used the same statistical methods and functions as those described above to analyse the proximity to CTCF binding sites. The same statistical analysis was performed to define the percentage of interactions between the first and last exon of genes containing an internal DDX5/DDX17-dependent exon (n = 1020, n = 971 for SRSF1-regulated exons and n = 9098 for Ctrl exons), and between the regulated internal exons and the first exon of their cognate genes (n = 1557, n = 1388 for SRSF1-regulated exons and n = 154 380 for Ctrl exons).

Weblogo analysis

To check if some motifs are enriched around the PAS, we analysed 400 nucleotides-long sequences centered on the 3’ end of the last exon of genes presenting a 3’ end processing defect upon DDX5/DDX17 depletion (n = 744), or all other genes (n = 16 046), using the MEME v5.4.1 program of the MEME suite (https://meme-suite.org/meme/) (83). The following parameters were used: ‘-mod zoops -nmotifs 10 -minw 6 -maxw 20 -brief 200000 -dna -nostatus’. Then the SEA program of the MEME suite was used to check if the MA0139.1 CTCF motif was enriched in those sequences. The same procedure was applied for 200 nucleotides-long sequences centered on the 5’SS (n = 2256) and the 3’SS (n = 2256) of internal exons regulated by DDX5/DDX17 or other internal exons (n = 181 294).

RESULTS

Silencing of DDX5 and DDX17 induces various RNA processing defects

To explore the genome-wide impact of DDX5 and DDX17, we deeply sequenced polyA-enriched RNA (n = 3) extracted from human neuroblastoma SH-SY5Y cells in which the expression of both RNA helicases was silenced or not (Figure 1A and Supplementary Figure S1A). We observed that in the absence of DDX5/DDX17, many genes exhibited an altered sequencing coverage beyond their annotated 3’ end, suggesting a defect in 3’ end RNA processing and/or transcription termination (Figure 1B). Based on the quantification of the reads downstream of the polyadenylation site (PAS) of expressed genes, we defined a list of
Figure 1. (A) Validation of DDX5 and DDX17 depletion. Quantification of protein level (top) corresponds to the mean expression value normalized to actin ± S.E.M. (n = 3). RNA levels (bottom) were calculated from RNA-seq data and represented as the mean normalized read count ± S.E.M. (n = 3). Unpaired t-test (** P-val < 0.01; *** P-val < 0.001), (B) Representative examples of genes presenting an increased RNA-seq coverage beyond their 3′ end in condition of silencing of both DDX5 and DDX17 (red), compared to a control siRNA (blue). The RefSeq genomic annotation is shown for each gene (in black), as well as the gene orientation (black arrow). The respective width of each window corresponds to 53, 46, 74, 35, 115 and 111 kb. For each gene, all the reads originate from the same strand and there was no antisense transcript. (C) Steady-state quantification of read-through transcripts. The amount of each RNA product, measured by RT-qPCR using primers spanning the PAS (pA-span) or at a variable distance downstream of the gene (do_distance), as indicated on the diagram, was normalized to the total amount of the corresponding regular mRNA, measured with primers localized near the 3′ end of the gene (total). Data are represented as the mean values ± S.E.M. of independent experiments (n = 5–7) normalized to the control sample, set to 1. Paired t-test (* P-val < 0.05; ** P-val < 0.01; *** P-val < 0.001). (D) Meta-gene analysis of the distribution of total RNAPII across the genes presenting siRNA depletion. The term ‘activated’ or ‘repressed’ refers to DDX5/DDX17 activity on the corresponding exons, i.e. exons that are skipped or included upon DDX5/DDX17 treatment, respectively.

**Validation of DDX5 and DDX17 depletion.** Quantification of protein level (top) corresponds to the mean expression value normalized to actin ± S.E.M. (n = 3). RNA levels (bottom) were calculated from RNA-seq data and represented as the mean normalized read count ± S.E.M. (n = 3). Unpaired t-test (** P-val < 0.01; *** P-val < 0.001). (B) Representative examples of genes presenting an increased RNA-seq coverage beyond their 3′ end in condition of silencing of both DDX5 and DDX17 (red), compared to a control siRNA (blue). The RefSeq genomic annotation is shown for each gene (in black), as well as the gene orientation (black arrow). The respective width of each window corresponds to 53, 46, 74, 35, 115 and 111 kb. For each gene, all the reads originate from the same strand and there was no antisense transcript. (C) Steady-state quantification of read-through transcripts. The amount of each RNA product, measured by RT-qPCR using primers spanning the PAS (pA-span) or at a variable distance downstream of the gene (do_distance), as indicated on the diagram, was normalized to the total amount of the corresponding regular mRNA, measured with primers localized near the 3′ end of the gene (total). Data are represented as the mean values ± S.E.M. of independent experiments (n = 5–7) normalized to the control sample, set to 1. Paired t-test (* P-val < 0.05; ** P-val < 0.01; *** P-val < 0.001). (D) Meta-gene analysis of the distribution of total RNAPII across the genes presenting siRNA depletion. The term ‘activated’ or ‘repressed’ refers to DDX5/DDX17 activity on the corresponding exons, i.e. exons that are skipped or included upon DDX5/DDX17 treatment, respectively.
791 genes that presented this profile compared to the control condition (Supplementary Table S1).

We quantified experimentally the amount of RNA downstream of the expected PAS of 11 randomly selected transcripts (Figure 1C and Supplementary Figure S1B). We measured a relative 2-to-10-fold increase of the level of the extended transcripts upon DDX5/DDX17 silencing, compared to the control condition and after normalizing to the total steady-state mRNA level. This normalization was required since the steady-state expression of these genes was often reduced upon DDX5/DDX17 silencing (Supplementary Figure S1C), suggesting a higher instability and/or a reduced transcription. This tendency was confirmed for the whole set of 3’ end-impacted transcripts (Supplementary Figure S1D).

We next carried out several experiments to show that these extended mRNA indeed resulted from a weakened RNA cleavage at the annotated polyadenylation site (PAS) and/or altered transcription termination. First, we analysed the occupancy of total RNA polymerase II (RNAPII) across genes via a calibrated ChIP-seq analysis of control and DDX5/DDX17-depleted cells. A meta-gene analysis showed an increase of RNAPII density downstream of the polyadenylation site (PAS) of genes whose termination is altered in absence of DDX5/DDX17 (Figure 1D). Second, the quantification of metabolically labelled nascent transcripts also showed an increase in nascent transcription downstream of the annotated PAS (Supplementary Figure S1E). Third, the pull-down of NCKAP5L or SH3TC1 transcripts using antisense oligonucleotides targeting their last annotated exon specifically recovered the downstream region, indicative of a deficient cleavage of the pre-mRNA after the PAS (Figure 1E). Altogether, these results showed that DDX5/DDX17 depletion impaired the 3’ end processing of nascent transcripts and/or transcription termination of a large group of genes. Of note, the consensus sequence of the PAS of DDX5/DDX17-impacted genes matched the usual AAUAAA consensus although the score of the second position was slightly reduced compared to control genes (Supplementary Figure S1F). We also looked for enriched motifs around the PAS of these exons, but apart from a higher frequency of G/C-rich sequences, that are also found around control exons, we did not identify a unique motif that would clearly differentiate them from unregulated exons (Supplementary Figure S1G).

We also quantified splicing variations in our RNA-seq dataset and found important changes upon DDX5/DDX17 silencing, affecting nearly 20% of expressed genes (Figure 1F, Supplementary Table S2). Focusing on simple cassette exons, we identified more than 2300 DDX5-dependent terminal and internal exons that would clearly differentiate them from unregulated exons (Supplementary Figure S1H). Interestingly, we observed that 34% of genes that exhibited defective PAS usage upon DDX5/DDX17 silencing were also impacted at the splicing level, which was significantly higher than randomly expected (Figure 1F). The overlap was still significant when considering only the most significant splicing variations (Supplementary Figure S1I). This suggested that the transcriptional read-through observed in the absence of DDX5/DDX17 may be linked to a global deregulation of co-transcriptional RNA processing for this subset of genes.

**DDX5/DDX17-dependent terminal and internal exons are close to CTCF-binding sites**

Searching for a possible mechanism that could link DDX5/DDX17, alternative splicing, 3’ end cleavage and transcription termination, we tested a possible interaction between both helicases and the Cleavage Factor CFIIm, but we did not detect any signal in our co-immunoprecipitation experiments (Supplementary Figure S2A). We then focused our attention on the transcription and chromatin architecture factor CTCF, a known partner of both DDX5 and DDX17 (68,69). Indeed, CTCF co-precipitated with endogenous DDX5 and DDX17 proteins from SH-SY5Y cell extracts, and this interaction was enhanced upon degradation of nucleic acids by benzonase (Supplementary Figure S2B). It has to be underlined that DDX5 and DDX17 are found in both the cytoplasm and the nucleus, so only their nuclear pool could pull-down with CTCF which is strictly nuclear, making this result more significant. Moreover, the consensus CTCF binding motif is enriched around the PAS and splice sites regulated by DDX5/DDX17 (Supplementary Figure S2C).

Using public CTCF ChIP-seq datasets, we counted the CTCF binding sites localized within DDX5/DDX17-regulated genes and found their average number was significantly higher than in other genes (Supplementary Figure S2D). We next built a statistical model to test the probability of finding one CTCF binding site overlapping with, or within 2 kb of, DDX5/DDX17-dependent exons. We found a strong enrichment of CTCF binding at the level of the last exon (in purple) of DDX5/DDX17-regulated genes, compared to unaffected genes (Figure 2A). A highly significant enrichment was also observed 2 kb downstream, and to a lesser extent 2 kb upstream, of those terminal exons. Moreover, our analysis showed that the first exon of DDX5/DDX17-regulated genes was also frequently associated to CTCF binding (with a clear bias upstream of the first exon). Plotting the distance between exon boundaries and the closest encountered CTCF binding site also confirmed the higher proximity of DDX5/DDX17-regulated genes to CTCF sites, on both sides of their first and last exons (Supplementary Figure S2E). These data suggested that CTCF often binds on both sides of those genes.

We next analysed internal alternative exons (Figure 2B and Supplementary Figure S2F), considering siDDX5/DDX17-induced skipped (red, top panel) and included (blue, bottom panel) exons separately as they have different intrinsic properties (60). As controls, we used ex-
Figure 2. (A) Relative distribution of CTCF binding sites at and around the first (F) and last exons of genes showing siDDX5/DDX17-induced defect in 3′ end cleavage (purple) compared to unregulated genes (Ctrl, grey). (B) Relative distribution of CTCF binding sites at and around the exons that are skipped (red, top panel) or included (blue, bottom panel) upon DDX5/DDX17 depletion. Control sets of exons include exons skipped or included upon depletion of the SRSF1 splicing regulator, and all internal exons that are neither dependent on DDX5/DDX17, nor dependent on SRSF1 (Ctrl exons). (C) Relative distribution of CTCF binding sites at and around the first (F) and last exons of genes containing at least one internal DDX5/DDX17-dependent alternative exon (in red). (D) Frequency of intragenic looping in genes harboring DDX5/DDX17-dependent exons, based on ChIA-PET datasets (for CTCF, Cohesin and RNAPII). Left panel: looping between the first and last exon of genes with siDDX5/DDX17-induced defect in 3′ end cleavage (purple), compared to unregulated genes. Central panel: looping between the first and last exons of genes containing DDX5/DDX17-dependent alternative exons (red), SRSF1-dependent exons or other exons. Right panel: looping between the internal exon regulated by DDX5/DDX17 or SRSF1 and the first exon of its cognate gene. (E) Orientation of the pairs of CTCF sites corresponding to chromatin loops analysed in D between the first and internal or last exons. Only exon pairs found in ChIA-PET datasets using CTCF, SMC1 or RAD21 antibodies were selected for this analysis, with a weight 2 in at least one dataset. The different orientations of CTCF site pairs are depicted on the right. (F) Basal steady-state expression of transcripts of which 3′ end cleavage is regulated (light purple) or not (grey) by DDX5/DDX17. Within DDX5/DDX17-dependent genes, those that present evidence for head-to-tail proximity (dark purple) are even more highly expressed than other genes. Only transcripts with a basemean expression > 5 were considered for the analysis. ANOVA with Kruskal-Wallis non-parametric tests (* P-val < 0.05; ** P-val < 0.005; **** P-val < 0.0001).
ons deregulated upon depletion of the serine/arginine-rich splicing factor SRSF1, as well as all internal exons that were regulated neither by DDX5/DDX17 nor by SRSF1 (Ctrl exons). Again, there is a significant enrichment of CTCF binding at and around DDX5/DDX17-activated exons (i.e. skipped upon siDDX5/DDX17 treatment), with a more visible bias for the region downstream of the exon, compared to SRSF1 or Ctrl exons (Figure 2B, top panel, and Supplementary Figure S2F, left panel). This is consistent with the observation that CTCF is more likely to regulate exon inclusion when it binds downstream of the exon (45). Extending this analysis to the first and last exons of genes containing an alternative DDX5/DDX17-dependent exon, we found a significant enrichment of CTCF binding at their both extremities compared to control genes, as for 3′ end-regulated genes (compare Figures 2A and C).

In contrast, DDX5/DDX17-repressed exons (i.e. included upon siDDX5/DDX17 treatment) exhibited a different pattern: only a modest CTCF enrichment was detected within 2 kb upstream of these exons compared to Ctrl exons, and no enrichment was found over or downstream of the exons (Figure 2B, bottom panel, and Supplementary Figure S2F, right panel). As we examined further this subset of repressed exons, we discovered that their intragenic position was strongly biased toward the 5′ end of genes, with nearly 40% of DDX5/DDX17-repressed exons annotated in position 2 or 3, which is twice the number as the more evenly distributed DDX5/DDX17-activated exons (Supplementary Figure S2G). This promoter-proximal bias probably explains the binding of CTCF upstream of these exons, as many CTCF binding sites are found within 2 kb of the TSS (84). DDX5/DDX17-repressed exons are also characterized by a low basal inclusion level (60), and many of these exons were barely included in the control condition. In fact, we identified several unannotated promoter-proximal exons, for example in the RARS and SGTA genes, that were included only upon depletion of DDX5/DDX17 (Supplementary Figure S2H).

Altogether these results revealed a specific pattern of CTCF binding on genes regulated by DDX5/DDX17, suggesting a relationship between the binding of CTCF and DDX5/DDX17-dependent RNA processing of internal and terminal exons.

**Frequent intragenic looping in DDX5/DDX17-regulated genes**

We next asked whether CTCF binding at different intragenic locations along DDX5/DDX17-regulated genes could reflect the existence of chromatin contacts between those specific sites.

To address this question, we used existing ChIA-PET (Chromatin Interaction Analysis by Paired-End Tag sequencing) datasets, which identified the DNA fragments that are brought together in close spatial proximity by a given factor. In agreement with CTCF ChIP-seq data (Figures 2A and C), we found a significantly higher proportion of PET-tags connecting the first and last exon of genes whose 3′ end processing was altered upon DDX5/DDX17 depletion than for unaffected genes (Figure 2D, left panel). Similarly, we observed a higher frequency of contacts between the first and last exon within the group of genes containing a DDX5/DDX17-dependent alternative exon, and not in those containing a SRSF1-dependent exon (Figure 2D, middle panel). Finally, we found a higher proportion of connections involving DDX5/DDX17-dependent exons and the first exon of their gene, compared to control internal exons (Figure 2D, right panel). SRSF1-regulated exons are also frequently connected to their cognate promoter, albeit to a lesser extent, suggesting that such intragenic looping may be common for alternative internal exons, as suggested earlier (51–54). We checked the orientation of the pairs of CTCF binding sites that flank the loops connecting internal or terminal exons, and found an equal proportion of convergent and tandem-orientated sites (Figure 2E).

Altogether, these results indicate that a significant subset of DDX5/DDX17-dependent genes are spatially organized with intragenic chromatin loops connecting positions such as their promoter, an internal alternative exon and their 3′ terminal region. They also suggest that those loops may be functionally related to the expression and processing of their transcripts. In agreement with a role of gene looping in sustaining efficient gene expression (40), genes whose 3′ end cleavage is dependent on DDX5/DDX17, and in particular genes presenting a first-to-last exon looping pattern, tend to be more expressed than unregulated genes (Figure 2F and Supplementary Table S3).

**A subset of DDX5/DDX17-dependent exons is coregulated by CTCF**

We next tested the contribution of CTCF to 3′ end processing and splicing of DDX5/DDX17-regulated transcripts, by reducing its expression in SH-SY5Y cells, in absence or presence of DDX5/DDX17. CTCF depletion did not affect the expression of the two helicases, and vice-versa (Figure 3A).

By itself, CTCF knockdown had only a moderate effect on some of DDX5/DDX17-regulated genes, either on 3′ end cleavage (NCS1, Figure 3B) or on the inclusion of alternative exons (in the ABLIM1, PAM or PRMT2 genes, Figure 3C). This is in line with previous studies that reported only minor effects on transcription, even under conditions of acute CTCF depletion (85–90). Nevertheless, when combined to the silencing of both helicases, the reduction of CTCF level consistently amplified the 3′ end defect observed on most genes, compared to the effect of siDDX5/DDX17 alone (Figure 3B, compare red and black bars). A similar effect was observed for alternative exons that were close to a previously identified CTCF binding site, but not for URBI exon 23 and NCS1 exon 8 that we used as controls because the nearest CTCF site was more than 5 kb away (Figure 3C, compare red and black bars, Supplementary Figure S3A). Together with the analyses of Figure 2, these results supported the idea that CTCF and DDX5/DDX17 are cooperatively involved in the regulation of alternative splicing, 3′ end RNA processing and transcription termination of a subset of genes.

To address more directly the role of CTCF in RNA processing, we generated a stable SH-SY5Y cell line in which the CTCF binding site located 1.2 kb downstream of the PAS of the SH3TC1 gene, within the transcriptional read-
Figure 3. (A) Western-blot showing the expression of DDX5, DDX17 and CTCF in presence of siRNA targeted against DDX5/DDX17 and CTCF transcripts. (B) Quantification of the transcriptional read-through induced by DDX5/DDX17 and/or CTCF depletion on selected genes. Details are as in Figure 1B. Data are represented as the mean value ± S.E.M. of independent experiments (n = 6). Statistical comparison between each condition (including the unshown control condition) was calculated using a one-way ANOVA (Holm–Sidak’s multiple comparison tests: * P-val < 0.05; ** P-val < 0.01; *** P-val < 0.001). (C) RT-PCR analysis measuring the inclusion of a selection of alternative exons in absence of DDX5/DDX17 and/or CTCF. The ΔPSI corresponds to the difference between the PSI (percent spliced-in) score of each depleted sample and the control sample. Details are as in (B). (D) Genomic organization of the SH3TC1 gene, with the position of CTCF binding sites. The red arrow indicates the deleted CTCF site (CTCF 3′), which is in the same orientation as the gene (+). The bottom panel shows the sequence of the region around the CTCF site (boxed in red), and the resulting sequence in the ΔCTCF cell line. (E) ChiP-qPCR analysis in the parental (WT) and ΔCTCF cell lines. Data are represented as the mean binding enrichment of CTCF compared to a negative gene-free region ± S.E.M. of two independent experiments. (F) Quantification of the basal level of read-through transcripts in the parental (WT) and ΔCTCF cell lines. Data were normalized to the expression of total transcripts, as described in Figure 1, and then expressed as the mean reported to the read-through observed in WT cells, set to 1 (t-test, *** P-val < 0.001). (G) Quantification of SH3TC1 read-through transcripts in WT and ΔCTCF cells, in presence (siCtrl) or absence (siDDX5/17) of DDX5/DDX17. For each condition, data are expressed as the mean value ± S.E.M. of the amount of read-through products (measured with the ‘do1.7kb’ primers) normalized to total SH3TC1 transcripts (n = 4). Two-way ANOVA corrected for multiple comparisons by controlling the false discovery rate (** q-val < 0.01; *** q-val < 0.001).
through region, was deleted using a CRISPR-Cas9 approach (Figure 3D). This deletion reduced CTCF binding to background level specifically at this site (Figure 3E). In normal culture conditions, these cells displayed a 1.7-fold increase in the amount of read-through $SH3TC1$ transcripts compared to the parental cell line, whereas other genes remained unaffected (Figure 3F). This indicated that CTCF binding indeed contributes to correct 3′ end processing and transcription termination. Yet, RNA helicases are still required for this process in the modified cell line, since the depletion of DDX5/DDX17 enhanced transcriptional read-through even further, to a significantly higher level compared to depleted parental cells (Figure 3G and Supplementary Figure S3B).

**DDX5/DDX17 regulate CTCF binding and 3D gene organization**

We then sought to test the link between CTCF binding and chromatin looping on DDX5/DDX17-dependent model genes. We first focused on the *NCSI* gene, whose 3′ end processing is altered upon DDX5/DDX17 depletion (Figure 1), and which contains two internal DDX5/DDX17-dependent alternative exons: exon 5 (E5) is immediately upstream of 2 CTCF-binding sites and its inclusion is altered upon CTCF depletion, whereas exon 8 (E8) is not flanked by any reported CTCF site and is included in a CTCF-independent manner (Figures 3C and 4A).

We analysed the binding of CTCF along the *NCSI* gene in SH-SY5Y cells (Figure 4A and B), and detected strong binding at the terminal exon (E9) and downstream of the gene (3′), two sites that are highly conserved across human cell lines (Supplementary Figure S4A). CTCF binding was also detected at the promoter and immediately downstream of E5 (I6), whereas only background binding was detected within intron 1. Importantly, DDX5/DDX17 depletion significantly reduced CTCF occupancy at the promoter, at the level of E5 and around the 3′ end of the gene (Figure 4B). These results suggested that DDX5/DDX17-dependent regulation of *NCSI* E5 inclusion, 3′ end RNA cleavage and transcription termination may be related to the binding of CTCF to chromatin.

To analyse the 3D architecture of the *NCSI* gene, we then performed chromosome conformation capture (3C) assays, which quantify the ligation efficiency between restriction fragments maintained in close spatial proximity by cross-linking. We carried out walking quantitative PCR using an anchor primer in the *NCSI* promoter and different primers in downstream restriction fragments along the gene, distant from 5 to 70 kb (Figure 4A, in blue). If the tested chromatin region is unstructured, the ligation efficiency (and the following amplification) between two restriction fragments is expected to decrease as the distance from the anchor increases, while an increased signal in a distant region reveals a physical proximity with the anchor. Our analysis (Figure 4C) showed a progressive decrease of the signal (fragments F1 to F6), only interrupted by a small peak at the level of exon 5 (F4). The signal increased again at the level and downstream of terminal exon 9 (F7 and F8). This suggested the *NCSI* promoter could make some contact with E5, but most evidently that it is spatially close to the 3′ end of the gene (Figure 4C), in line with the location of DDX5/DDX17-dependent CTCF binding sites and ChIA-PET analyses (Figure 2 and Supplementary Figures S4A and S4B). Importantly, this loop between the promoter and the 3′ end of the gene was significantly reduced upon depletion of DDX5/DDX17 (Figure 4C, compare the blue and red curves at F7 and F8).

Altogether these data suggested that DDX5/DDX17-dependent chromatin looping across the *NCSI* gene, at CTCF binding sites, is linked to the transcriptional regulation of this gene and to the processing of its transcripts (Figure 4D).

We next analysed in a similar manner the *PRMT2* gene, whose promoter-proximal exon 2 is more induced upon knockdown of both DDX5/DDX17 and CTCF (Figure 3C). Our 3C experiments exposed a chromatin contact between the *PRMT2* promoter and the 3′ end of the gene (Figure 4E and F, blue curve). As for the *NCSI* gene, DDX5/DDX17 silencing destabilized this gene loop (Figure 4F, red curve) and reduced CTCF binding at the 3′ end of the gene (Figure 4G). In these conditions, the efficiency of 3′ end cleavage of *PRMT2* transcripts was reduced (Figure 4H), suggesting that the DDX5/DDX17-dependent binding of CTCF links chromatin looping to *PRMT2* RNA processing.

One possibility is that the inclusion of *PRMT2* exon 2 could be promoted by an altered kinetics of the transcription process, possibly associated to the conformational change of the gene (Figure 4I). We tested this hypothesis in two different ways. First, we monitored RNAPII occupancy within the region surrounding the DDX5/DDX17-repressed exons of *RARS, CHCHD4* and *PRMT2* genes. Upon depletion of DDX5/DDX17, RNAPII was enriched within the first intron and around the regulated exon of the three genes, compared to the control condition (Supplementary Figure S4C). We next reasoned that a chemically induced reduction of transcription efficiency could have a similar effect as DDX5/DDX17 depletion, and that treated cells with flavopiridol (FP) or 5,6-dichloro-1-β-D-ribofuranosylbenzimidazole (DRB). These two inhibitors target the CDK9 kinase subunit of the positive transcription elongation factor B (P-TEFb), which is involved in the early transition that engages the RNAPII complex into productive elongation. Indeed, both FP and DRB mimicked the effect of DDX5/DDX17 silencing and induced the inclusion of promoter-proximal exons (Supplementary Figure S4D). These results suggest that the inclusion of this particular subset of poorly recognized promoter-proximal exons is kinetically favoured by a change in RNAPII dynamics induced by DDX5/DDX17 depletion.

**CTCF-associated exons are associated with a high density of RNA polymerase II**

The binding of CTCF near weak alternative exons was proposed to act as a roadblock for RNAPII, which promotes exon inclusion due to a more favourable kinetics of splicing (45). Similarly, CTCF/Cohesin binding between two alternative PAS was recently shown to promote the use of the proximal PAS, which was interpreted as a physical block to RNAPII (50).
Figure 4. (A) Genomic organization of the NCS1 gene, with the position of CTCF binding sites. Exon 5 (co-regulated by DDX5/DDX17 and CTCF) and exon 8 (regulated only by DDX5/DDX17) are framed in red and green, respectively. The position of primers used for ChIP-qPCR (black) and 3C (blue) experiments is indicated. (B) ChIP-qPCR analysis showing the effect of DDX5/DDX17 depletion on CTCF binding at various positions along the NCS1 gene. Data are represented as the mean binding enrichment of CTCF compared to a negative gene-free region, ± S.E.M. of independent experiments (n = 7). Paired t-test (* P-val < 0.05; *** P-val < 0.001). (C) 3C experiment showing the relative spatial proximity between various sites of the NCS1 gene and the promoter (anchor, A), in presence or absence of DDX5/DDX17. The X-axis represents the distance (in kilobases) of each primer relative to the anchor. Data are represented as the mean signal normalized to the signal at the anchor ± S.E.M. (n = 4 independent experiments). Mann–Whitney test (* P-val < 0.05). (D) Proposed folding of the NCS1 gene around CTCF sites (orange circles). Only the regulated exons are represented. Upon DDX5/DDX17 depletion, the 3D organization of the gene is altered, especially contacts between the promoter and the 3' end region. At the RNA level this is associated with altered splicing and 3' end cleavage. (E) Genomic organization of the PRMT2 gene, with the position of CTCF binding sites. Promoter-proximal exon 2 is framed in blue. The position of primers used for ChIP-qPCR (black) and 3C (blue) experiments is indicated. (F) 3C experiment showing the relative spatial proximity between various sites of the PRMT2 gene and the promoter (anchor, A), in presence or absence of DDX5/DDX17. Details are as in (C). (G) ChIP-qPCR analysis showing the effect of DDX5/DDX17 depletion on CTCF binding along the PRMT2 gene. Details are as in (B). (H) Quantification of the transcriptional read-through induced by DDX5/DDX17 depletion on the PRMT2 gene. Details are as in Figure 1B. (I) Proposed folding of the PRMT2 gene around CTCF sites (orange circles). Upon DDX5/DDX17 depletion, the contact between the promoter and the 3' end of the gene is altered. At the RNA level, this is associated with increased exon 2 inclusion and altered 3' end cleavage.
To further evaluate the functional link between DDX5/DDX17 and CTCF occupancy at regulated exons, we assessed the impact of DDX5/DDX17 on RNAPII distribution, focusing first on the NCS1 gene analysed by ChIP-qPCR. In both conditions, we normalized the amount of RNAPII to its level near the TSS, to take the difference in gene expression into account. We observed that near the CTCF binding sites of both exons 5 and 9 (last exon), the RNAPII level was comparable to the amount engaged at the gene promoter, and much higher than at control exons 7 and 8 (Figure 5A, blue graphs), suggesting it accumulated in those regulated regions. DDX5/DDX17 depletion did not significantly change RNAPII density, although we noticed a trend toward an increase at all exons (Figure 5A, red graphs). However, since CTCF binding is reduced at both exons 5 and 9 in absence of DDX5/DDX17 (Figure 4B), the high RNAPII density cannot result only from a mere CTCF-dependent roadblock.

To extend these results, we carried out a meta-exon analysis of our calibrated RNAPII ChIP-seq experiments, splitting DDX5/DDX17-activated exons in two groups depending on their position near or far from a CTCF binding site. Remarkably, while RNAPII density remained relatively stable over and around exons that are distant from a CTCF site, it appeared much higher at CTCF-associated exons (Figure 5B). The increase in RNAPII density started in a near 1 kb window upstream of these exons, a region that exhibits a rather low RNAPII density in the other group of exons. The density remained elevated downstream of CTCF-associated exons, where CTCF binding sites are enriched (see Figure 2B). Moreover, depletion of DDX5/DDX17 tended to increase RNAPII density at CTCF-associated exons, although the difference was not statistically significant, while it remained constant at other DDX5/DDX17-dependent exons (Figure 5B, compare red and blue curves).

We analysed in the same way the last exons of genes that exhibit a deficient 3′ end cleavage upon DDX5/DDX17 silencing, and found that CTCF-associated exons similarly displayed a markedly higher density of RNAPII than other exons (Figure 5C). Both unaffected terminal exons (left panel) and DDX5/DDX17-dependent exons distant from CTCF sites (middle panel) had a very similar RNAPII profile, except that the second group lacked a small peak of RNAPII across the 5′ boundary of exons. In contrast, RNAPII density at DDX5/DDX17-dependent, CTCF-associated exons (right panel) was higher in a 1 kb window at the 3′ end of their upstream flanking region, and it remained higher across the exon. The peak downstream of the PAS, where RNAPII is expected to pause to promote the proper cleavage of the transcript, was visible in all groups but was particularly prominent for CTCF-associated exons (Figure 5C). Note that DDX5/DDX17 depletion did not strongly impact RNAPII density, except downstream of CTCF-associated terminal exons, where transcriptional read-through occurs (as in Figure 1C). Therefore, results of Figures 5A–C indicate that high RNAPII density distinguishes DDX5/DDX17-dependent exons that are associated to CTCF binding, whatever their position within the gene. This feature is unlikely to be a consequence of an increased transcription, as the impact of DDX5/DDX17 depletion is similar on all genes containing DDX5/DDX17-dependent exons, whether these exons are close to a CTCF site or not (Supplementary Figures S5A and S5B).

As evoked above, the high RNAPII density at CTCF-associated exons in absence of DDX5/DDX17 does not fit with the simple model of a roadblock imposed by CTCF to allow exon or PAS recognition. However, DDX5/DDX17 are also required at the RNA level to unwind secondary structures that inhibit the recognition of splicing signals (58,61,62). In fact, DDX5/DDX17-regulated exons and their immediate environment are generally characterized by a high GC content (60,79), which is known to affect transcription (91–93). We re-analysed this parameter for the groups of exons defined above, and found that CTCF-associated exons (and their flanking intronic regions) have a significantly higher GC content than other DDX5/DDX17-activated exons (Figure 5D). Similarly, DDX5/DDX17-dependent terminal exons have a significantly higher GC content than unregulated exons, and it is further increased for CTCF-associated exons (Figure 5E).

We conclude that the GC-rich environment around CTCF-associated exons is associated with an increased RNAPII density. This GC richness could promote the formation of RNA secondary structures that block splicing or 3′ end cleavage in absence of DDX5/DDX17. Such structures, involving RNA and/or DNA, may also in some way disturb the progression of RNAPII through this region, especially in absence of DDX5/DDX17.

DNA looping modulates alternative splicing and polyadenylation

Our results and previous reports (50,53) support the idea that several aspects of gene expression and RNA processing can be impacted by intragenic chromatin loops, but direct proof for a link between DNA looping and RNA processing is still lacking. To fill this gap, we adapted the previously described CLOuD9 (chromatin loop reorganization using CRISPR-dCas9) strategy (71) and engineered a stable HEK293 cell line expressing 2 nuclease-deficient dCas9 proteins, fused to protein domains that dimerize only in presence of the phytohormone S- (+)-abscisic acid (ABA). Upon transfection of standard CRISPR guide RNAs (gRNAs), the addition of ABA to the culture medium allows the de novo formation of a loop between the targeted regions.

We tested the CLOuD9 system on an internal PAS in the FBLN1 gene, to form a loop with its cognate promoter (Figures 6A and B). The 3C analysis confirmed the ABA-induced contact between the two regions (Figure 6C, fragment F4). In these conditions, the amount of transcripts polyadenylated at the PAS1 increased weakly but significantly, while the amount of longer transcripts was concomitantly reduced (Figure 6D, left panel), increasing significantly the ratio between short and long mRNAs (right panel).

We then targeted the alternative exon 7 from the EYA3 gene (Figure 6E), which combined several features: its basal inclusion level of about 50% allows it to be modulated in both ways, it is not regulated by DDX5/DDX17 and is distant from an identified CTCF binding site. We validated the formation of the loop between the EYA3 promoter and exon
Figure 5. (A) ChIP-qPCR analysis showing the relative binding of RNAPII to several exons of the NCS1 gene, relative to the beginning of the gene (TSS). The genomic organization of the NCS1 gene is shown in Figure 4A. Details are as in Figure 4B. (B) Meta-exon analysis of the distribution of RNAPII across DDX5/DDX17-dependent exons. Exons were split into two groups depending on their distance to the closest CTCF binding site (left: exons distant from a CTCF site; right: exons close to a CTCF site). The analysis extended across 10 kb windows upstream and downstream of the exons. For each condition (siCtrl and siDDX5/DDX17) the mean RNAPII coverage ($n = 3$) was normalized to the TSS of the genes. (C) Meta-exon analysis of the distribution of RNAPII across terminal exons. DDX5/DDX17-dependent exons (split into 2 groups as in B) were also compared to other unregulated terminal exons. Details are as in (B). Black lines at the bottom indicate the bins at which a statistical difference in RNAPII coverage was found between the two conditions (paired t-test, $P$-val $< 0.05$). (D) GC content of DDX5/DDX17-dependent internal alternative exons (as in B) and their 2 kb intronic flanking regions. Wilcoxon test (**** $P$-val $< 1e-12$; ***** $P$-val $< 1e-16$). (E) GC content of DDX5/DDX17-dependent terminal exons (as in C) and their 2 kb intronic flanking regions.

7 in the presence of ABA, as demonstrated by the increase of the 3C signal at fragment F4 (Figures 6F and G). In these conditions, E7 inclusion was significantly increased (Figure 6H, left panel), while ABA treatment was ineffective on two flanking exons of the EYA3 gene (middle and right panels), or when non-specific gRNAs were used (Ctrl histograms). In conclusion, these results demonstrate for the first time that creating a chromatin loop between a promoter and an alternative internal or terminal exon is sufficient to stimulate the processing and inclusion of this exon at the RNA level.

**DISCUSSION**

Here, we show that silencing of RNA helicases DDX5 and DDX17 has a widespread effect on 3′ end processing and/or transcription termination, in agreement with previous observations made on a few genes (64,65). DDX5 and DDX17 were proposed to resolve R-loops that form downstream of the PAS in relation with transcription termination, thereby promoting RNAPII release, but whether this could apply to all genes controlled by DDX5/DDX17 is still unknown. Interestingly, in budding yeast the mechanism associated to the transcriptional read-through induced by the loss of
Figure 6. (A) Genomic organization of the FBLN1 gene, with the position of CTCF binding sites (black), primers used for 3C experiments (blue) and RT-qPCR amplicons (red). (B) CLOuD9 strategy for the FBLN1 gene. The specific gRNAs targeted the two dCas9 proteins at the promoter and downstream of the proximal PAS (PAS1), allowing the de novo formation of a loop between these loci upon addition of abscisic acid (ABA). (C) 3C-PCR experiment (using DpnII enzyme) showing the looping between the promoter and the PAS1 of the FBLN1 gene upon addition of ABA. Data are represented as the mean value ± S.E.M. of independent experiments (n = 3). Mann–Whitney test (* P-val < 0.05). (D) RT-qPCR quantifying the relative amount of transcripts using FBLN1 PAS1 compared to longer transcripts using PAS2 or PAS3 (ext2 and ext3), in the presence of DMSO or ABA. The right panel represents the data as the ratio between PAS1 and ext2 or ext3 transcripts. Data are represented as the mean value ± S.E.M. of independent experiments (n = 4). Paired t-test (* P-val < 0.05). (E) Genomic organization of the EYA3 gene, with the position of CTCF binding sites and primers used for 3C experiments (in blue). The alternative exon 7 is framed in red, control exons 2 and 9 are also indicated. (F) CLOuD9 strategy for the EYA3 gene. The specific gRNAs targeted the two dCas9 proteins respectively at the promoter and near exon 7, allowing the de novo formation of a loop between these loci upon addition of abscisic acid (ABA). (G) 3C-PCR experiment (using HindIII enzyme) showing the looping between the promoter and exon 7 of the EYA3 gene upon addition of ABA. Details are as in C. (H) RT-qPCR showing the inclusion of EYA3 exon 7 and control exons 2 and 9 in presence of DMSO or ABA. Experiments were performed with a specific RNA guide near EYA3 exon 7 or with an unrelated guide in the ZNF618 gene (Ctrl). Data are represented as the mean value ± S.E.M. of independent experiments (n = 3). t-test (* P-val < 0.05).
the DDX5 ortholog Dbp2 involved the formation of secondary structures within the 3′UTR of targeted transcripts (66). This rather points to a role of the helicase in facilitating the processing of nascent transcripts, allowing termination. In line with this, we found that a high proportion of transcripts presenting a 3′ extension also present splicing alterations, suggesting a global perturbation of RNA processing of these transcripts, consistent with the recent demonstration that splicing defects are often associated with inefficient 3′ end cleavage (20).

CTCF binds frequently to chromatin at or near DDX5/DDX17-dependent internal and terminal exons, and it co-regulates at least a subset of those exons. CTCF binding is promoted by DDX5/DDX17 and deleting a CTCF binding site as far as 1.2 kb downstream of a PAS is sufficient to increase transcriptional read-through of the gene, which highlights the prominent role played by CTCF. In these conditions, DDX5/DDX17 are still required for 3′ end processing and termination, indicating a complex relationship between these helicases and CTCF, as discussed also below. A function of CTCF in regulating splicing and polyadenylation has been documented earlier (45–48,94), but how it does so is still unclear, as various mechanisms have been proposed (reviewed in (49)). This includes a possible effect on the nascent transcript through the RNA binding activity of CTCF (95,96), but most evidence points to an effect of CTCF on the progression of the transcription complex along the gene. CTCF is thought to create a roadblock inducing RNApolyII stalling, especially when it binds downstream of alternatively spliced exons (45,50,97,98). In agreement with those results, CTCF binding sites around DDX5/DDX17-regulated exons are more often found at the level or the exon or within a 2 kb window downstream, and RNAPII density is higher across CTCF-associated exons compared to other exons.

Our results indicate that DDX5/DDX17-dependent exons, in particular those associated to CTCF binding, are often engaged in chromatin loops, which establishes a link between gene looping, alternative splicing and 3′ end processing, in line with earlier reports (51,53,54). However, we now provide the first direct demonstration that gene looping is instrumental for splicing and 3′ end processing regulation at the RNA level.

One remarkable finding is the high frequency of contacts between the first and the last exons of genes whose 3′ end processing and/or splicing is regulated by DDX5/DDX17, which suggests that this 3D conformation is a feature of DDX5/DDX17-dependent genes. Note that the analysed ChIA-PET datasets and our experiments were performed in different biological contexts, so the link between the specific 3D organization of genes and their regulation by DDX5/DDX17 may be underestimated. The CTCF sites flanking those gene loops form an equal proportion of convergent and tandem pairs, which differs from boundaries of topologically associated domains (TADs) or long-range promoter-enhancer interactions, that largely involve convergent sites (99–103). However, these strong and stable loops represent only a fraction of CTCF-involving chromatin loops in cells, and tandem loops, which are mostly found within larger convergent loops (typically TADs), represent a third of CTCF-mediated loops (104). Their weaker contact frequency suggests they are more dynamic and associated with transcription or regulatory functions, which fits well with our results.

Gene looping is at the same time a consequence of the transcriptional process and a facilitator of transcriptional/co-transcriptional steps (2,40), but so far most studies on gene looping have been made in yeast, and in mammalian cells the picture may differ to some extent. Gene looping is modulated according to the transcriptional status of genes, and it involves factors that are necessary for transcription activation (27–36,96,105,106). Importantly, gene looping is also an essential component of the cross-talk between transcription and co-transcriptional RNA processing, as it connects the 3′ end processing machinery and the promoter region, which may ensure the proper recognition of the PAS and transcription termination (28,34,41,50). Our results confirm this idea, since we showed on two different genes a correlation between a DDX5/DDX17-dependent gene loop and the deregulation of transcription termination and 3′ end processing in absence of both RNA helicases. Furthermore, we demonstrated that forcing DNA looping at a given PAS increased its use to the detriment of downstream sites. Our data suggest also that promoter-terminator gene looping is indirectly associated with splicing regulation. The inclusion of a subset of weak promoter-proximal exons, that are overrepresented within DDX5/DDX17-repressed exons, is mediated by an altered transcriptional activity near the promoter. At least in the prototypical example of PRMT2 exon 2, this may result from the opening of the looped conformation of the gene.

We do not know yet how RNA helicases control the formation of gene loops at the molecular level, but as DDX5/DDX17 depletion reduced CTCF binding and gene looping, CTCF may be involved in these intragenic contacts. Yet, we cannot exclude the contribution of other factors, as DDX5/DDX17 were shown previously to be required for stabilizing chromatin loops in a CTCF-independent context (71). Interestingly, a recent report described the existence of several types of loops joining the 5′ and 3′ ends of genes regulated by estrogen or retinoic acid receptor, including loops that are stabilized by R-loops forming at both sides of genes (34). As DDX5 was reported to modulate R-loop formation at promoter or terminator regions (64,65,107), it will be important to test whether DDX5/DDX17-dependent gene looping involves RNA/DNA hybrids.

In line with this hypothesis, DDX5/DDX17-dependent exons associated to CTCF binding and high RNAPII density display a higher GC content than other exons (Figure 5). This is true for both internal and terminal exons, indicating that the mechanism could be similar in splicing and in 3′ end processing. A high GC content may favour the formation of competing secondary structures in the nascent transcript, which likely explains the requirement of RNA helicases for including those exons, as shown previously (58,61,62,66). Besides, the high GC content may affect the cross-talk between transcription and RNA processing. The link between the GC content and transcription is complex since a high GC content has been associated to less RNAPII pauses in vitro (93), but also to correlate nega-
tively with RNAPII speed (91,92). Yet RNA structures and RNA-DNA hybrids, that are thermodynamically favoured by a high GC content, clearly have an impact on transcription in vivo, and vice versa (24,108), consistent with an active role of RNA helicases in this cross-talk. In this context, the fact that DDX5/DDX17 depletion tends to increase further the RNAPII density at CTCF-associated exons, while it decreases exon inclusion and 3′ end cleavage, contradicts the ‘window of opportunity’ model of co-transcriptional regulation of RNA processing (7,21). However, it highlights a key function of these factors in transcriptional and co-transcriptional processes across GC-rich regions. The main function of DDX5 and DDX17 may indeed be to disentangle the RNA and/or DNA structures forming during transcription, with consequences on RNAPII dynamics and gene looping, although gene looping itself may be a contributing factor to exon inclusion. What distinguishes some genes from others in their dependence to DDX5/DDX17 is likely to reside in their propensity to form local structures that could obstruct the processing signals along the gene and the nascent RNA molecule. How DDX5/DDX17-regulated structures connect to CTCF binding and gene looping will have to be clarified, but a link between formation of R-loops and CTCF binding was recently discovered (109), and this will deserve to be explored further in light of our results.

In conclusion, by providing the first direct evidence that chromatin looping can impact alternative splicing and polyadenylation, our study changes the way we envision the regulation of RNA processing. The use of a subset of GC-rich internal and terminal exons is dependent on RNA helicases DDX5 and DDX17 and on CTCF binding to chromatin, and it is associated with DDX5/DDX17-dependent gene looping. The spatial organization of genes and its modulation will have to be taken into account to understand the roles played by DDX5 and DDX17 in the control of cell proliferation and differentiation, or the consequences of their deregulation in cancer.
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