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ONE-DIMENSIONAL INELASTIC BOLTZMANN EQUATION: REGULARITY &

UNIQUENESS OF SELF-SIMILAR PROFILES FOR MODERATELY HARD

POTENTIALS

R. ALONSO, V. BAGLAND, J. A. CAÑIZO, B. LODS, AND S. THROM

Abstract. We prove uniqueness of self-similar profiles for the one-dimensional inelastic Boltz-

mann equation with moderately hard potentials, that is with collision kernel of the form | · |γ for

γ > 0 small enough (explicitly quantified). Our result provides the first uniqueness statement

for self-similar profiles of inelastic Boltzmann models allowing for strong inelasticity besides the

explicitly solvable case of Maxwell interactions (corresponding to γ = 0). Our approach relies

on a perturbation argument from the corresponding Maxwell model through a careful study of

the associated linearised operator. In particular, a part of the paper is devoted to the trend to

equilibrium for the Maxwell model in suitable weighted Sobolev spaces, an extension of results

which are known to hold in weaker topologies. Our results can be seen as a first step towards a

full proof, in the one-dimensional setting, of a conjecture in Ernst & Brito (2002) regarding the

determination of the long-time behaviour of solutions to inelastic Boltzmann equation.
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1. Introduction

We treat the one-dimensional Boltzmann equation for moderately hard potentials, proving
regularity and uniqueness of equilibrium self-similar profiles. In the process we also contribute
to generalising results related to the asymptotic convergence for the time-dependent Maxwell
model as well by better describing such convergence in standard Lebesgue and Sobolev spaces.

1.1. One-dimensional inelastic Boltzmann equation. Inelastic models for granular matter
are ubiquitous in nature and rapid granular flows are usually described by a suitable modifica-
tion of the Boltzmann equation, see Garzó (2019); Villani (2006). Inelastic interactions are charac-
terised, at the microscopic level, by the continuous dissipation of the kinetic energy for the sys-
tem. Typically, in the usual 3D physical situation, two particles with velocities (v, v⋆) ∈ R3×R3

interact and, due to inelastic collision, their respective velocities v′ and v′⋆ after collision are such
that momentum is conserved

v + v⋆ = v′ + v′⋆

but kinetic energy is dissipated at the moment of impact:

|v′|2 + |v′⋆|2 6 |v|2 + |v⋆|2.
Often the dissipation of kinetic energy is measured in terms of a single parameter, usually called
the restitution coefficient, which is the ratio between the magnitude of the normal component
of the relative velocity after and before collision. This coefficient e ∈ [0, 1] may depend on the
relative velocity and encode all the physical features. It holds then

〈v′ − v′∗, n〉 = −e 〈v − v⋆, n〉
where n ∈ S2 stands for the unit vector that points from the v-particle center to the v⋆-particle
center at the moment of impact. Here above, 〈·, ·〉 denotes the Euclidean inner product in R3.

For one-dimensional interactions, we will rather denote by x, y the velocities before collision
and x′, y′ those after collision and the collision mechanism is then described more easily as

x′ = ax+ (1− a)y, y′ = (1− a)x+ ay, a ∈ [12 , 1]

where the parameter a describes now the intensity of inelasticity and one checks indeed that
x′ + y′ = x+ y whereas

|x′|2 + |y′|2 − |x|2 − |y|2 = −2ab|x− y|2 6 0, b = 1− a, (1.1)
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where we used that a2 + b2 − 1 = −2ab if b = 1 − a. In this case, the inelastic Boltzmann
equation is given by the following, as proposed in Ben-Naim & Krapivsky (2000):

∂sf(s, x) = Qγ(f, f)(s, x), (s, x) ∈ (0,∞) × R , (1.2)

with given initial condition f(0, x) = f0(x) > 0. The interaction operator is defined as

Qγ(f, f)(x) =

∫

R

f(x− ay)f(x+ (1− a)y)|y|γ dy − f(x)

∫

R

f(x− y)|y|γ dy (1.3)

for fixed γ > 0 and a ∈ [12 , 1]. Notice that the model (1.2) conserves mass and momentum
∫

R

Qγ(f, f)(x) dx =

∫

R

Qγ(f, f)xdx = 0 ,

but dissipates energy since
∫

R

Qγ(f, f)(x)|x|2 dx

=
1

2

∫

R2

f(u)f(v)|u′ − v′|γ
[
|u′|2 + |v′|2 − |u|2 − |v|2

]
dudv

= −ab
∫

R×R

f(u)f(v)|u− v|γ+2 dudv, b = 1− a, (1.4)

where we used a change of variable u = x − ay, v = x + by and a symmetry argument to
get the first identity while we used (1.1) to establish the second one. This implies that, for any
nonnegative initial datum f0 and any solution f(s, z) to (1.2), it holds

d

ds

∫

R

f(s, z)

(
1
z

)
dz =

(
0
0

)

while
d

ds

∫

R

f(s, z)z2 dz = −ab
∫

R×R

f(s, u)f(s, v)|u− v|γ+2 dudv 6 0. (1.5)

One sees therefore that the single parameter a (through the product ab = a(1 − a)) measures
the strength of energy dissipation. The case a = 1 represents a purely elastic interaction which,
in one dimension, is described by no interaction at all, or simply Qγ(f, f) = 0. The other case
a = 1

2 is the case of extreme inelasticity or the sticky particle case; that is, after interaction the
particles remain attached yet considered distinct so that no global mass is lost. From now, in all
this manuscript, we consider this latter case

a =
1

2

but wish to point out that the general case a ∈
(
1
2 , 1
)
can be treated in a similar fashion.

The above dissipation of kinetic energy (together with mass and momentum conservation)
leads to a natural equilibrium given by the distribution that accumulates all the initial mass, say
m0, at the initial system’s bulk momentum z0:

Qγ(F,F ) = 0 =⇒ ∃m0 > 0, z0 ∈ R such that F = m0 δz0 .

Such a degenerate solution is of course expected to attract all solutions to (1.2) but, as for the
multi-dimensional model, one expects that, before reaching the degenerate state, solutions be-
have according to some universal profile as an intermediate asymptotics.
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More precisely, it is believed that a more accurate description can be derived introducing a
rescaling of the form

Vγ(s) g(t(s), x) = f(s, z) , x = Vγ(s) z ,

where the rescaling functions are given by

Vγ(s) =

{
(1 + c γ s)

1
γ if γ ∈ (0, 1),

ecs if γ = 0 ,
and t(s) = tγ(s) =

{
1
cγ log(1 + c γ s) , if γ ∈ (0, 1),

s , if γ = 0 .

We refer to Bobylev & Cercignani (2003) for a study of the Maxwell model (γ = 0) and Alonso
et al. (2020) for the hard potential model (γ ∈ (0, 1)). For γ > 0, this rescaling is useful for any
c > 0 and we are free to choose this parameter as we see fit; while for γ = 0, the only useful
choice is c = 1

4 . We will come back to this later. Straightforward computations show then that,
if f(s, z) is a solution to (1.2), the solution g(s, z) satisfies

∂tg(t, x) + c ∂x
(
x g(t, x)

)
= Qγ(g, g)(t, x), (t, x) ∈ (0,∞)× R , (1.6)

with g(0, x) = f0(x) so that
∫

R

g(t, x) dx =

∫

R

f0(x) dx = 1,

∫

R

xg(t, x) dx =

∫

R

xf0(x) dx = 0, ∀t > 0 (1.7)

due to the conservation of mass and momentum induced by both the drift term and the collision
operatorQγ . Since, formally,

∫

R

∂x
(
x g(t, x)

)
|x|2 dx = −2

∫

R

g(t, x) |x|2 dx ,

one can interpret the rescaling as an artificial way to add energy into the system, the bigger the
c > 0 the more energy per time unit is added. Thus, the rescaling has the same effect of adding a
background linear “anti-friction” with constant c > 0. However, unless in the special case γ = 0,
evolution of the kinetic energy along solutions to (1.6) is not given in closed form. Namely, if

M2(g(t)) =

∫

R

g(t, x)x2 dx

one sees from (1.6) and (1.4) that

d

dt
M2(g(t)) − 2cM2(g(t)) =

∫

R

Qγ(g, g)(t, x)x
2 dx

= −1

4

∫

R×R

g(t, x)g(t, y)|x − y|γ+2 dxdy

(1.8)

so that the evolution of the second moment of g(t) depends on the evolution of moments of order
γ + 2. The situation is very different in the case γ = 0 and this basic observation will play a
crucial role in our analysis.

It is important to observe that problems (1.2) and (1.6) are related by a simple rescaling, so
that knowledge of properties of one of them is transferable to the other. Equation (1.6) is referred
to as the self-similar equation. For γ > 0 and any c > 0, it has at least one non-trivial equilibrium
with positive energy (Alonso et al. , 2020), satisfying the equation

c ∂x
(
xG(x)

)
= Qγ(G,G)(x) . (1.9)

For γ = 0, there is a non-trivial equilibriumwith positive energy only if c = 1
4 . The equilibria are

known as self-similar profiles. Of course,G depends on the choice of c > 0; however, they are all
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related by a simple rescaling. Moreover, the fact the G is a regular (smooth) function is helpful
for the technical analysis, for example to have a standard linearisation referent. Indeed, in this
document we prove regularity properties for G := Gγ and answer the uniqueness question for
the problem (1.4), at least in the context of moderately hard potentials, that is, our results will be
valid for relatively small positive γ.

The question of uniqueness for self-similar profiles of the model (1.4) is notoriously difficult
for γ > 0. Since the model conserves mass and momentum, a uniqueness result has to take into
account this fact. In other words, steady states should be unique in a space with fixed mass and
momentum. In the case of Maxwell interactions (γ = 0 and c = 1

4 ), energy is additionally con-
served, and it is known that self similar profiles are unique when mass, momentum and energy
are fixed (Bobylev & Cercignani, 2003). This case is less technical, and somehow critical, since
the self-similar rescaling is uniquely determined (by the initial mass and energy) as opposed to
the case γ > 0 where one can choose any c > 0 to perform the rescaling. For the Maxwell case
the rescaling leads to the conservation of energy which is an important help in the analysis, to-
gether with a computable spectral gap for the linearised equation. We refer to Carrillo & Toscani
(2007) for a good account of the theory of the Maxwell model in one and multiple dimensions.

There is another type of uniqueness result. In the context of 3D-dissipative particles it is
possible to define a weakly inelastic regime. A big difference between the one-dimensional prob-
lem and the three-dimensional problem is that in the latter the elastic limit of the model is the
classical Boltzmann equation whereas in the one-dimensional problem the elastic limit a = 1 is
simply ∂tf = 0. This is the reason one can study weakly inelastic systems as a perturbation of the
classical Boltzmann equation in several dimensions with powerful tools such as entropy-entropy
dissipationmethods leading to a uniqueness result in this context, see Mischler &Mouhot (2009);
Alonso & Lods (2013, 2014). And yet, the same strategy completely fails in the 1D-dissipative
model where such tools are not available.

Our analysis for small positive γ will be also perturbative taking as reference the one-dimensional
Maxwell sticky particle model; that is, our result covers the most extreme case of inelasticity pro-
viding a strong indication that the steady inelastic self-similar profiles should be unique in full
generality, for all collision kernels and degrees of inelasticity. This perturbation is highly singu-
lar in two respects: first, the Maxwell model conserves energy in self-similar variables which is
not the case for γ > 0. This is a major difficulty since the spectral gap of the linearised Maxwell
model depends crucially on this conservation law. Second, the tail of the self-similar profiles are
completely different, for Maxwell models the profile enjoys some few statistical moments only,
whereas for hard potentials the profile has exponential tails. Fortunately, steady states will enjoy
regularity for all γ > 0, a property that will be also proved in this paper.

1.2. The problem at stake. The main concern of the present paper is, as said, the uniqueness
of the steady solutionsGγ to the equation

c∂x(xGγ) = Qγ(Gγ ,Gγ) , (1.10)

with unit mass and zero momentum where, for γ ∈ [0, 1] , Qγ(f, g) reads in its weak form as

∫

R

Qγ(f, g)(x)ϕ(x) dx =
1

2

∫

R2

f(x)g(y)∆ϕ(x, y)|x − y|γ dxdy (1.11)
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with

∆ϕ(x, y) = 2ϕ

(
x+ y

2

)
− ϕ(x)− ϕ(y)

for any suitable test function ϕ. We can split Qγ(f, g) into positive and negative parts

Qγ(f, g) = Q+
γ (f, g)−Q−

γ (f, g)

where, in weak form,
∫

R

Q+
γ (f, g)(x)ϕ(x) dx =

∫

R2

f(x)g(y)ϕ

(
x+ y

2

)
|x− y|γ dxdy

and ∫

R

Q−
γ (f, g)ϕ(x) dx =

1

2

∫

R2

f(x)g(y) (ϕ(x) + ϕ(y)) |x− y|γ dxdy.

The existence of a suitable solutionGγ to (1.10) with finite moments up to third order has been

obtained in Alonso et al. (2020). We will always assume here that Gγ ∈ L1
3(R) is nonnegative

and satisfies ∫

R

Gγ(x) dx = 1,

∫

R

Gγ(x)xdx = 0, γ ∈ [0, 1]. (1.12)

Notice that the energy ∫

R

x2Gγ(x) dx =M2(Gγ)

is not known a priori since the non-conservation of kinetic energy precludes any simple selection
mechanism to determine it at equilibrium.

The crucial point of our analysis lies in the fact that this problem has a very well-understood
answer in the degenerate case in which γ = 0. Indeed, in such a case, many computations are
explicit and, for instance, the evolution of kinetic energy for equation (1.6) is given in closed form
as, according to (1.8)

d

dt
M2(g(t)) − 2cM2(g(t)) = −1

4

∫

R×R

g(t, x)g(t, y)|x − y|2 dxdy = −1

2
M2(g(t))

where we used (1.7) to compute the contribution of the collision operator. In particular, for γ = 0,
energy is conserved if and only if c = 1

4 and, in such a case, we can prescribe the energy of the
kinetic energy of the steady stateG0.

For this reason, in the sequel we will always assume that

c =
1

4
.

Another important property of the Maxwell molecules case is that, due to explicit computa-
tions in Fourier variables, solutions to (1.10) are actually explicit in this case (and in this case
only). More precisely, one has the following

Theorem 1.1 (Bobylev & Cercignani (2003)). LetM2(R) denote the set of real Borel measures on
R with finite second order moment. Any µ ∈ M2(R) such that

− 1

4

∫

R

xϕ′(x)µ( dx) =
1

2

∫

R×R

∆ϕ(x, y)µ( dx)µ( dy) ∀ϕ ∈ C1
b (R) (1.13)
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and satisfying
∫

R

µ( dx) = 1,

∫

R

xg(x)µ( dx) = 0,

∫

R

x2µ( dx) =
1

λ2
> 0

is of the form

µ( dx) = Hλ(x) dx = λH(λx) dx

where

H(x) =
2

π(1 + x2)2
x ∈ R.

Here above of course (1.13) is a measure-valued version of the steady equation (1.10) and in
particular one sees thatH is the unique solution to

1

4
∂x (xH(x)) = Q0(H,H)(x)

with unitmass and energy and zeromomentum. The existence and uniqueness has been obtained,
through Fourier transform methods, in Bobylev & Cercignani (2003) and extended to measure
solutions in Carrillo & Toscani (2007).

We introduce the following set of equilibrium solutions

Eγ =
{
Gγ ∈ L1

3(R) ; Gγ satisfying (1.10) and (1.12)
}

for any γ ∈ [0, 1). The above Theorem ensures that elements of E0 are entirely described by
their kinetic energy, i.e., given E > 0,

{g ∈ E0 andM2(g) = E} reduces to a singleton.

The main objective of the present contribution is to prove that, for moderately hard potentials,
the situation is similar and more precisely, our main result can be summarized as

Theorem 1.2. There exists some explicit γ† ∈ (0, 1) such that, if γ ∈ (0, γ†) then Eγ reduces to a
singleton.

Notice here the contrast between the case γ > 0 where Eγ is a singleton whereas, for γ = 0,
E0 is an infinite one-dimensional set parametrised by the energy of the steady solution. As we
will see, it happens that, in the limit γ → 0, the steady equation (1.10) (with c = 1

4 ) somehow
selects the energy.

Before describing in details the main steps behind the proof of Theorem 1.2, we need to intro-
duce the notations that will be used in all the sequel.

1.3. Notations. For s ∈ R and p > 1, we define the Lebesgue space Lp
s(R) through the norm

‖f‖Lp
s
:=

(∫

R

∣∣f(x)
∣∣p (1 + |x|)sp dx

)1/p

, Lp
s(R) :=

{
f : R → R ; ‖f‖Lp

s
<∞

}
.

More generally, for any weight function ̟ : R → R+, we define, for any p > 1,

Lp(̟) :=
{
f : R → R ; ‖f‖pLp(̟) :=

∫

R

∣∣f
∣∣p̟p dx <∞

}
.

A frequent choice will be the weight function

ws(x) = (1 + |x|)s , s > 0, x ∈ R. (1.14)

With this notation, one can write for example Lp
s(R) = Lp(ws), for p > 1, s > 0. We define the
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weighted Sobolev spaces by

W k,p(̟) :=
{
f ∈ Lp(̟) ; ∂ℓxf ∈ Lp(̟) ∀ 0 6 ℓ 6 k

}
, with k ∈ N ,

with the standard norm

‖f‖W k,p(̟) :=

( k∑

ℓ=0

∫

R

∣∣∂ℓxf(x)
∣∣p̟(x)p dx

) 1
p

.

For p = 2, we will simply write Hk(̟) = W k,2(̟), k ∈ N. For general s > 0, the Sobolev
space Hs(R) is defined thanks to the Fourier transform.

Hs(R) :=
{
f ∈ L2(R) ;

∫

R

(1 + |ξ|2)s|f̂(ξ)|2 dξ <∞
}
,

where

f̂(ξ) =

∫

R

f(x)e−ixξ dx.

This space is endowed with the standard norm

‖f‖Hs(R) =

(∫

R

(1 + |ξ|2)s|f̂(ξ)|2 dξ
) 1

2

.

We shall also use an important shorthand for themoments of order s ∈ R of measurablemapping
f : R → R,

Ms(f) :=

∫

R

f(x) |x|s dx.

For k > 0 we define the norm (in Fourier variables)

|||ψ|||k := sup
ξ∈R\{0}

|ψ(ξ)|
|ξ|k (1.15)

on the vector space of continuous functions ψ : R → C such that ξ 7→ ψ(ξ)/|ξ|k is a bounded
continuous function (with a limit at ξ = 0). This norm makes this vector space a Banach space.
Moreover, for k > 0 and p ∈ (1,∞), we define

|||ψ|||pk,p :=
∫

R

|ψ(ξ)|p
|ξ|kp dξ, (1.16)

which makes sense if |ψ(ξ)| 6 min{1, C|ξ|3} for some C > 0 and 1
p < k < 3 + 1

p .

For k > 2, we also define the following space of measures

X0 :=

{
µ ∈ Mk(R)

∣∣∣∣∣

∫

R

µ( dx) =

∫

R

xµ( dx) =

∫

R

x2 µ( dx) = 0

}
. (1.17)

Here above, Mk(R) denotes the set of real Borel measures on R with finite total variation of
order k that are satisfying ∫

R

wk(x) |µ|( dx) <∞.

Then, by abuse of notation, for µ ∈ X0 and 0 < k < 3, we define the norm

|||µ|||k := sup
ξ∈R\{0}

|µ̂(ξ)|
|ξ|k . (1.18)
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By (Carrillo & Toscani , 2007, Proposition 2.6), for any 0 < k < 3, if µ ∈ X0 then |||µ|||k is finite.
Endowed with the norm |||·|||k with 2 < k < 3, the space X0 is a Banach space, see Proposition
2.7 in Carrillo & Toscani (2007).

1.4. Strategy andmain intermediate results. The idea to prove our main result Theorem 1.2
is to adopt a perturbative approach and to fully exploit the knowledge of the limiting case γ = 0.
This explains in particular why our result is valid for moderately hard potentials γ ≃ 0. More
precisely, inspired by similar ideas developed in the context of the Smoluchowski equation (see
Cañizo & Throm (2021) for a recent account and a source of inspiration for the present work),
the first step in our proof is to show that, in some weak sense to be determined,

lim
γ→0

Gγ = G0

whereG0 is a steady solution in the Maxwell case, i.e. a solution to (1.13), andGγ is any steady
solution in Eγ . Of course, such a limiting process is very singular as for instance can be under-
stood from the following fundamental property of steady solutions.

Proposition 1.3. For any γ ∈ (0, 1), one has

Mk(Gγ) :=

∫

R

Gγ(x)|x|k dx <∞ for any k > 0

whereas

Mk(G0) <∞ ⇐⇒ k ∈ (−1, 3).

Of course, because we are interested here in the behaviour of Gγ for γ → 0, the above
Proposition will play only a marginal role for our analysis (we refer the reader to Appendix C.3
for a full proof) but it highlights the fact that the limiting process we are interested in is highly
singular. In particular, since steady solutions to (1.10) exist with any energy, a first important
step is to derive the correct limiting temperature

lim
γ→0

M2(Gγ) = E0 =M2(G0)

since that single parameter, thanks to Theorem 1.1, would allow to completely characterizeG0.
This first step in our proof can be summarized in the following which characterises the limit
temperature for γ → 0 and provides additional moment and L2 bounds. Its proof will be given
in Section 2.7. We recall that we are always setting c = 1

4 in Eq. (1.10): .

Theorem 1.4. For any ϕ ∈ Cb(R) and any choice of steady states Gγ ∈ Eγ for γ > 0 one has

lim
γ→0+

∫

R

Gγ(x)ϕ(x) dx =

∫

R

G0(x)ϕ(x) dx, G0(x) =
2λ0

π
(
1 + λ20x

2
)2 , x ∈ R

with

λ0 := exp (A0) and A0 :=
1

2

∫

R

∫

R

H(x)H(y)|x − y|2 log |x− y|dxdy > 0.

Moreover, for any δ ∈ (0, 3) there exist C0 > 0 and γ⋆ ∈ (0, 1), both depending on δ such that

‖Gγ‖L2 6 C0, Mk(Gγ) 6 C0, ∀ γ ∈ [0, γ⋆), k ∈ (0, 3 − δ). (1.19)
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In fact it will be shown in Lemma 3.5 that A0 = log 2 + 1
2 and thus λ0 = 2

√
e.

Notice that, as documented inAlonso et al. (2020), the derivation ofL2 bounds for solutions to
the 1D-Boltzmann equation is not an easy task. This comes from the lack of regularizing effects
induced by the collision operatorQγ in dimension d = 1. Recall indeed that a celebrated result in
Lions (1988) asserts that, for very smooth collision kernels, the Boltzmann collision operator (for
elastic interactions and in dimension d) maps, roughly speaking,L2(Rd)×L2(Rd) in the Sobolev

spaceH
d−1
2 (Rd), i.e. the collision operator induces a gain of d−1

2 (fractional) derivative. One sees
therefore that no regularisation effect is expected in dimension d = 1 whereas gain of regularity
is the fundamental tool for the derivation ofLp-estimates for solutions to the Boltzmann equation
(see Mouhot & Villani (2004)). This simple heuristic consideration is also confirmed in the related
case of the Smoluchowski equation for which derivation of suitable Lp-estimates p > 1 is a
notoriously difficult problem (see Banasiak et al. (2020); Cañizo & Throm (2021)).

In the present paper, the derivation ofL2-bounds (uniformlywith respect to γ > 0) is deduced
from quite technical arguments, specific to the study of equilibrium solutions, and crucially ex-
ploits the convergence ofGγ towardsG0 together with the fact thatG0 is completly explicit. In
particular, our argument does not seem to work for general solutions to (1.6).

A second step in our proof is then to be able to quantify the above convergence ofGγ towards
G0 and, in particular, to exploit the fact that G0 is a stable equilibrium solution to (1.10) for
γ = 0. To prove this, we need first to revisit several of the known results concerning theMaxwell
molecules case and in particular the long time behaviour of the solutions to the evolution problem

∂tg(t, x) +
1

4
∂x (xg(t, x)) = Q0(g, g)(t, x), x ∈ R, t > 0 (1.20)

and show that any (suitably normalized) solution to this equation converges exponential fast
towards G0 as t → ∞ in Fourier norms |||·|||k and |||·|||k,p (see Theorem 4.1). Thanks to new
regularity results regarding the above equation, we can also extend such an exponential conver-
gence to more tractable Sobolev spaces. This careful analysis of the Maxwell equation together
with new regularity bounds for the self-similar profileGγ allows to derive the following stability
estimate for self-similar profiles which is also a main ingredient in the proof of Theorem 1.2 and
whose proof will be given in Section 3.1.

Theorem 1.5 (Stability of profiles). Let 2 < a < 3. There exist γ⋆ ∈ (0, 1) and an explicit
function η = η(γ) depending on a, with limγ→0+ η(γ) = 0, such that, for any γ ∈ (0, γ⋆), for any
Gγ ∈ Eγ ,

‖Gγ −G0‖L1(wa) 6 η(γ).

We point out here that some suitable smoothness estimates for Gγ in Sobolev spaces (uni-
formly with respect to γ) are required for the proof of Theorem 1.5 (see Lemma 3.2) and, as
explained already for L2 estimates, the lack of regularization effect for the operatorQγ induces
severe technical obstacles in the proof of such Sobolev estimates forGγ .

A final important tool for the proof of Theorem 1.2 is the quantitative stability of the steady
stateG0 of (1.20) in the spaceL

1(wa). More precisely, let us introduce the following linearisation
L0 on L

1(wa).



ONE-DIMENSIONAL INELASTIC BOLTZMANN EQUATION 11

Definition 1.6. We introduce, for 2 < a < 3 the functional spaces

Xa = L1(wa), Ya =

{
f ∈ Xa ;

∫

R

f(x) dx =

∫

R

f(x)xdx = 0

}

and Y
0
a =

{
f ∈ Ya ;

∫

R

f(x)x2 dx = 0

}

with ‖ · ‖Xa denoting the norm in Xa. We define then

L0 : D(L0) ⊂ Xa → Xa

by

L0(h) = Q0(h,G0) +Q0(G0, h)−
1

4
∂x(xh), ∀h ∈ D(L0)

with

D(L0) = {f ∈ Xa ; ∂x(xf) ∈ Xa}
and G0 given in Theorem 1.4.

The stability of the profileG0 for the Maxwell molecules case is then established through the
following result which provides a spectral gap for the linear operator L0 in the space Y0

a. The
proof will be given in Section 4.5.

Proposition 1.7. Let 2 < a < 3. The operator (L0,D(L0)) on Xa is such that, for any
ν ∈ (0, 1 − a

4 − 21−a), there exists C(ν) > 0 such that

‖L0h‖Xa >
ν

C(ν)
‖h‖Xa , ∀h ∈ D(L0) ∩ Y

0
a. (1.21)

In particular, the restriction L̃0 of L0 to the space Y
0
a is invertible with

∥∥∥L̃ −1
0 g

∥∥∥
Xa

6
C(ν)

ν
‖g‖Xa , ∀g ∈ Y

0
a. (1.22)

The existence of a spectral gap for L0 in the spaceX0 endowed with the Fourier norm |||·|||k
is essentially well-known (see e.g. Carrillo & Toscani (2007)) but we revisit the arguments in
Section 4.5. To derive a similar spectral gap estimate in the more tractable space Y0

a (for some
2 < a < 3), we rely on recent results from Cañizo & Throm (2021) and Mischler & Mouhot
(2016) using a suitable splitting

L0 = A+B,

with A : X0 → Y0
a bounded and B enjoying some dissipative properties (we refer to Section 4.5

for more details, in particular, we point out already that the results of Section 4.5 are given for
the linearised operator around H but that the results therein translate to L0 by simple scaling
arguments). As a consequence, we will finally deduce that L0|Y0

a
has a spectral gap as well.

Notice that, according to (Carrillo & Toscani , 2007, Lemma 2.5 and Proposition 2.6) for µ ∈ X0,
we have

|||µ|||k 6 C

∫

R

wk(x) |µ|(dx) for any 2 < k < 3,

withws(x) = (1 + |x|)s for s > 0. Hence, for a > k, we have

Y
0
a ⊂ X0.

Therefore, our scope here is to deduce the spectral property of the linearised operator on a small
space from those well-established on a large space: it is a shrinkage argument (see Mischler &
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Mouhot (2016) for pioneering work) in contrast with the enlargement techniques introduced in
Gualdani et al. (2017).

Combining Proposition 1.7 together with Theorem 1.5 yields then, in a non straightforward
way, a full proof of Theorem 1.2. Roughly speaking, the idea is to apply the above quantitative
stability estimate to the difference gγ = G

1
γ−G

2
γ of two elements of Eγ . Let us explain our main

strategy in the simplified situation in which both profile share the same energy. In this case, if
G

1
γ ,G

2
γ ∈ Xa with 2 < a < 3 are two solutions of (1.10) and gγ = G

1
γ −G

2
γ then,

M2(G
1
γ) =M2(G

2
γ) =⇒ gγ ∈ Y

0
a.

Moreover, it can also be shown that there exists a mapping η̃ : [0, 1] → R+ with

lim
γ→0+

η̃(γ) = 0

and such that

‖L0

(
G

1
γ −G

2
γ

)
‖Xa 6 η̃(γ)

∥∥G1
γ −G

2
γ

∥∥
Xa
, γ > 0.

Combining this with (1.21) one gets

ν

C(ν)
‖gγ‖Xa 6 ‖L0gγ‖Xa 6 η̃(γ) ‖gγ‖Xa

.

Since limγ→0 η̃(γ) = 0, one can choose γ† ∈ (0, 1) such that

C(ν)

ν
η̃(γ) < 1, ∀γ ∈ (0, γ†),

from which

‖gγ‖Xa < ‖gγ‖Xa ∀γ ∈ (0, γ†).

This shows that gγ = 0 for all γ ∈ (0, γ†) and gives a simplified version of Theorem 1.2 in

the special case in which G
1
γ and G

2
γ share the same energy. To prove the uniqueness result

(without any restriction on the energy), we need therefore, in some rough sense, to be able to
control the fluctuation of kinetic energy introducing a kind of selection principle which allows
to compensate the discrepancy of energies to apply a variant of (1.21). This is done in Section
3.2 to which we refer for technical details regarding such a procedure.

1.5. Main features of our contribution. A first important novelty and main interest of the
present contribution is that, to our knowledge, it presents the first and only uniqueness result for
self-similar profiles associated to an inelastic Boltzmann equation for hard potentials in a regime
of large inelasticity. Indeed, the only uniqueness result available in the literature is the one in
the 3D case obtained in Mischler & Mouhot (2016) in a weakly inelastic regime corresponding
to a restitution coefficient e ≃ 1. Our analysis here is the first one dealing with highly inelastic
interactions (the most inelastic one actually since, as said, a = 1

2 corresponds to sticky particles)
and we strongly believe that our approach can be adapted to the study of 3Dmodels for arbitrary
restitution coefficient e ∈ (0, 1) (of course, still in a regime of moderately hard potentials).

Second, one of the main interests of our analysis is that it provides a first step towards the
equivalent of the so-called scaling hypothesis which, in the study of Smoluchowski’s equation,
asserts that self-similar profiles are unique and attract all solutions to the associated evolution
equation (see Cañizo & Throm (2021) for a first proof of the scaling hypothesis for non-explicitly
solvable kernels). In the present contribution, we proved, as in Cañizo & Throm (2021), that, for
singular perturbation of the explicitly solvable case of Maxwell molecules (i.e. for γ ≃ 0), the
self-similar profileGγ is unique. Some additional work should be undertaken to prove now that
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such a unique solution attracts all solution to (1.6) with some explicit (exponential) rate. We
strongly believe that the perturbative framework introduced in the present contribution is also
the right approach to the study of the long-time behavior of solutions to (1.6), exploiting now
the fact that convergence in Fourier norm |||·|||k is indeed exponential in the limit case γ = 0
(see Theorem 4.1). Combining this with a careful spectral analysis of the linearization of Qγ

around the self-similar profileGγ should provide important insights on this important question
and pave the way to a full mathematical justification of a conjecture in Ernst & Brito (2002) about
the long-time behaviour of granular gases, allowing in particular for strong inelasticity.

1.6. Organisation of the paper. After this Introduction, the rest of the paper is organised as
follows. Section 2 derives the main a posteriori estimates on the self-similar profile Gγ ∈ Eγ ,
focusing mainly on estimates which are uniform with respect to the parameter γ ≃ 0. We also
establish in this Section the proof of Theorem 1.4. The two main results, Theorem 1.5 and also
our main result Theorem 1.2, are proven in Section 3 in which we take for granted many of the
results regarding the Maxwell equation (1.20). The final Section 4 is devoted to a comprehensive
study of the special case γ = 0, i.e. a careful analysis of solutions to (1.20). We revisit the
exponential convergence to equilibrium in Fourier norm |||·|||k and extend it to more tractable
Sobolev spaces by a carefuly study of the regularising effects of (1.20). We also establish the
proof of the stability estimate Proposition 1.7. The paper ends with three Appendices containing
various technical results of independent interest. In Appendix A, we recall some properties of
the Fourier norm |||·|||k as well as some useful interpolation inequalities. Appendix B is devoted
to some functional estimates of the collision operatorQγ and its linearised counterpart. Finally,
Appendix C provides rigorous justifications of several results whose proofs given in the text
are only formal. Indeed, we believe that the core text should contain the main technical ideas
underlying some of the results and decided to postpone their rigorous justifications to Appendix
C which also contains the full proof of the above Proposition 1.3.

Acknowledgments. R. Alonso gratefully acknowledges the support from OConselho Nacional
deDesenvolvimentoCientífico eTecnológico, Bolsa de Produtividade emPesquisa - CNPq (303325/2019-
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RED2018-102650-T, and the María de Maeztu grant CEX2020-001105-M from the Spanish gov-
ernment. B. Lods gratefully acknowledges the financial support from the Italian Ministry of Edu-
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would like to acknowledge the support of the Hausdorff Institute for Mathematics where this
work started during their stay at the 2019 Junior Trimester Program on Kinetic Theory. Data
sharing not applicable to this article as no datasets were generated or analysed during the current
study.

2. Uniform a posteriori estimates in the limiting process

As explained in the Introduction, our proof of the uniqueness of solutions to (1.10) is based
upon a perturbative approach around the pivot case γ = 0 corresponding to Maxwell molecules
interactions. To undertake this perturbative approachwe need first to establish uniform estimates
for the self-similar profileGγ to (1.10) for γ ∈ (0, 1) small enough. We begin with the control of
the energyM2(Gγ).
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2.1. Uniform energy control. As far as the energy is concerned, one has the following esti-
mate:

Lemma 2.1. The following universal bound holds true: for any γ ∈ (0, 1) and any Gγ ∈ Eγ one
has

M2(Gγ) 6
1

2
.

As a consequence, there exists some universal constant C̃ > 0 such that, for any γ ∈ (0, 1) and any
Gγ ∈ Eγ ,

‖Gγ‖L1
s
6 C̃ ∀s ∈ [0, 2]. (2.1)

Proof. Multiplying the equation (1.10) by |x|2 and integrating in x, one obtains formally

1

4

∫

R

∫

R

Gγ(x)Gγ(y)|x− y|2
(
|x− y|γ − 1

)
dxdy = 0 . (2.2)

To prove this rigorously we note thatGγ satisfies (1.10) in a weak sense, that is

− 1

4

∫

R

xφ′(x)Gγ(x) dx =

1

2

∫

R2

|x− y|γ
(
2φ

(
x+ y

2

)
− φ(x)− φ(y)

)
Gγ(x)Gγ(y) dxdy (2.3)

for any φ ∈ C1
b (R). Since x 7→ x2 does not belong to C1

b (R), one cannot take φ(x) = x2 but one
considers a sequence of approximating functions {φℓ}ℓ>0 ⊂ C1

b (R) satisfying

φℓ(x) =

{
x2 for |x| 6 ℓ,
ℓ2 + 1 for |x| > ℓ+ 1

and |φ′ℓ(x)| 6 2ℓ for x ∈ R.

Plugging φℓ in (2.3), one has for any ℓ > 0,

− 1

2

∫ ℓ

−ℓ
x2Gγ(x) dx+

1

4

∫

[−ℓ,ℓ]2
|x− y|γ+2

Gγ(x)Gγ(y) dxdy

=

∫

R2\[−ℓ,ℓ]2
|x− y|γ

(
φℓ

(
x+ y

2

)
− 1

2
φℓ(x)−

1

2
φℓ(y)

)
Gγ(x)Gγ(y) dxdy

+
1

4

∫

ℓ<|x|6ℓ+1
xφ′ℓ(x)Gγ(x) dx (2.4)

where we used that |x+y
2 |2− 1

2 |x|2− 1
2 |y|2 = −1

4 |x− y|2 in the particle-particle collisional term

for (x, y) ∈ [−ℓ, ℓ]2. Rewriting, we have moreover

−
∫ ℓ

−ℓ
x2Gγ(x) dx = −

∫

[−ℓ,ℓ]2
x2Gγ(x)Gγ(y) dxdy

+

∫

[−ℓ,ℓ]2
x2Gγ(x)Gγ(y) dxdy −

∫ ℓ

−ℓ
x2Gγ(x) dx

= −1

2

∫

[−ℓ,ℓ]2
|x− y|2Gγ(x)Gγ(y) dxdy −

∫

[−ℓ,ℓ]2
xyGγ(x)Gγ(y) dxdy

+

∫ ℓ

−ℓ
x2Gγ(x) dx

(∫ ℓ

−ℓ
Gγ(y) dy − 1

)
.
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Thus, we get from (2.4)

1

4

∫

[−ℓ,ℓ]2
|x− y|2Gγ(x)Gγ(y)

(
|x− y|γ − 1

)
dxdy = Rℓ (2.5)

with

Rℓ :=

∫

R2\[−ℓ,ℓ]2
|x− y|γ

(
φℓ

(
x+ y

2

)
− 1

2
φℓ(x)−

1

2
φℓ(y)

)
Gγ(x)Gγ(y) dxdy

+
1

4

∫

ℓ<|x|6ℓ+1
xφ′ℓ(x)Gγ(x) dx+

1

2

∫

[−ℓ,ℓ]2
xyGγ(x)Gγ(y) dxdy

− 1

2

∫ ℓ

−ℓ
x2Gγ(x) dx

(∫ ℓ

−ℓ
Gγ(y) dy − 1

)
. (2.6)

Letting ℓ → ∞ one deduces easily that Rℓ is converging to zero. This justifies (2.2). Now, using
the elementary inequality u− 1 > log u, (u > 0) with u = |x− y|γ one deduces from (2.2) that

0 >
1

4

∫

R2

Gγ(x)Gγ(y)|x− y|2 log |x− y|dxdy

=
1

8

∫

R2

Gγ(x)Gγ(y)|x− y|2 log |x− y|2 dxdy.

Applying the elementary inequality r log r > r − 1 (r > 0) with r = |x− y|2 we deduce that

0 >

∫

R2

Gγ(x)Gγ(y)
(
|x− y|2 − 1

)
dxdy.

Since ∫

R

∫

R

Gγ(x)Gγ(y)|x− y|2 dxdy = 2M2(Gγ),

∫

R

∫

R

Gγ(x)Gγ(y) dxdy = 1

we deduce the result. �

2.2. Weak convergence. A first consequence of the above energy estimate (2.1) is that, for any
choice of equilibriaGγ ∈ Eγ ,

{Gγ(x) dx}γ∈(0,1) is a tight set of probability measures.

From Prokhorov’s compactness Theorem (see (Kolokoltsov , 2011, Theorem 1.7.6, p. 41)), there ex-
ist some probabilitymeasureµ( dx) and some sequence (γn)n∈N tending to 0 such that {Gγn(x) dx}n∈N
converges narrowly to µ( dx), that is

∫

R

ϕ(x)Gγn(x) dx −→
n→∞

∫

R

ϕ(x)µ( dx) ∀ϕ ∈ Cb(R).

Let φ ∈ C1
b (R). Set ψn(x, y) = |x− y|γn

(
2φ
(x+y

2

)
− φ(x)− φ(y)

)
and ψ(x, y) = 2φ

(x+y
2

)
−

φ(x)− φ(y). On the first hand, as already observed, one has

||x− y|γn − 1| 6 γn| log(|x− y|)| for |x− y| 6 1

and ∣∣∣∣2φ
(
x+ y

2

)
− φ(x)− φ(y)

∣∣∣∣ 6 |x− y| ‖φ′‖L∞ .
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Therefore, for |x− y| 6 1,

|ψn(x, y)− ψ(x, y)| 6 γn| log(|x− y|)| |x− y| ‖φ′‖L∞ 6
1

e
γn‖φ′‖L∞ .

On the other hand, one has for any R > 1,

||x− y|γn − 1| 6 γnR logR for |x− y| > 1 and |x|+ |y| 6 R

and ∣∣∣∣2φ
(
x+ y

2

)
− φ(x)− φ(y)

∣∣∣∣ 6 4‖φ‖L∞ .

Consequently, for |x− y| > 1 and |x|+ |y| 6 R,

|ψn(x, y) − ψ(x, y)| 6 4γnR logR‖φ‖L∞ .

We may thus conclude that

lim
n→∞

sup
|x|+|y|6R

|ψn(x, y)− ψ(x, y)| = 0.

Now, for any n ∈ N, |ψn(x, y)| 6 4(2 + |x|+ |y|)‖φ‖L∞ , which implies

lim
|x|+|y|→∞

sup
n>1

|ψn(x, y)|
2 + |x|2 + |y|2 = 0.

The uniform convergence in compact sets and the above control of the tails of ψn imply that

lim
n→∞

∫

R2

ψn(x, y)Gγn(x)Gγn(y) dxdy =

∫

R2

ψ(x, y)µ( dx)µ( dy).

We refer to (Lu & Mouhot , 2012, Proposition 2.2) for details on the argument leading to this. We
thereby obtain that µ( dx) is a steady solution to (4.1).

Notice that the energy of µ( dx) is not explicit but, from Theorem 1.1, there exists λ > 0 such
that

µ( dx) = Hλ(x) dx = λH(λx) dx

satisfying
∫

R

Hλ(x) dx = 1,

∫

R

Hλ(x)xdx = 0,

∫

R

Hλ(x)x
2 dx =

1

λ2
.

We need here to identify the possible value(s) of the parameter λ. Thus, any limiting point (as
γ → 0) of the family {Gγ(x) dx}γ∈(0,1) is a steady solution to (4.1). If we are able to identify a
unique possible limiting positive energy, we would have a unique possible limiting point and the
whole net {Gγ(x) dx}γ would converge to it.

2.3. Pointwise control. A second observation is the following uniform pointwise upper bound.

Lemma 2.2. There exists C > 0 independent of γ such that

Gγ(x) 6
C

|x| for a.e. x ∈ R, (2.7)

holds true for any γ ∈ [0, 1] and anyGγ ∈ Eγ .
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Proof. Formally, integrating equation for Gγ in (0, x), with x > 0, one has

xGγ(x) = 4

∫ x

0
Qγ(Gγ ,Gγ) dy 6 4‖Q+

γ (Gγ ,Gγ)‖L1 6 C‖Gγ‖L1
γ
‖Gγ‖L1

and the uniform control provided by (2.1) yields the result.
To justify rigorously this inequality, for x > 0, one considers some nonnegative mollifying

sequence (̺n)n∈N and define

φn(y) =

∫ y

−∞
̺n(x− z) dz, y ∈ R, n ∈ N.

Choosing the test-function φn in (2.3), one obtains

− 1

4

∫

R

y̺n(x− y)Gγ(y) dy =

1

2

∫

R2

|y − z|γGγ(y)Gγ(z)

(
2φn

(
y + z

2

)
− φn(y)− φn(z)

)
dy dz,

for any n ∈ N. Since 0 6 φn(y) 6
∫
R
̺n(z) dz = 1, we get

−1

4

∫

R

y̺n(x− y)Gγ(y) dy > −1

2

∫

R2

|y − z|γGγ(y)Gγ(z) (φn(y) + φn(z)) dy dz

> −2‖Gγ | · |γ‖L1‖Gγ‖L1 > −2C̃

where C̃ is defined in (2.1). Letting n → ∞, we get xGγ(x) 6 8C̃ , for a.e. x > 0. For x < 0,

we bound from above the above integral in order to obtain in the end −xGγ(x) 6 8C̃ , for a.e.
x < 0. This proves the result. �

2.4. L2-estimates on the profile. We deduce from this the following technical estimate regard-
ing the control of L2 norms.

Lemma 2.3. There exists some universal numerical constant C0 > 0 such that the inequality

‖Gγ‖2L2 6 C0‖Gγ‖2L2

∫ ℓ

−ℓ
|x|γGγ(x) dx+ C0 ℓ

γ−1 (2.8)

holds true for any γ > 0, Gγ ∈ Eγ and any ℓ > 0.

Proof. We provide here a formal proof which provides the main ideas underlying the result. We
refer to Appendix C.1 for a rigorous justification of the formal argument that follows. For any
generic solution Gγ to (1.10), after multiplying (1.10) with Gγ and integrating over R one sees
that

1

8
‖Gγ‖2L2 6

∫

R

Q+
γ (Gγ ,Gγ)Gγ dx. (2.9)

One sees that
∫

R

Q+
γ (Gγ ,Gγ)Gγ dx =

∫

R

∫

R

|x− y|γGγ(x)Gγ(y)Gγ

(
x+ y

2

)
dxdy

6

∫

R

∫

R

(|x|γ + |y|γ)Gγ(x)Gγ(y)Gγ

(
x+ y

2

)
dxdy

= 2

∫

R

|x|γGγ(x) dx

∫

R

Gγ(y)Gγ

(
x+ y

2

)
dy.
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Notice that such an inequality actually means that
∫

R

Q+
γ (Gγ ,Gγ)Gγ dx 6 2

∫

R

Q+
0 (| · |γGγ ,Gγ)Gγ dx. (2.10)

Given ℓ > 0, splitting the integral with respect to x according to |x| > ℓ and |x| 6 ℓ, one has

∫

R

Q+
γ (Gγ ,Gγ)Gγ dx 6 2

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

Gγ(y)Gγ

(
x+ y

2

)
dy

+ 2

∫

|x|>ℓ
|x|γGγ(x) dx

∫

R

Gγ(y)Gγ

(
x+ y

2

)
dy

6 2

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

Gγ(y)Gγ

(
x+ y

2

)
dy

+ 2Cℓγ−1

∫

R

dx

∫

R

Gγ(y)Gγ

(
x+ y

2

)
dy ,

where we used (2.7) in the last step. Clearly, the last integral can be estimated as
∫

R

dx

∫

R

Gγ(y)Gγ

(
x+ y

2

)
dy = 2‖Gγ‖2L1 = 2

whereas, for any given x ∈ [−ℓ, ℓ], one has from Cauchy-Schwarz inequality
∫

R

Gγ(y)Gγ

(
x+ y

2

)
dy 6 ‖Gγ‖L2

∥∥∥∥Gγ

(
x+ ·
2

)∥∥∥∥
L2

=
√
2‖Gγ‖2L2 .

Combining these estimates, we deduce that

∫

R

Q+
γ (Gγ ,Gγ)Gγ dx 6 2

√
2‖Gγ‖2L2

∫ ℓ

−ℓ
|x|γGγ(x) dx+ 4Cℓγ−1.

This gives the desired result thanks to (2.9). �

A trivial bound for the integral is the following

∫ ℓ

−ℓ
|x|γGγ(x) dx 6 ℓγ ‖Gγ‖L1 = ℓγ

which gives a bound like

‖Gγ‖2L2 6 C0ℓ
γ‖Gγ‖2L2 + C0ℓ

γ−1

and cannot provide a bound on ‖Gγ‖L2 uniform with respect to γ. If one assumes say

C0

∫ ℓ

−ℓ
|x|γGγ(x) dx 6 C1ℓ

γ+1 (2.11)

for some universal (independent of γ) constant C1, then picking ℓ small enough would yield
a uniform bound on ‖Gγ‖L2 uniform with respect to γ small enough. We are actually not able
to establish the bound (2.11) for any Gγ ∈ Eγ but will provide a similar estimate for any se-
quence {Gγn} converging weakly-⋆. Recall that such a sequence always exists. One has then
the following
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Lemma 2.4. Let (γn)n be a sequence going to zero, Gγn ∈ Eγn an equilibrium for each n, and
λ > 0 such that

lim
n→∞

∫

R

Gγn(x)ϕ(x) dx =

∫

R

Hλ(x)ϕ(x) dx, ∀ϕ ∈ Cb(R).

Then there exists C = C(λ) depending only on λ and N > 1 such that

sup
n>N

‖Gγn‖L2 6 C.

Proof. From the weak-⋆ convergence, for any ℓ > 0, one can choose a smooth cutoff function
ϕL > 0 equal to one in [−ℓ, ℓ] and vanishing on R \ [−2ℓ, 2ℓ] to deduce that there exists N > 1
such that

∫ ℓ

−ℓ
Gγn(x) dx 6 2

∫ 2ℓ

−2ℓ
Hλ(x) dx = 2

∫ 2λ ℓ

−2λ ℓ
H(x) dx ∀n > N.

Direct computations show that
∫ 2λ ℓ

−2λ ℓ
H(x) dx =

2

π

[
arctan (2λ ℓ) +

2λ ℓ

1 + 4λ2ℓ2

]
6

8

π
λ ℓ ∀ℓ > 0, λ > 0.

Thus, for any n > N , one has
∫ ℓ

−ℓ
|x|γnGγn(x) dx 6 ℓγn

∫ ℓ

−ℓ
Gγn(x) dx 6

16λ

π
ℓγn+1.

Arguing as described previously, plugging this into (2.8) we get

‖Gγn‖2L2 6
16C0 λ

π
ℓγn+1‖Gγn‖2L2 +C0 ℓ

γn−1 ∀n > N, ∀ℓ > 0.

Picking then ℓ 6 1 (depending on λ) such that

16C0 λ

π
ℓγn+1 6

16C0 λ

π
ℓ 6

1

2
, i.e. ℓ = min

{(
π

32λC0

)
, 1

}

we deduce that

‖Gγn‖2L2 6 2C0 ℓ
γn−1

and, since ℓ 6 1 and γn > 0, ℓγn 6 1 so that

‖Gγn‖2L2 6 2
C0

ℓ
= 2C0 max

{
32

π
C0λ, 1

}

which gives the result. �

2.5. Lower control of the collision frequency. We introduce the collision frequency

Σγ(y) =

∫

R

|x− y|γGγ(x) dx (2.12)

and recall also the notationws introduced in (1.14). One has then the following

Lemma 2.5. Given γ ∈ (0, 1) andGγ ∈ Eγ , there exists κγ > 0 such that the following holds

Σγ(y) > κγ wγ(y)− (1− δ̃γ)−
√

2δ̃‖Gγ‖L2 , ∀δ̃ ∈ (0, 1). (2.13)

Moreover, limγ→0 κγ = 1.
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Proof. Let γ ∈ (0, 1) and Gγ ∈ Eγ be given. First, notice that, for any y ∈ R and any δ̃ ∈ (0, 1),

Σγ(y) =

∫

R

(
|x− y|γ + 1|x−y|<δ̃

)
Gγ(x) dx−

∫

R

1|x−y|<δ̃ Gγ(x) dx

>

∫

R

(
|x− y|γ + 1|x−y|<δ̃

)
Gγ(x) dx−

√
2δ̃‖Gγ‖L2 =: Σ(δ̃)

γ (y)−
√
2δ̃‖Gγ‖L2

thanks to Cauchy-Schwarz inequality. We need only to estimate the first term. To do so, for any
η > 1, we introduce the set

I = I(y, η) =
{
x ∈ R ; w1(x) 6 η−1

w1(y)
}
,

and write

Σ(δ̃)
γ (y) =

∫

I

(
|x− y|γ + 1|x−y|<δ̃

)
Gγ(x) dx+

∫

Ic

(
|x− y|γ + 1|x−y|<δ̃

)
Gγ(x) dx.

On the set I , one has

|x− y|γ >
(
(1 + |y|)− (1 + |x|)

)γ
>
(
1− η−1

)γ
wγ(y).

Therefore,
∫

I

(
|x− y|γ + 1|x−y|<δ̃

)
Gγ(x) dx >

(
η − 1

η

)γ

wγ(y)

∫

I
Gγ(x) dx

>

(
η − 1

η

)γ

wγ(y)

∫

I

Gγ(x)

wγ(x)
dx .

Now, observing that |x− y|γ + 1|x−y|<δ̃ > δ̃γ , (δ̃ < 1), one has
∫

Ic

(
|x− y|γ + 1|x−y|<δ̃

)
Gγ(x) dx > δ̃γ

∫

Ic
Gγ(x) dx >

∫

Ic
Gγ(x) dx− (1− δ̃γ)‖Gγ‖L1

>
wγ(y)

ηγ

∫

Ic

Gγ(x)

wγ(x)
dx− (1− δ̃γ) ,

since 1 >
1+|y|

η(1+|x|) for any x /∈ I . Choosing then η = 2 one sees that

Σ(δ̃)
γ (y) >

wγ(y)

2γ

∫

R

Gγ(x)

wγ(x)
dx− (1− δ̃γ) ,

which gives (2.13) with

κγ :=
1

2γ

∫

R

Gγ(x)

wγ(x)
dx, γ ∈ (0, 1).

Let us now prove that limγ→0+ κγ = 1. Obviously, sincewγ(x) > 1 andGγ has unit mass, one
has

0 6 κγ 6 2−γ .

One just needs to bound κγ from below. For any γ ∈ (0, 1) and r > 0
∫

R

Gγ(x)

wγ(x)
dx >

∫

|x|6r

Gγ(x)

wγ(x)
dx >

1

(1 + r)γ

∫

|x|6r
Gγ(x) dx

>
1

(1 + r)γ

(
1−

∫

|x|>r
Gγ(x) dx

)
>

1

(1 + r)γ

(
1− M2(Gγ)

r2

)
>

1

(1 + r)γ

(
1− C

r2

)
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where we used that supγ∈(0,1)M2(Gγ) 6 C . For any ε > 0, one can first pick r > 1 independent
of γ and large enough so that ∫

R

Gγ(x)

wγ(x)
dx >

1− ε

(1 + r)γ

so that
1− ε

2γ(1 + r)γ
6 κγ 6 2−γ

and the result then follows letting γ → 0. �

2.6. Uniform estimates for higher moments. We investigate here some uniform estimates
for higher momentsMk+γ(Gγ). Of course, since one expects Gγ → G0 where G0 is a steady

state to (1.20) withG0 ∈ L1
3(R) \ L1

4(R), for k > 3, it should hold that

lim sup
γ→0

Mk(Gγ) = ∞

however, one can expect, for 2 < k < 3,

lim sup
γ→0

Mk+γ(Gγ) <∞.

This is the object of the following

Lemma 2.6. Let (γn)n be a sequence going to zero, Gγn ∈ Eγn an equilibrium for each n, and
λ > 0 such that

lim
n→∞

∫

R

Gγn(x)ϕ(x) dx =

∫

R

Hλ(x)ϕ(x) dx, ∀ϕ ∈ Cb(R).

For any δ ∈ (0, 1/2), there exists C > 0 and N̄ > 1 such that

Mk+γn(Gγn) 6 C, ∀2 + δ < k < 3− δ, ∀n > N̄ .

Proof. Formally, for any k > 0 and any solutionGγ to (1.10),

−k
4

∫

R

Gγ(x)|x|k dx =

∫

R

Qγ(Gγ ,Gγ)(x)|x|k dx

with

∫

R

Qγ(Gγ ,Gγ)|x|k dx =

∫

R2

Gγ(x)Gγ(y)|x− y|γ
(∣∣∣∣
x+ y

2

∣∣∣∣
k

− |y|k
)

dxdy

=

∫

R2

Gγ(x)Gγ(y)|x− y|γ
∣∣∣∣
x+ y

2

∣∣∣∣
k

dxdy −
∫

R

Gγ(y)|y|kΣγ(y) dy ,

where Σγ(y) is the collision frequency defined in (2.12). The above identity holds formally and
can be proved rigorously along the lines of the proof of (2.2). Notice that, for k < 3 it holds that

∣∣∣x+ y

2

∣∣∣
k
= 2−k|x3 + 3x2y + 3xy2 + y3|k3

6 2−k
(
|x|k + 3|x| 2k3 |y|k3 + 3|x|k3 |y| 2k3 + |y|k

)
∀(x, y) ∈ R

2.

(2.14)
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Then, with this inequality and a simple symmetry argument, one deduces that

∫

R2

Gγ(x)Gγ(y)|x− y|γ
∣∣∣∣
x+ y

2

∣∣∣∣
k

dxdy

6 3 · 2−k

∫

R2

Gγ(x)Gγ(y) (|x|γ + |y|γ)
(
|x| 2k3 |y|k3 + |x|k3 |y| 2k3

)
dxdy

+ 21−k

∫

R

Gγ(y)Σγ(y)|y|k dy

6 6 · 2−k
[
M 2k

3
+γ(Gγ)Mk

3
(Gγ) +M 2k

3
(Gγ)Mk

3
+γ(Gγ)

]

+ 21−k

∫

R

Gγ(y)Σγ(y)|y|k dy

from which we obtain

− k

4
Mk(Gγ) +

(
1− 21−k

) ∫

R

Gγ(y)Σγ(y)|y|k dy

6 6 · 2−k
[
M 2k

3
+γ(Gγ)Mk

3
(Gγ) +M 2k

3
(Gγ)Mk

3
+γ(Gγ)

]
.

Notice that, with the condition 2 + δ < k < 3− δ, one has that

max
{
Mk

3
(Gγ),M 2k

3
(Gγ),Mk

3
+γ(Gγ)

}
6M0(Gγ) +M2(Gγ) 6

3

2
,

where we used that supγ∈(0,1)M2(Gγ) 6
1
2 . Moreover, using Young’s inequality, one sees that,

for any η > 0,

M 2k
3
+γ(Gγ) 6

2k + 3γ

3k + 3γ
ηMk+γ(Gγ) + η−

2k+3γ
k

k

3k + 3γ
M0(Gγ) 6 ηMk+γ(Gγ) + η−2− 3γ

k .

With this, we deduce that there is C > 0 (independent of γ and k) such that

− k

4
Mk(Gγ) +

(
1− 21−k

) ∫

R

Gγ(y)Σγ(y)|y|k dy

6 C
(
1 + η−2− 3γ

k + ηMk+γ(Gγ)
)
, ∀η > 0 .

We use now Lemma 2.5 to deal with the term involving the collision frequency. Precisely, con-
sidering now a converging sequence {Gγn}n towards Hλ, we deduce from Lemma 2.4 that

‖Gγn‖L2 6 C̃ for n > N and therefore for n > N ,

κγn

(
1− 21−k

)∫

R

Gγn(y)|y|k wγn(y) dy −
(
k

4
+
(
1− δ̃γn

)
+ C̃

√
2δ̃

)
Mk(Gγn)

6 C
(
1 + η−2− 3γn

k + ηMk+γn(Gγn)
)
, ∀η > 0 .

Let ε > 0 be fixed. Picking δ̃ > 0 such that C̃
√

2δ̃ = ε
2 , one can find N ′ > N large enough so

that (
1− δ̃γn

)
+ C̃

√
2δ̃ 6 ε, ∀n > N ′
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and we deduce that

κγn

(
1− 21−k − C

η

κγn

)∫

R

Gγn(y)|y|k wγn(y) dy −
(
k

4
+ ε

)
Mk(Gγn)

6 C
(
1 + η−2− 3γn

k

)
.

for any n > N ′. Then

κγn

(
1− 21−k − C

η

κγn
− k

4κγn
− ε

κγn

)∫

R

Gγn(y)|y|k wγn(y) dy 6 C
(
1 + η−2− 3γn

k

)
.

There exists σ̄ (independent of k) such that, for any 2+δ < k < 3−δ, σk := 1− 21−k − k
4 > σ̄ > 0.

One has

1− 21−k − C
η

κγn
− k

4κγn
− ε

κγn
= σk −

(
1

κγn
− 1

)
k

4
− C

η

κγn
− ε

κγn

> σ̄ −
(

1

κγn
− 1

)
k

4
− C

η

κγn
− ε

κγn
.

Recalling that limn→∞ κγn = 1, one can choose N̄ > N ′ large enough such that, for n > N̄

κγn >
3

4
and

k

4

∣∣∣∣
1

κγn
− 1

∣∣∣∣ 6
3

4

∣∣∣∣
1

κγn
− 1

∣∣∣∣ 6
σ̄

9
.

One then chooses ε, η small enough so that

C
η

κγn
6 C

4η

3
6
σ̄

9
and

ε

κγn
6

4ε

3
6
σ̄

9

for any n > N̄ and gets that

κγn

(
1− 21−k − C

η

κγn
− k

4κγn
− ε

κγn

)
>
σ̄

2
> 0 ∀n > N̄ .

We thendeduce the result noticing that, for η ∈ (0, 1), η−2− 3γn
k 6 η−2− 3γn

2 and limn→∞ η−2− 3γn
2 =

η−2. �

2.7. Limiting temperature and proof of Theorem 1.4. Recall that any converging sequence
{Gγn}n (with limn→∞ γn = 0) admits as a weak limit a function of the form

Hλ(x) = λH(λx), λ > 0.

We prove here that λ is actually uniquely determined, yielding the uniqueness of the possible
limit point. Namely, we prove the following

Lemma 2.7. Let (γn)n be a sequence going to zero and λ > 0 such that

lim
n→∞

∫

R

Gγn(x)ϕ(x) dx =

∫

R

Hλ(x)ϕ(x) dx, ∀ϕ ∈ Cb(R).

Then,

λ = λ0 := exp (A0)

where

A0 :=
1

2

∫

R

∫

R

H(x)H(y)|x − y|2 log |x− y|dxdy > 0. (2.15)
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Remark 2.8. We will see later on that A0 can be made explicit and, according to Lemma 3.5 A0 =
log 2 + 1

2 from which λ0 = 2
√
e.

Proof. We consider a sequence {Gγn}n and λ > 0 such that

lim
n→∞

∫

R

Gγn(x)ϕ(x) dx =

∫

R

Hλ(x)ϕ(x) dx, ∀ϕ ∈ Cb(R).

Let δ > 0. Let us fix k ∈ (2, 3) and s > 0 small enough such that k + s ∈ (2 + δ, 3 − δ). We
consider N ∈ N large enough such that the conclusions of Lemma 2.4 and Lemma 2.6 hold true
and γn < k − 2 for any n > N . Then, Lemma 2.6 and Young’s inequality imply that

Mk+s(Gγn) 6Mk+s+γn(Gγn) +M0(Gγn) 6 C + 1 =: C̄, (2.16)

for any n > N . Introducing

Λγ(r) =
rγ − 1

γ
, ∀r > 0, γ > 0

we recall from (2.2) that

∫

R

∫

R

Gγn(x)Gγn(y)|x− y|2Λγn(|x− y|) dxdy = 0 ∀n > N. (2.17)

On the one hand, let δ̃ ∈
(
0, 1e
)
to be determined later. Using the elementary inequality |Λγ(r)| 6

− log r for any r ∈ (0, 1), γ > 0, we have

∫

R

∫

|x−y|6δ̃
Gγn(x)Gγn(y)|x− y|2|Λγn(|x− y|)|dxdy

6 −
∫

R

∫

|x−y|6δ̃
Gγn(x)Gγn(y)|x−y|2 log(|x−y|) dxdy 6 −δ̃2 log δ̃

∫

R

∫

R

Gγn(x)Gγn(y) dy dx

from which

sup
n>N

∫

R

∫

|x−y|6δ̃
Gγn(x)Gγn(y)|x− y|2|Λγn(|x− y|)| dxdy 6 −δ̃2 log δ̃, ∀δ̃ ∈

(
0,

1

e

)
.

(2.18)
On the other hand, for R > 1 to be determined later, since γn < k − 2 for any n > N one has

∫

R

∫

|x−y|>R
Gγn(x)Gγn(y)|x− y|2Λγn(|x− y|) dxdy

6

∫

R

∫

|x−y|>R
Gγn(x)Gγn(y)|x− y|2Λk−2(|x− y|) dxdy

where we used that the mapping γ 7→ Λγ(r) is non-decreasing for any r > 1. Then,

|x− y|2Λk−2(|x− y|) 6 1

k − 2
|x− y|k 6

1

(k − 2)Rs
|x− y|k+s, |x− y| > R, s > 0
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where we recall that s > 0 has been chosen small enough so that k+s ∈ (2+δ, 3−δ). Therefore,
∫

R

∫

|x−y|>R
Gγn(x)Gγn(y)|x− y|2Λγn(|x− y|) dxdy

6
2k+s−1

(k − 2)Rs

∫

R

∫

|x−y|>R
Gγn(x)Gγn(y)

(
|x|k+s + |y|k+s

)
dxdy

6
2k+s

(k − 2)Rs
Mk+s(Gγn) .

We then deduce from (2.16) that

sup
n>N

∫

R

∫

|x−y|>R
Gγn(x)Gγn(y)|x− y|2Λγn(|x− y|) dxdy 6 C̄R−s ∀R > 1. (2.19)

Since, for any fixed δ̃ > 0, R > 1, (Λγn(r))n converges to log r uniformly on the set {δ̃ 6 r 6 R},
we deduce that

lim
n→∞

∫

R

∫

δ̃6|x−y|6R
Gγn(x)Gγn(y)|x− y|2Λγn(|x− y|) dxdy

=

∫

R

∫

δ̃6|x−y|6R
Hλ(x)Hλ(y)|x− y|2 log |x− y|dxdy. (2.20)

Combining (2.17) with (2.18)–(2.19) and (2.20), for any ε > 0, picking δ̃ > 0 small enough so that

−δ̃2 log δ̃ 6 ε, and R > 1 large enough so that C̄R−s 6 ε, one can takeN > 1 large enough so
that ∣∣∣∣∣

∫

R

∫

δ̃6|x−y|6R
Hλ(x)Hλ(y)|x− y|2 log |x− y|dxdy

∣∣∣∣∣ 6 3ε

from which we deduce easily that
∫

R

∫

R

Hλ(x)Hλ(y)|x− y|2 log |x− y|dxdy = 0. (2.21)

Now, recalling that Hλ(x) = λH(λx) for any x ∈ R, with the change of variables u = λx,
v = λ y, (2.21) becomes

1

λ2

∫

R

∫

R

H(u)H(v)|u − v|2 log
( |u− v|

λ

)
dudv = 0

from which

log λ

∫

R

∫

R

H(u)H(v)|u − v|2 dudv =

∫

R

∫

R

H(u)H(v)|u − v|2 log |u− v|dudv = 2A0.

Since ∫

R

∫

R

H(u)H(v)|u − v|2 dudv = 2

∫

R

|u|2H(u)H(v) dudv = 2

we deduce the result. �

Proof of Theorem 1.4. Lemma 2.7 proves that the weakly-⋆ compact family {Gγ}γ∈(0,1) admits a

unique possible limit (as γ → 0) given by

G0(x) := λ0H(λ0x), λ0 = exp (A0)
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with A0 defined in (2.15). In particular, the whole net {Gγ}γ∈(0,1) is converging (in the weak-

⋆ topology) towards G0. We can then resume the arguments of Lemma 2.4 and Lemma 2.6 to
deduce (1.19). �

We can complement the estimates (1.19) in Theorem 1.4 with L2-moments estimates.

Corollary 2.9. For any δ > 0 there exists γ⋆ ∈ (0, 1) and C > 0 such that

‖Gγ‖L2(wk) 6 C (2.22)

for all γ ∈ [0, γ⋆) with k + γ ∈ (0, 3 − δ) and all Gγ ∈ Eγ .

Proof. We give a formal proof here which presents the argument to obtain a uniform bound. A
complete justification can be found in Appendix C.1. Let γ⋆ ∈ (0, 1) be such that the conclusion
of Theorem 1.4 holds true. For any k > 0, setting

Gk(x) = Gγ(x) |x|k

one notices that
∫

R

Qγ(Gγ ,Gγ)Gγ |x|2k dx =
1

4

∫

R

∂x(xGγ)Gγ |x|2k dx =
(1
8
− k

4

)
‖Gk‖2L2 . (2.23)

Also, thanks to Lemma 2.5 (with δ̃ = γ2) and Theorem 1.4
∫

R

Q−
γ (Gγ ,Gγ)Gγ |x|2k dx =

∫

R

G2
k(x)Σγ(x) dx

> κγ‖Gkw γ
2
‖2L2 − γ| log γ|C ‖Gk‖2L2 >

(
κγ − γ| log γ|C

)
‖Gk‖2L2 ,

where we used that, for δ̃ = γ2,−(1− δ̃γ) ≃ 2γ log γ. For the positive part, using that |x+y|k 6

2k−1
(
|x|k + |y|k

)
while (|x|k + |y|k)|x − y|γ 6 2

(
|x|k+γ + |y|k+γ

)
, we can argue as in the

derivation of (2.10) to conclude that
∫

R

Q+
γ (Gγ ,Gγ)Gγ |x|2k dx 6 2

∫

R

Q+
0 (Gγ |x|k+γ ,Gγ)Gk dx

6 2
√
2Mk+γ(Gγ)‖Gγ‖L2‖Gk‖L2 .

Therefore, one deduces from Theorem 1.4 that there exists some positive constant C0 depending
neither on k, nor on γ such that for k + γ ∈ (0, 3 − δ),

∫

R

Q+
γ (Gγ ,Gγ)Gγ |x|2k dx 6 C0‖Gk‖L2 .

Gathering these estimates with (2.23), one deduces that

(
κγ +

1

8
− k

4
− γ| log γ|C

)
‖Gk‖2L2 6 C0‖Gk‖L2 .

Since κγ → 1 as γ → 0+, one easily concludes that for some explicit γ⋆ > 0 (independent of k),

it holds κγ + 1
8 − k

4 − γ | log γ|C > κγ + 1
8 − 3

4 − γ| log γ|C > 1
8 for any γ ∈ [0, γ⋆) which

proves the result since then ‖Gk‖L2 6 8C0. �
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2.8. Higher regularity. In this section we prove Sobolev regularity of Gγ uniformly with re-
spect to γ. Parts of the arguments are formal while a full justification is given in Appendix C.2.
From equation (1.10) we write

x∂xGγ = 4Qγ(Gγ ,Gγ)−Gγ .

Consequently, taking the L2(wk) norm, one has

‖x∂xGγ‖L2(wk) 6 4‖Qγ(Gγ ,Gγ)‖L2(wk) + ‖Gγ‖L2(wk)

6 C‖Gγwk+γ‖L2 (‖Gγwk‖L1 + ‖Gγwγ‖L1) + ‖Gγ‖L2(wk) ,

thanks to Proposition B.2. Let δ > 0. Using now the uniform estimates obtained in Theorem 1.4
and Corollary 2.9, we see that

sup
γ∈(0,γ⋆)

‖x∂xGγ‖L2(wk) = C1 <∞, ∀k + 2γ < 3− δ. (2.24)

In order to deduce from this some L2-estimate for ∂xGγ , we need to handle the small values of
x. Introducing now

G
′
γ(x) = ∂xGγ(x)

one differentiate (1.10) to obtain that

1

4
∂x(xG

′
γ) +

1

4
G

′
γ = Qγ(Gγ ,G

′
γ) +Qγ(G

′
γ ,Gγ). (2.25)

Let us estimate each of the four terms in the right side in the following lemmata.

Lemma 2.10 (Gain part estimate). Let δ > 0 and γ⋆ ∈ (0, 1) given by Corollary 2.9. For any

δ̃ > 0, γ ∈ (0, γ⋆) and 0 6 k < 3− 5γ
2 − δ it holds that

∫

R

(
Q+

γ (Gγ , |G′
γ |) +Q+

γ (|G′
γ |,Gγ)

)
|G′

γ |w2k dx 6 C
√
δ̃‖G′

γwk+ γ
2
‖2L2 +

C

δ̃
5
2

, (2.26)

for some explicit C > 0.

Proof. Both terms are estimated similarly, so we only focus on the first. As in the proof of (2.10),
one first observes that

∫

R

Q+
γ (Gγ , |G′

γ |) |G′
γ |w2k dx

6

∫

R2

(|x|γ + |y|γ)Gγ(x)|G′
γ(y)|

∣∣∣∣G′
γ

(
x+ y

2

)∣∣∣∣w2k

(
x+ y

2

)
dxdy

6

∫

R2

(|x|γ + |y|γ)Gγ(x)|G′
γ(y)|

∣∣∣∣G′
γ

(
x+ y

2

)∣∣∣∣wk

(
x+ y

2

)
wk(x)wk(y) dxdy

where we used first thatw2k(·)=wk(·)2 and then thatwk

(x+y
2

)
6 wk(x)wk(y). Consequently,

using the fact that r 7→ rγ is concave, one checks that

|x|γ + |y|γ 6 2w γ
2
(x)w γ

2
(y)w γ

2

(
x+ y

2

)
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from which we deduce that
∫

R

Q+
γ (Gγ , |G′

γ |) |G′
γ |w2k dx

6 2

∫

R

(
wk+ γ

2
(x)Gγ(x)

)(
wk+ γ

2
(y)|G′

γ(y)|
)
wk+ γ

2

(
x+ y

2

) ∣∣∣∣G′
γ

(
x+ y

2

)∣∣∣∣ dxdy

= 2

∫

R

Q+
0

(
wk+ γ

2
Gγ ,wk+ γ

2
|G′

γ |
)
wk+ γ

2
|G′

γ |dx.

Therefore, for any δ̃ > 0, one has
∫

R

Q+
γ (Gγ , |G′

γ |) |G′
γ |w2k dx

6 2

∫

R

Q+
0 (Gγwk+ γ

2
,
[
1[−δ̃,δ̃] + 1|x|>δ̃

]
|G′

γ |wk+ γ
2
) |G′

γ |wk+ γ
2
dx

6 4
(
‖Gγwk+ γ

2
‖L2‖1[−δ̃,δ̃]G

′
γwk+ γ

2
‖L1

+ ‖Gγwk+ γ
2
‖L1‖1|x|>δ̃G

′
γwk+ γ

2
‖L2

)
‖G′

γ wk+ γ
2
‖L2

where we used the known estimates for Q+
0 (see Lemma B.1). Consequently, using again Theo-

rem 1.4 and Corollary 2.9 one deduces that there exists C > 0 such that
∫

R

Q+
γ (Gγ , |G′

γ |) |G′
γ |w2k dx 6 C‖G′

γ wk+ γ
2
‖L2

(
‖1[−δ̃,δ̃]G

′
γwk+ γ

2
‖L1 + ‖1|x|>δ̃G

′
γwk+ γ

2
‖L2

)

as soon as γ ∈ (0, γ⋆) and k+
3γ
2 < 3−δ where we applied Corollary 2.9 to ‖Gγwk+ γ

2
‖L2 . Now,

one has

‖1[−δ̃,δ̃]G
′
γwk+ γ

2
‖L1 6

√
δ̃ ‖G′

γwk+ γ
2
‖L2 ,

whereas, thanks to (2.24)

‖1|x|>δ̃G
′
γwk+ γ

2
‖L2 6

1

δ̃
‖xG′

γ‖L2(w
k+

γ
2
) 6

C1

δ̃
, 0 6 k < 3− 5γ

2
− δ .

Thus ∫

R

Q+
γ (Gγ , |G′

γ |) |G′
γ |w2k dx 6 C

√
δ̃‖G′

γwk+ γ
2
‖2L2 +

C1

δ̃
‖G′

γwk+ γ
2
‖L2 .

The result follows from here using Young’s inequality. �

The loss operator is estimated in the following

Lemma 2.11 (Loss part estimate). Let δ > 0 and γ⋆ ∈ (0, 1) given by Corollary 2.9. There exists

some positive constant C > 0, such that, for any δ̃ > 0, γ ∈ (0, γ⋆) and 0 6 k < 3− γ− δ it holds
that
∫

R

[
Q−

γ (G
′
γ ,Gγ) +Q−

γ (Gγ ,G
′
γ)
]
G

′
γ w2k dx

>

(
κγ − C

√
δ̃
)
‖G′

γwk+ γ
2
‖2L2 − C

δ̃
5
2

− Cγ| log γ|‖G′
γwk‖2L2 (2.27)

where κγ has been defined in Lemma 2.5.
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Proof. One has

J :=

∫

R

[
Q−

γ (G
′
γ ,Gγ) +Q−

γ (Gγ ,G
′
γ)
]
G

′
γ w2k dx =

∫

R

(
G

′
γ(x)

)2
Σγ(x)w2k(x) dx

+

∫

R2

G
′
γ(y)Gγ(x)|x− y|γG′

γ(x)w2k(x) dxdy = J1 + J2.

The first term J1 is easily estimated using Lemma 2.5 (with δ̃ = γ2) and Theorem 1.4, as in the
proof of Corollary 2.9. For γ⋆ given by Corollary 2.9, one has for any γ ∈ (0, γ⋆),

J1 > κγ‖G′
γwk+ γ

2
‖2L2 − Cγ| log γ|‖G′

γwk‖2L2

for some positive constantC > 0 independent of γ and k. To estimateJ2, we introduce a smooth
cutoff function 0 6 χ(x) 6 1 with support in the unitary interval [−1, 1] and set χδ̃(x) =

χ(δ̃−1x). For any x ∈ R, one has then

∫

R

G
′
γ(y)|x−y|γ dy =

∫

R

G
′
γ(y)χδ̃(x−y)|x−y|γ dy+

∫

R

G
′
γ(y)(1−χδ̃(x−y))|x−y|γ dy

=

∫

R

G
′
γ(y)χδ̃(x− y)|x− y|γ dy

−
∫

R

Gγ(y)∂y
[
(1− χδ̃(x− y))|x− y|γ

]
dy.

Notice that, for δ̃ ∈ (0, 1),
∣∣∣∣
∫

R

G
′
γ(y)χδ̃(x− y)|x− y|γ dy

∣∣∣∣ 6 δ̃γ
∫

|x−y|<δ̃
|G′

γ(y)|dy 6

√
2δ̃‖G′

γ‖L2 ,

while ∣∣∣∣
∫

R

Gγ(y)∂y
[
(1− χδ̃(x− y))|x− y|γ

]
dy

∣∣∣∣ 6
C

δ̃
‖Gγ‖L1 =

C

δ̃

where we used the fact that
∣∣∂y
[
(1− χδ̃(x− y))|x− y|γ

∣∣ =
∣∣∣χ′

δ̃
(x− y)|x− y|γ−γ

(
1− χδ̃(x− y)

)
(x− y)|x− y|γ−2

∣∣∣
6 ‖χ′

δ̃
‖∞|x− y|γ1|x−y|6δ̃ + γ

(
1− χδ̃(x− y)

)
|x− y|γ−1

6
(
‖χ′‖∞ + γ

)
δ̃γ−1, δ̃ ∈ (0, 1).

Consequently, ∣∣∣∣
∫

R

G
′
γ(y)|x− y|γ dy

∣∣∣∣ 6
√

2δ̃‖G′
γwk‖L2 +

C

δ̃
,

and

|J2| 6
(√

2δ̃‖G′
γwk‖L2 +

C

δ̃

)∫

R

Gγ(x)|G′
γ(x)|w2k(x) dx

6

(√
2δ̃‖G′

γwk‖L2 +
C

δ̃

)
‖Gγwk‖L2 ‖G′

γwk‖L2 .
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Using again Corollary 2.9 to estimate ‖Gγwk‖L2 for k + γ < 3 − δ, we deduce using Young’s
inequality that there exists C > 0 such that

|J2| 6 C
√
δ̃‖G′

γwk‖2L2 +
C

δ̃
5
2

.

Since ‖G′
γwk‖2L2 6 ‖G′

γwk+ γ
2
‖2L2 , we deduce then the Lemma from the bound on J1 and

|J2|. �

We have all in hands, starting from (2.25) to deduce the following

Theorem 2.12. Let δ > 0. There exists γ⋆ ∈ (0, 1) such that, for any γ ∈ (0, γ⋆) and 0 6 k <

3− 5γ
2 − δ it holds that

‖Gγ‖H1(wk) + ‖Gγ‖W 1,1 6 C , (2.28)

for some explicit C > 0 depending on γ⋆ but not γ and k. In particular, as a consequence of the
W 1,1 control ofGγ , it holds that

∣∣Ĝγ(ξ)
∣∣ 6 C

1 + |ξ| .

Proof. Let us fix γ ∈ (0, γ⋆) and 0 6 k < 3− 5γ
2 − δ, where γ⋆ ∈ (0, 1) is given by Corollary 2.9.

Multiply equation (2.25) by G
′
γw2k and integrate to obtain

3

8
‖G′

γwk‖2L2 − k

4

∫

R

|x|w2k−1(x)(G
′
γ(x))

2 dx =

∫

R

(
Qγ(Gγ ,G

′
γ)+Qγ(G

′
γ ,Gγ)

)
G

′
γw2k dx ,

where we used integration by parts and the fact that x∂xw2k(x) = 2k|x|w2k−1(x) to show that
∫

R

∂x
(
xG′

γ(x)
)
G

′
γ(x)w2k(x) dx =

1

2

∫

R

[
G

′
γ(x)

]2
w2k(x) dx− k

∫

R

[
G

′
γ(x)

]2 |x|w2k−1(x) dx.

Consequently, using Lemmata 2.10 and 2.11, there is C > 0 such that, for any δ̃ > 0, it holds
that (

3

8
− k

4
− Cγ| log γ|

)∥∥G′
γwk‖2L2 6 −

(
κγ − 2C

√
δ̃
)
‖G′

γwk+ γ
2
‖2L2 +

2C

δ̃
5
2

.

Recalling that limγ→0 κγ = 1, we can fix γ⋆ small enough (up to reducing our previous γ⋆) and

δ̃ > 0 such that κγ − 2C
√
δ̃ > 3

4 for any γ ∈ (0, γ⋆) and conclude that
(
9

8
− k

4
− Cγ| log γ|

)∥∥G′
γwk‖2L2 6

2C

δ̃
5
2

.

Finally, since 9
8 − k

4 >
9
8 − 3

4 > 0, up to taking γ⋆ still smaller, one has 9
8 − k

4 − Cγ| log γ| >
9
8 − 3

4 − Cγ| log γ| > 0 for any γ ∈ (0, γ⋆) and thus

sup
γ∈[0,γ⋆)

‖G′
γ‖L2(wk) 6 C̄ ,

for some constant C̄ independent of k.
For the L1 estimate on the gradient, return to equation (2.25), multiply it by sign(G′

γ) and
integrate to obtain that

1

4
‖G′

γ‖L1 =

∫

R

(
Qγ(Gγ ,G

′
γ) +Qγ(G

′
γ ,Gγ)

)
sign(G′

γ) dx .
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To estimate the right-hand side, one simply notices from the weak-form (1.11) that

∫

R

(
Qγ(Gγ ,G

′
γ) +Qγ(G

′
γ ,Gγ)

)
sign(G′

γ) dx 6 3

∫

R

Σγ(y) |G′
γ(y)|dy.

According to Jensen’s inequality

Σγ(y) =

∫

R

|x− y|γGγ(x) dx 6

∣∣∣∣y −
∫

R

xGγ(x) dx

∣∣∣∣
γ

6 |y|γ , ∀y ∈ R, (2.29)

from which

∫

R

(
Qγ(Gγ ,G

′
γ) +Qγ(G

′
γ ,Gγ)

)
sign(G′

γ) dx 6 3

∫

R

|y|γ |G′
γ(y)|dy

6 3‖G′
γ‖L2(w1)

(∫

R

|y|2γ
(1 + |y|)2

dy

)1
2

.

The last integral is finite for γ ∈ [0, 12) and can be estimated uniformly with respect to γ for, say,

γ ∈ [0, 13 ). Then, from the first part of the proof, since supγ∈(0,γ⋆) ‖G′
γ‖L2(w1) <∞, we deduce

that

1

4
‖G′

γ‖L1 6 C0, ∀γ ∈ (0, γ⋆)

which proves theW 1,1 estimate. �

Since, according to Theorem 2.12, the family {Gγ}γ∈(0,γ⋆) is bounded in H1(R), we get im-
mediately the following corollary.

Corollary 2.13. Under the assumption of Theorem 2.12 there exists some positive constant C > 0
such that

sup
γ∈(0,γ⋆)

‖Gγ‖L∞ 6 C |Gγ(x)−Gγ(y)| 6 C |x− y| 12 , ∀x, y ∈ R. (2.30)

One has the following estimate for differences of two equilibrium solutions.

Lemma 2.14. Let δ > 0 and γ⋆ ∈ (0, 1) given by Corollary 2.9. Let γ ∈ (0, γ⋆) andG
1
γ ,G

2
γ ∈ Eγ

be given. For any 2 < k < 3− γ − δ, there exists γ⋆(k) > 0 and Ck > 0 such that

‖G1
γ −G

2
γ‖L1(wk+γ) 6 Ck‖G1

γ −G
2
γ‖L1(w

γ+2k
3
) ∀γ ∈ (0, γ⋆(k)).

Proof. The proof follows the argument of the proof of Lemma 2.6. Let γ⋆ ∈ (0, 1) given in
Theorem 1.4 and γ ∈ (0, γ⋆). We introduce gγ = G

2
γ −G

1
γ and observes that

1

4
∂x (xgγ(x)) = Qγ(gγ ,G

2
γ) +Qγ(G

1
γ , gγ). (2.31)
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We multiply then (2.31) by sign(gγ)|x|k and integrate over R to deduce

−k
4
Mk (|gγ |) =

∫

R

[
Qγ(gγ ,G

2
γ) +Qγ(G

1
γ , gγ)

]
sign(gγ(x))|x|k dx

=

∫

R2

gγ(x)Sγ(y)|x− y|γ
[
2 sign

(
gγ

(
x+ y

2

)) ∣∣∣∣
x+ y

2

∣∣∣∣
k

−sign(gγ(x))|x|k − sign(gγ(y))|y|k
]
dxdy

6 −
∫

R

σγ(x)|gγ(x)| |x|k dx+

∫

R2

|gγ(x)|Sγ(y)|x− y|γ |y|k dy dx

+ 2

∫

R2

|gγ(x)|Sγ(y)|x− y|γ
∣∣∣∣
x+ y

2

∣∣∣∣
k

dxdy

where

Sγ =
1

2

(
G

2
γ +G

1
γ

)
, σγ(x) =

∫

R

Sγ(y)|x− y|γ dy, x ∈ R.

Arguing exactly as in Lemma 2.6, one deduces without difficulty that

− k

4
Mk (|gγ |) 6 −(1− 21−k)

∫

R

σγ(x)|gγ(x)| |x|k dx

+
(
1 + 21−k

)
[Mγ(|gγ |)Mk(Sγ) +M0(|gγ |)Mk+γ(Sγ)]

+ 6
[
Mγ+ 2k

3
(|gγ |)Mk

3
(Sγ) +M 2k

3
(|gγ |)Mk

3
+γ(Sγ)

+Mk
3
+γ(|gγ |)M 2k

3
(Sγ) +Mk

3
(|gγ |)M 2k

3
+γ(Sγ)

]
.

One deduces fromTheorem1.4 that there existsC > 0 independent of k such that ‖Sγ‖L1(wk+γ) 6

C for any γ ∈ (0, γ⋆) and k+ γ ∈ (0, 3− δ). Using this bound and estimating every moment of
|gγ | by ‖gγ‖L1(w 2k

3 +γ
), yields

−k
4
Mk (|gγ |) + (1− 21−k)

∫

R

σγ(x)|gγ(x)| |x|k dx 6 C ′‖gγ‖L1(w
γ+2k

3
)

for some suitable C ′ > 0 depending neither on k nor on γ. Of course, one checks easily that σγ
satisfies a bound as in Lemma 2.5, i.e.

σγ(y) > κγ wγ(y)− (1− δ̃γ)−
√
2δ̃‖Sγ‖L2 , ∀δ̃ ∈ (0, 1)

for some explicitκγ with limγ→0 κγ = 1.Of course, according to Theorem1.4, supγ∈(0,γ⋆) ‖Sγ‖L2 6

C. We can then, as in Lemma 2.6, fix ε > 0 and choose γ small enough and δ̃ small enough so

that 1− δ̃γ +
√

2δ̃‖Sγ‖L2 6 ε and then, for a suitable choice of γ⋆(k) such that

κγ

(
1− 21−k − k

4κγ
− ε

κγ

)
>
σk
2

∀γ ∈ (0, γ⋆(k))

with σk := 1− 21−k − k
4 > 0. This gives then, as in Lemma 2.6,

‖gγ‖L1(wγ+k) 6
2C ′

k

σk
‖gγ‖L1(w

γ+2k
3
) ∀γ ∈ (0, γ⋆(k))
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which is the desired estimate with Ck =
2C′

k

σk
. �

3. Stability and uniqeness

We are now in position to quantify first the stability of the profile G0 in the limit γ → 0+

and deduce from this the uniqueness of the steady profileGγ ∈ Eγ for γ small enough.

3.1. Stability of the profile – upgrading the convergence. The results of Section 2 ensure the
convergence (in a weak-⋆ sense) ofGγ towardsG0 as γ → 0.We upgrade here the convergence

to the (strong) L1(wa) topology and, more importantly, provide also a quantitative estimate of
‖Gγ−G0‖L1(wa). To do so, wewill resort to a comparison between the collision operatorQγ and
the operatorQ0 (corresponding toMaxwellian interactions) given in Proposition B.3 in Appendix
B.

Let us denote by N0(f) the self-similar operator associated to the Maxwellian case γ = 0,
that is

N0(f) = −1

4
∂x(xf) +Q0(f, f).

Let us denote by Nγ(f) the self-similar operator associated to the general case γ > 0, that is

Nγ(f) = −1

4
∂x(xf) +Qγ(f, f).

Lemma 3.1. Let 2 < a < 3 and δ > 0 such that a < 3− δ. Let γ⋆ ∈ (0, 1) be defined in Corollary
2.9 (notice γ⋆ depends on δ and thus on a). For any γ ∈ (0, γ⋆), s > 0 satisfying s+ γ+ a < 3− δ,
there exists C0 > 0 depending only on s such that, for any profile Gγ ∈ Eγ ,

‖N0(Gγ)‖L1(wa) 6 C0γ
s

s+1 (1 + | log γ|) .
Proof. SinceNγ(Gγ) = 0, one has

‖N0(Gγ)‖L1(wa) = ‖N0(Gγ)−Nγ(Gγ)‖L1(wa)

6 ‖Q0(Gγ ,Gγ)−Qγ(Gγ ,Gγ)‖L1(wa)

Noticing that, according to (1.19) and (2.22), there existsC > 0 such that, for any γ ∈ (0, γ⋆), s >
0 satisfying s+ γ + a < 3− δ,

max
(
‖Gγ‖L1(wa+s+γ), ‖Gγ‖L1(wa)

)
6 C, and ‖Gγ‖L2(wa) 6 C,

the result then follows from Proposition B.3. �

We introduce here the following steady state of N0 with the same mass, momentum and
energy of Gγ , namely

hγ(x) = Hλγ
(x) = λγH(λγx), λγ =

1√
M2(Gγ)

, γ ∈ (0, 1).

Since

lim
γ→0+

M2(Gγ) =

∫

R

G0(x)|x|2 dx

we have

lim
γ→0+

λγ = λ0

and, noticing that
|hγ(x)−G0(x)| 6 C |λγ − λ0|G0(x),
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for some C that can be made independent on γ, we have

‖hγ −G0‖L1(wa) 6 Ca |λγ − λ0| ∀a ∈ (0, 3). (3.1)

To compare thenGγ toG0, it is enough to compareGγ to hγ . This is the object of the following

Proposition 3.2. Let 2 < a < 3. There exist γ⋆ ∈ (0, 1) and an explicit function η = η(γ)
depending on a, with limγ→0+ η(γ) = 0, such that, for any γ ∈ (0, γ⋆), any Gγ ∈ Eγ ,

‖Gγ − hγ‖L1(wa) 6 η(γ).

Proof. Let us denote by g(t, x) the solution to (4.1) with initial condition Gγ . Then, for every
t > 0,

‖Gγ − hγ‖L1(wa) 6 ‖Gγ − g(t)‖L1(wa) + ‖g(t)− hγ‖L1(wa). (3.2)

In order to obtain a bound for ‖g(t) − hγ‖L1(wa), we shall use the convergence of g(t) towards
hγ as t→ ∞ given in Fourier norm by Theorem 4.1 (see also Remark 4.2). Choosing

a∗ > a, 0 < α <
2(a∗ − a)

2a∗ + 1
,

it follows from Lemmas A.4 and A.3 that, for any β > 0 and 0 < r < 1,

‖g(t) − hγ‖L1(wa) 6 C‖g(t)− hγ‖αL2

(
‖g(t)‖1−α

L1(wa∗ )
+ ‖hγ‖1−α

L1(wa∗)

)

6 Cr,β,α

∣∣∣
∣∣∣
∣∣∣ĝ(t)− ĥγ

∣∣∣
∣∣∣
∣∣∣
α(1−r)

a

(
‖g(t)‖1−α

L1(wa∗)
+ ‖hγ‖1−α

L1(wa∗)

)

×
(
‖g(t)‖rHM + ‖hγ‖rHM + ‖g(t)‖rHN + ‖hγ‖rHN

)α
(3.3)

for some explicit constant Cr,β,α depending on α, r, β and where M = a (1−r)
r , N = M +

(1−r)(β+1)
2r > M . Notice that, choosing r as close as desired from 1, we can assume N 6 1.

Observing that

‖hγ‖2Hm =

∫

R

(
1 + |ξ|2

)m (
1 + λ−1

γ |ξ|
)2

exp

(
− 2

λγ
|ξ|
)

dξ

where λγ is bounded from below for γ small enough (recall that limγ→0+ λγ = λ0), one easily
checks that

sup
γ∈(0,γ⋆)

‖hγ‖Hm <∞

for any m ∈ R+ whereas, for a∗ < 3, supγ∈(0,γ⋆) ‖hγ‖L1(wa∗)
< ∞. So that there is C0 > 0

(depending on r, α, β and a∗ but not on γ) such that

‖g(t)− hγ‖L1(wa) 6 C0

∣∣∣
∣∣∣
∣∣∣ĝ(t)− ĥγ

∣∣∣
∣∣∣
∣∣∣
α(1−r)

a

(
1 + ‖g(t)‖1−α

L1(wa∗)

) (
1 + ‖g(t)‖rHN

)
(3.4)

where we recall that N > M . Let δ > 0 such that a∗ < 3− δ. Let γ⋆ be such that the results of
Theorem 1.4, Corollary 2.9 and Theorem 2.12 hold and such that a+ γ⋆ < 3− δ. Now, by virtue
of Theorem 2.12, the initial datum g(0) = Gγ is such that (recall that N 6 1),

sup
γ∈(0,γ⋆)

‖Gγ‖HN <∞ as well as
∣∣∣Ĝγ(ξ)

∣∣∣ 6 (1 + |ξ|)−1 ξ ∈ R

which, according to Theorem 4.12 implies that there exists C > 0 such that

‖g(t)‖HN 6 C, ∀t > 0, γ ∈ (0, γ⋆) .
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Let us now show that we also have a uniform bound with respect to t and γ for ‖g(t)‖L1(wa∗)
.

First, for 2 < k < 3, one has

d

dt

∫

R

|x|kg(t, x) dx+

(
1− k

4

)∫

R

|x|kg(t, x) dx =

∫

R2

g(t, x)g(t, y)

∣∣∣∣
x+ y

2

∣∣∣∣
k

dxdy.

We then deduce from (2.14) that

d

dt

∫

R

|x|kg(t, x) dx+

(
1− k

4
− 21−k

)∫

R

|x|kg(t, x) dx

6 3× 21−k

∫

R

g(t, x)|x| 2k3 dx

∫

R

g(t, y)|y|k3 dy 6 3× 21−kM2(Gγ)
2,

since k < 3. It thus follows that, for any t > 0,

∫

R

|x|kg(t, x) dx 6 min

(∫

R

|x|kGγ(x) dx,
3× 21−kM2(Gγ)

2

1− k
4 − 21−k

)
.

Consequently, it follows from Theorem 1.4 that there exists C > 0 such that, for 2 < a < a∗ <
3− δ

‖g(t)‖L1(wa∗ )
6 C, ∀t > 0, γ ∈ (0, γ⋆) .

We deduce then from (3.4) and Theorem 4.1, that, for any t > 0

‖g(t) − hγ‖L1(wa) 6 C1e
−ασ(1−r)t

∣∣∣
∣∣∣
∣∣∣Ĝγ − ĥγ

∣∣∣
∣∣∣
∣∣∣
α(1−r)

a

6 C̃1e
−ασ(1−r)t‖Gγ − hγ‖α(1−r)

L1(wa)
, (3.5)

for some positive constants C1, C̃1 independent of γ ∈ (0, γ⋆) and where we used Lemma A.1 to

bound
∣∣∣
∣∣∣
∣∣∣Ĝγ − ĥγ

∣∣∣
∣∣∣
∣∣∣
a
by ‖Gγ − hγ‖L1(wa).

Let us now look for a bound of ‖Gγ − g(t)‖L1(wa). We deduce from (4.1) and (1.10) that

∂t(Gγ − g)+
1

4
∂x(x(Gγ − g)) = Qγ(Gγ ,Gγ)−Q0(g, g).

Multiplying the above equation with sgn(Gγ − g)wa and integrating over R we obtain

d

dt
‖Gγ − g‖L1(wa) −

a

4

∫

R

|x|wa−1(x)|Gγ(x)− g(t, x)|dx

6 ‖Qγ(Gγ ,Gγ)−Q0(Gγ ,Gγ)‖L1(wa) + ‖Q0(Gγ ,Gγ)−Q0(g, g)‖L1(wa).

Now,

‖Q0(Gγ ,Gγ)−Q0(g, g)‖L1(wa) = ‖Q0(Gγ − g,Gγ + g)‖L1(wa)

6 2‖Gγ − g‖L1(wa)‖Gγ + g‖L1(wa),

and with Proposition B.3 together with Theorem 1.4 and Corollary 2.9, it implies that, for s > 0
such that s+ γ⋆ + a < 3− δ,

d

dt
‖Gγ − g‖L1(wa) 6 C1‖Gγ − g‖L1(wa)+C2γ

s
s+1 (1 + | log γ|), γ ∈ (0, γ⋆),
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with C1 > 0 and C2 > 0. Finally, the Gronwall inequality would lead to

‖Gγ − g(t)‖L1(wa) 6
C2γ

s
s+1 (1 + | log γ|)

C1
eC1t, t > 0. (3.6)

Finally, (3.2) together with (3.5) and (3.6) gives, for any t > 0,

‖Gγ − hγ‖L1(wa) 6
C2γ

s
s+1 (1 + | log γ|)

C1
eC1t + C̃1e

−ασ(1−r)t‖Gγ − hγ‖α(1−r)
L1(wa)

. (3.7)

Theorem 1.4 further implies

‖Gγ − hγ‖L1(wa) 6
C2γ

s
s+1 (1 + | log γ|)

C1
eC1t + Ca,α,re

−ασ(1−r)t.

Choosing t = (C1 + ασ(1 − r))−1 log

(
Ca,α,rC1

C2γ
s

s+1

)
we get

‖Gγ − hγ‖L1(wa) 6 Ca,α,r

(
C2γ

s
s+1

Ca,α,rC1

) ασ(1−r)
C1+ασ(1−r)

(2 + | log γ|) := η(γ)

which proves the result. �

We have now everything in hands to give the proof of Theorem 1.5.

Proof of Theorem 1.5. Let δ and γ⋆ be defined as in the proof of Proposition 3.2. For such δ and
γ⋆, the results of Theorem 1.4 and Corollary 2.9 hold and a + γ⋆ < 3 − δ. From the estimate
‖Gγ −G0‖L1(wa) 6 ‖Gγ −hγ‖L1(wa) + ‖hγ −G0‖L1(wa) and using Proposition 3.2 and (3.1),
we deduce that

‖Gγ −G0‖L1(wa) 6 η(γ) + Ca |λγ − λ0| , (3.8)

where we recall thatG0(x) = λ0H(λ0x), hγ(x) = λγH(λγx) where λγ =M2(Gγ)
− 1

2 is such

that
∫
R
x2hγ(x) dx =M2(Gγ). It is therefore enough to quantify the rate of convergence of λγ

to λ0. Resuming the computations of Lemma 2.7, we see that

I0(hγ ,hγ) =
1

λ2γ

∫

R2

H(x)H(y)|x − y|2 log |x− y|
λγ

dxdy =
2

λ2γ
log

λ0
λγ

where we introduced the notation

I0(f, g) =

∫

R2

f(x)g(y)|x − y|2 log |x− y|dxdy, f, g ∈ L1(ws), s > 2, (3.9)

and used that I0(H,H) = 2 log λ0 and
∫
R2 H(x)H(y)|x − y|2 dxdy = 2 as established in

Lemma 2.7. We introduce also the notation

Iγ(f, g) = γ−1

∫

R2

f(x)g(y)|x − y|2 (|x− y|γ − 1) dxdy, f, g ∈ L1(w2+γ)

and recall (see (2.2)) that Iγ(Gγ ,Gγ) = 0. One has then the following

2

λ2γ
log

λ0
λγ

= I0(hγ ,hγ)

= I0(hγ −Gγ ,hγ −Gγ) + 2I0(hγ −Gγ ,Gγ)−I0(Gγ ,Gγ).
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Hence,
∣∣∣∣
2

λ2γ
log

λ0
λγ

∣∣∣∣ 6 Ca‖hγ −Gγ‖L1(wa)

(
2‖Gγ‖L1(wa) + ‖hγ −Gγ‖L1(wa)

)
+ |I0(Gγ ,Gγ)| ,

for 2 < a < 3 and where we used Lemma B.4. We deduce then from Proposition 3.2 and the fact
that supγ∈(0,γ⋆) ‖Gγ‖L1(wa)<∞ that

∣∣∣∣∣λ
−2
γ log

(
λγ
λ0

)2
∣∣∣∣∣ 6 η̃(γ) + |I0(Gγ ,Gγ)|

where η̃(γ) = Caη(γ)
(
2 supγ ‖Gγ‖L1(wa) + η(γ)

)
→ 0 as γ → 0+ is an explicit function.

Since Iγ(Gγ ,Gγ) = 0,
∣∣∣∣∣λ

−2
γ log

(
λγ
λ0

)2
∣∣∣∣∣ 6 η̃(γ) + |I0(Gγ ,Gγ)− Iγ(Gγ ,Gγ)|

and, using Lemma B.5 together with the estimates in Theorem 1.4 and Corollary 2.9, we obtain
that, for 2 < a < 3− δ and s > 0 such that a+ s+ γ⋆ < 3− δ,

∣∣∣∣∣λ
−2
γ log

(
λγ
λ0

)2
∣∣∣∣∣ 6 η̃(γ) +Cγ

s
s+1 | log γ|, ∀γ ∈ (0, γ⋆) ,

for some positive constant C depending on a, s. Noticing that λγ → λ0 as γ → 0, it is bounded
both from above and below for γ small enough, we get that there is C0 such that

∣∣∣∣log
λγ
λ0

∣∣∣∣ 6 C0

(
η̃(γ) + γ

s
s+1 | log γ|

)
.

Since | log x| > |1−x|
max(1,x) , there exists C1 > 0 such that

|λγ − λ0| 6 C1

(
η̃(γ) + γ

s
s+1 | log γ|

)
, γ ∈ (0, γ⋆).

Introducing the explicit function η(γ) = CaC1

(
η̃(γ) + γ

s
s+1 | log γ|

)
+η(γ), this, together with

(3.8), proves the result. �

Remark 3.3. Notice that the constants C0 and C1 in the above proof depend on upper and lower

bounds on λγ = (M2(Gγ))
− 1

2 and M2(Gγ) 6 1
2 . We describe in Section 3.3 a procedure which

allows to make the function η(γ) completely explicit.

3.2. Uniqueness. We now establish some stability result for L0.

Lemma 3.4. Let 2 < a < 3. There exist γ⋆ ∈ (0, 1) and a mapping η̃ : [0, γ⋆] → R+ with

lim
γ→0+

η̃(γ) = 0

and such that, for any γ ∈ (0, γ⋆), any G
1
γ ,G

2
γ ∈ Eγ ,

‖L0

(
G

1
γ −G

2
γ

)
‖Xa 6 η̃(γ)

∥∥G1
γ −G

2
γ

∥∥
Xa
. (3.10)
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Proof. Let δ and γ⋆ be defined as in the proof of Theorem 1.5. For such δ and γ⋆, the results
of Theorem 1.4 and Corollary 2.9 hold and a + γ⋆ < 3 − δ. Let γ ∈ (0, γ⋆). Let us consider
G

1
γ ,G

2
γ ∈ Eγ . We introduce the difference

gγ = G
2
γ −G

1
γ

which satisfies (2.31). We write this last identity in an equivalent way:

1

4
∂x (xgγ(x)) =

[
Qγ(gγ ,G

2
γ −G0) +Qγ(G

1
γ −G0, gγ)

]

+ [Qγ(gγ ,G0)−Q0(gγ ,G0)] + [Qγ(G0, gγ)−Q0(G0, gγ)]

+Q0(gγ ,G0) +Q0(G0, gγ)

which can be written as

−L0(gγ) = Aγ + Bγ + Cγ
where

Aγ =
[
Qγ(gγ ,G

2
γ −G0) +Qγ(G

1
γ −G0, gγ)

]
, Bγ = [Qγ(gγ ,G0)−Q0(gγ ,G0)]

and

Cγ = [Qγ(G0, gγ)−Q0(G0, gγ)] .

Therefore,

‖L0(gγ)‖L1(wa) 6 ‖Aγ‖L1(wa) + ‖Bγ‖L1(wa) + ‖Cγ‖L1(wa).

One estimates separately the norms ‖Aγ‖L1(wa), ‖Bγ‖L1(wa) and ‖Cγ‖L1(wa). Clearly

‖Aγ‖L1(wa) 6 C0‖gγ‖L1(wa+γ)

(
‖G1

γ −G0‖L1(wa+γ) + ‖G2
γ −G0‖L1(wa+γ)

)

6 η1(γ)‖gγ‖L1(wa+γ)

with

η1(γ) = C0

(
‖G1

γ −G0‖L1(wa+γ) + ‖G2
γ −G0‖L1(wa+γ)

)
.

According to Theorem 1.5, the mapping η1 : [0, γ⋆] → R+ is such that

lim
γ→0

η1(γ) = 0.

One deduces then from Proposition B.3, with s > 0 such that a+ γ⋆ + s < 3− δ and p = 2, that

‖Bγ‖L1(wa) 6 Cs,2γ
s

s+1 | log γ|‖gγ‖L1(wa)‖G0‖L1(wa)

+24 γ
s

s+1

(
‖G0‖L1(ws+γ+a)‖gγ‖L1(wa) + ‖gγ‖L1(ws+γ+a)‖G0‖L1(wa) + ‖G0‖L2(wa)‖gγ‖L1(wa)

)
.

Using the known bounds on G0 (in particular Theorem 1.4 and Corollary 2.9), one deduces that
there exists Cs > 0 (independent of γ) such that

‖Bγ‖L1(wa) 6 Csγ
s

s+1 (1 + | log γ|) ‖gγ‖L1(wa+γ+s), ∀γ ∈ (0, γ⋆).

In the same way

‖Cγ‖L1(wa) 6 Csγ
s

s+1 (1 + | log γ|) ‖gγ‖L1(wa+γ+s), ∀γ ∈ (0, γ⋆).
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Gathering all these estimates, we obtain

‖L0(gγ)‖L1(wa) 6

(
η1(γ) + 2Csγ

s
s+1 (1 + | log γ|)

)
‖gγ‖L1(wa+s+γ)

6 Ca,s

(
η1(γ) + 2Csγ

s
s+1 (1 + | log γ|)

)
‖gγ‖L1(wa)

for some suitable choice of s (small enough) where the estimate ‖gγ‖L1(wa+s+γ) 6 Ca,s‖gγ‖L1(wa)

is a consequence of Lemma 2.14 (for γ ∈ (0, a3 )). This gives the result. �

Combining the above result with Proposition 1.7 allows to show directly that two solutions
to (1.10) with same energy coincide as already explained in the introduction.

In order to extend this line of reasoning to general solutions to (1.10) with different energy,
one somehow follows the same approach but needs a way to compensate the discrepancy of
energies to apply a variant of (1.21). Typically, let us now consider two solutions G1

γ ,G
2
γ ∈ Eγ

and let gγ = G
1
γ −G

2
γ . If one is able to construct g̃γ ∈ Ya such that

L0(g̃γ) = L0(gγ) and M2(g̃γ) = 0 (i.e. g̃γ ∈ Y
0
a) (3.11)

then, as before, one would have
ν

C(ν)
‖g̃γ‖Xa 6 ‖L0(g̃γ)‖Xa = ‖L0(gγ)‖Xa 6 η̃(γ) ‖gγ‖Xa

. (3.12)

To conclude as before, we also need to check that there is C > 0 (independent of γ) such that

‖gγ‖Xa 6 C‖g̃γ‖Xa (3.13)

fromwhich the identity gγ = 0would follow easily, as in the introduction (see end of Section 1.4)
for solutions with same energy.

Of course, constructing g̃γ satisfying (3.11) is easy since L0 is invertible on Y0
a. The difficulty

is to check (3.13). The main tool to achieve this scope is the “linearised dissipation of energy”
functional

I0(f,G0) =

∫

R2

f(x)G0(y)|x− y|2 log |x− y|dxdy, f ∈ L1(ws), s > 2.

First, one has the following observations

Lemma 3.5. The function defined by

g0(x) =
2

π

1− 3x2

(1 + x2)3
, x ∈ R

belongs to Ya and is such that

L (g0) = 0 and M2(g0) = −2.

Moreover,

I0(g0,H) = −2 log 2− 2. (3.14)

Finally, it holds

I0(H,H) = 2 log 2 + 1.

Proof. Let g ∈ L1(wa) be such that L (g) = 0 and
∫
R
g(x) dx = 0. Setting

ψ(ξ) =

∫

R

e−iξxg(x) dx
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one checks without too many difficulties that (see also (4.36))

−1

4
ξ

d

dξ
ψ(ξ) = 2ψ

(
ξ

2

)
Φ

(
ξ

2

)
− ψ(ξ).

Direct inspection shows that

ψ0(ξ) = |ξ|2e−|ξ|

is a solution to the above equation, with

ψ0(0) = ψ′
0(0) = 0, ψ′′

0 (0) = 2 6= 0. (3.15)

Since moreover e−|ξ| is the Fourier transform of G(x) = 1
π(1+x2)

, one deduces that ψ0 is the

Fourier transform of

g0(x) = − d2

dx2
G(x) =

2

π

1− 3x2

(1 + x2)3
.

Notice that g0 ∈ L1(wa) for any 2 < a < 3 and (3.15) shows that g0 ∈ Ya withM2(g0) = −2.
Let us now prove (3.14). Observe that, if g is an eigenfunction of L with zero mass, then using
the weak form of the linearised operator L ,

1

4

∫

R

g(x)x∂xφ dx+ 2

∫

R

∫

R

g(x)H(y)

(
φ
(x− y

2

)
− 1

2
φ(x)− 1

2
φ(−y)

)
dy dx = 0

where we used also thatH is even. Taking φ(x) = x2 log |x| = 1
2x

2 log x2 as a test-function we
get

1

8

∫

R

g(x)x∂x(x
2 log x2) dx+ 2

∫

R2

g(x)H(y)
|x − y|2

4
log

|x− y|
2

dxdy

−
∫

R

g(x)x2 log |x|dx = 0

where we used that
∫
R
g(x) dx = 0while

∫
R
H(y) dy = 1. Thus one obtains that any eigenfunc-

tion of L with zero mass is such that

I0(g,H) :=

∫

R2

g(x)H(y)|x − y|2 log |x− y|dxdy

=

(
log 2− 1

2

)∫

R

g(x)x2 dx+

∫

R

g(x)x2 log |x|dx.
(3.16)

In particular, for g = g0 = − d2

dx2G as defined previously, it holds that

∫

R

g0(x)x
2 log |x|dx = −

∫

R

G(x)
d2

dx2
[
x2 log |x|

]
dx = −1

2

∫

R

G(x)
d2

dx2
[
x2 log x2

]
dx

= −2

∫

R

G(x) log |x|dx− 3

∫

R

G(x) dx = −3

using
∫
R
G(x) dx = 1 and

∫

R

log |x|
1 + x2

dx = 2

∫ ∞

0

log x

1 + x2
dx = 0.
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Therefore, recalling thatM2(g0) = −2, we deduce (3.14). The same idea gives also the expression
of I0(H,H). Indeed, by definition

−1

4

∫

R

xH(x)∂xφ(x) dx =

∫

R

Q0(H,H)φdx

=

∫

R2

H(x)H(y)

[
φ

(
x+ y

2

)
− φ(x)

]
dxdy.

With φ(x) = |x|2 log |x|, this gives, since
∫
R
H(x) dx =

∫
R
Hx2 dx = 1,

−1

2

∫

R

x2H(x) log |x|dx− 1

4
=

1

4

∫

R2

H(x)H(y)|x + y|2 log |x+ y|dxdy

− log 2

4

∫

R2

H(x)H(y)|x + y|2 dxdy −
∫

R

H(x)x2 log |x|dx

=
1

4
I0(H,H) − log 2

2
−
∫

R

H(x)x2 log |x|dx

i.e.

I0(H,H) = 2 log 2− 1 + 2

∫

R

H(x)x2 log |x|dx.

Using that ∫

R

H(x)x2 log |x|dx = 1

we deduce the result. �

Thanks to the above observations, we deduce the following

Lemma 3.6. Let 2 < a < 3. There exists ϕ0 ∈ Ker(L0) ∩ Ya such that

M2(ϕ0) 6= 0 and I0(ϕ0,G0) 6= 0.

Proof. Since the function g0 defined in Lemma 3.5 belongs to the kernel of L , one has

ϕ0(x) = g0(λ0x) ∈ Ya ∩Ker(L0).

Moreover, recalling the definition ofI0 in (3.9) and sinceG0(x) = λ0H(λ0x), one checks easily
that

I0(ϕ0,G0) =
1

λ30

(
I0(g0,H) − log λ0

∫

R2

g0(x)H(y)|x − y|2 dxdy
)

=
1

λ30
(I0(g0,H) − log λ0M2(g0))

where we used that g0 ∈ Ya. In particular, sinceM2(g0) = −2, we deduce that

I0(ϕ0,G0) =
1

λ30
I0 (g0 +H,H) = − 4

λ30
6= 0

where we used that I0(g0,H) = −2 log 2− 5 and I0(H,H) = 2 log 2 + 1. �

The existence of the above function ϕ0 implies the following fundamental property of the
linearised dissipation of energy
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Lemma 3.7. Let 2 < a < 3. If ϕ ∈ Ker(L0) ∩Ya then

I0(ϕ,G0) = 0 =⇒ M2(ϕ) = 0.

In particular, in such a case, ϕ = 0.

Proof. Let ϕ ∈ Ker(L0) ∩ Ya be such that I0(ϕ,G0) = 0. Let

ϕ⊥ = ϕ− M2(ϕ)

M2(ϕ0)
ϕ0.

One has of courseM2(ϕ
⊥) = 0 (i.e. ϕ⊥ ∈ Y0

a) and L0(ϕ
⊥) = 0 since both ϕ and ϕ0 belong to

Ker(L0). According to Proposition 1.7, one has ϕ⊥ = 0. Therefore, ϕ = M2(ϕ)
M2(ϕ0)

ϕ0, so that

I0(ϕ,G0) =
M2(ϕ)

M2(ϕ0)
I0(ϕ0,G0).

Since, by assumption I0(ϕ,G0) = 0 while I0(ϕ0,G0) 6= 0, it must hold thatM2(ϕ) = 0. In
particular, ϕ ∈ Y0

a and, using Proposition 1.7 again, we deduce that ϕ = 0. �

A final technical Lemma regards the smallness of the linearised energy dissipation functional
for differences of solutions to (1.10)

Lemma 3.8. Let 2 < a < 3. There exist γ⋆ ∈ (0, 1) and η̄0(γ) with

lim
γ→0

η̄0(γ) = 0

such that, for any γ ∈ (0, γ⋆), anyG
1
γ ,G

2
γ ∈ Eγ ,

∣∣I0

(
G

1
γ −G

2
γ ,G0

)∣∣ 6 η̄0(γ) ‖G1
γ −G

2
γ‖Xa . (3.17)

Proof. Let δ and γ⋆ be defined as in the proof of Theorem 1.5. For such δ and γ⋆, the results of
Theorem 1.4 and Corollary 2.9 hold and a + γ⋆ < 3 − δ. For γ ∈ (0, γ⋆), G

1
γ ,G

2
γ ∈ Eγ , let

gγ = G
1
γ −G

2
γ . One notices that

2I0(gγ ,G0) = I0(gγ ,G0 −G
1
γ) + I0(gγ ,G0 −G

2
γ) + I0(gγ ,G

1
γ +G

2
γ)

= I0(gγ ,G0 −G
1
γ) + I0(gγ ,G0 −G

2
γ)

+
(
I0(gγ ,G

1
γ +G

2
γ)− Iγ(gγ ,G

1
γ +G

2
γ)
)

since

Iγ(G
1
γ −G

2
γ ,G

1
γ +G

2
γ) = Iγ(G

1
γ ,G

1
γ)− Iγ(G

2
γ ,G

2
γ) = 0

for G1
γ ,G

2
γ ∈ Eγ . One invokes then Lemma B.4 and B.5 to deduce that, for any s > 0 such that

s+ γ⋆ + a < 3− δ, there are Ca > 0, Ca,s,2 > 0 such that

|I0(gγ ,G0)| 6 Ca

(∥∥G0 −G
1
γ

∥∥
Xa

+
∥∥G0 −G

2
γ

∥∥
Xa

)
‖gγ‖Xa

+ Ca,s,2γ
s

s+1 | log γ| ‖G1
γ +G

2
γ‖Xa‖gγ‖Xa

+ 12 γ
s

s+1

(
2‖gγ‖Xs+γ+a

‖G1
γ +G

2
γ‖Xa+s+γ

+ ‖G1
γ +G

2
γ‖L2(wa)‖gγ‖Xa

)
.

Using Lemma 2.14 again, for s > 0 small enough and γ small enough so that γ + 2
3 (a+ s) 6 a

(that is γ + 2s
3 6 a

3 ), one has ‖gγ‖Xa+s+γ
6 Ca,s‖gγ‖Xa and, thanks to the uniform bounds on
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‖Gi
γ‖L2(wa) and ‖Gi

γ‖Xa+s+γ
(i = 1, 2) given by Theorem 1.4 and Corollary 2.9 together with

Theorem 1.5, we deduce the result. �

We are in position to prove our main result regarding the steady solution to (1.10) following
the strategy described before.

Proof of Theorem 1.2. Let δ and γ⋆ be defined as in the proof of Lemma 3.8. For γ ∈ (0, γ⋆),
G

1
γ ,G

2
γ ∈ Eγ , let gγ = G

1
γ −G

2
γ . Since L0 is invertible on Y0

a, there exists a unique g̃γ ∈ Y0
a

such that
L0(g̃γ) = L0(gγ).

It remains to prove the estimate (3.13) between ‖g̃γ‖Xa and ‖gγ‖Xa . To do so, we actually prove
that g̃γ − gγ ∈ Span(ϕ0), more precisely

gγ = g̃γ + z0ϕ0, z0 =
1

p0
I0(gγ − g̃γ ,G0) (3.18)

where p0 = I0(ϕ0,G0). Indeed, writing ḡγ = g̃γ + z0ϕ0 one sees that, since ϕ0 ∈ Ker(L0)

L0(ḡγ) = L0(g̃γ) = L0(gγ)

while, obviously, the choice of z0 implies that

I0(ḡγ ,G0) = I0(gγ ,G0).

From Lemma 3.7, this implies that M2(ḡγ − gγ) = 0 and ḡγ − gγ = 0. This proves (3.18).
Consequently,

‖gγ‖Xa 6 ‖g̃γ‖Xa + |z0| ‖ϕ0‖Xa 6 ‖g̃γ‖Xa +
‖ϕ0‖Xa

|p0|
|I0(gγ − g̃γ ,G0)|

6 ‖g̃γ‖Xa +
‖ϕ0‖Xa

|p0|
(|I0(gγ ,G0)|+ |I0(g̃γ ,G0)|)

by definition of z0. According to Lemma B.4, there is C0 > 0 such that

|I0(g̃γ ,G0)| 6 C0‖g̃γ‖Xa .

Therefore, there are C1, C2 > 0 (independent of γ) such that

‖gγ‖Xa 6 C1‖g̃γ‖Xa + C2 |I0(gγ ,G0)| . (3.19)

Using now (3.17), we deduce that

‖gγ‖Xa 6 C1‖g̃γ‖Xa + C2η̄0(γ)‖gγ‖Xa

and, since limγ→0 η̄0(γ) = 0, we can choose γ⋆ > 0 small enough so that C2η̄0(γ) 6
1
2 for any

γ ∈ (0, γ⋆) so that
1

2
‖gγ‖Xa 6 C1‖g̃γ‖Xa , ∀γ ∈ (0, γ⋆).

With the strategy described before, we deduce that the function g̃γ and gγ satisfies (3.11)–(3.12)
and (3.13) with C = 2C1. In particular, we deduce from (3.12) that

ν

C(ν)

1

2C1
‖gγ‖Xa 6 η̃(γ) ‖gγ‖Xa

and, since limγ→0 η̃(γ) = 0, there exists γ† > 0 small enough so that

‖gγ‖Xa < ‖gγ‖Xa

which implies that gγ = 0 and proves the result. �
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3.3. Quantitative estimate on γ†. In order to make Theorem 1.2 fully exploitable, we need
to be able to quantitatively estimate the threshold parameter γ†. From the above proof, this
amounts to some quantitative estimate on the mapping η̃(γ). As already observed in Remark
3.3, the only non fully quantitative estimate in the definition of η̃(γ) comes from the mapping
η(γ) in Theorem 1.5. In this subsection, we briefly explain how it is possible to derive such a
quantitative estimate. We keep the presentation slighlty informal here just to stress out the main
steps of the estimates. The crucial point is then to estimate the rate of convergence of

‖Gγ −G0‖L1(wa)

to zero as γ → 0. To do so, we briefly resume the main steps in our proof of uniqueness and
introduce, forGγ ∈ Eγ ,

hγ = G0 −Gγ .

One sees easily that

L0(hγ) = Q0(hγ , hγ) + [Qγ(Gγ ,Gγ)−Q0(Gγ ,Gγ)]

which results in

‖L0(hγ)‖Xa 6 C0‖hγ‖2Xa
+ C0γ

s
s+1 (1 + | log γ|)

for some positive C0 independent of γ (see Lemma 3.1 for a similar reasoning). Now, as before,

there exists h̃γ ∈ Y0
a such that

ν

C(ν)
‖h̃γ‖Xa 6 ‖L0(h̃γ)‖Xa = ‖L0hγ‖Xa .

Therefore, there is C > 0 independent of γ such that

‖h̃γ‖Xa 6 C‖hγ‖2Xa
+ Cγ

s
s+1 (1 + | log γ|) (3.20)

and we need to compare again ‖h̃γ‖Xa to ‖hγ‖Xa . As in Eq. (3.19)

‖hγ‖Xa 6 C1‖h̃γ‖Xa + C2 |I0(hγ ,G0)| (3.21)

for C1, C2 independent of γ. Now, one checks without major difficulty that

2I0(hγ ,G0) = I0(hγ , hγ) + [Iγ(Gγ ,Gγ)− I0(Gγ ,Gγ)]

where we used that I0(G0,G0) = Iγ(Gγ ,Gγ) = 0. Thus, with Lemmas B.4, B.5, Theorem 1.4
and Corollary 2.9, we deduce that

|I0(hγ ,G0)| 6 C3‖hγ‖2Xa
+C3γ

s
s+1 (1 + | log γ|)

for someC3 > 0 independent of γ. Summing up this estimate with (3.20) and (3.21) one sees that
there exists a positive constant c0 > 0 independent of γ such that

‖hγ‖Xa 6 c0‖hγ‖2Xa
+ c0γ

s
s+1 (1 + | log γ|) .

Now, since we know that limγ→0 ‖hγ‖Xa = 0 (without an explicit rate at this stage), there exists
γ0 > 0 (non explicit) such that

c0‖hγ‖Xa 6
1

2
∀γ ∈ (0, γ0)

and therefore

‖hγ‖Xa 6 2c0γ
s

s+1 (1 + | log γ|) ∀γ ∈ (0, γ0).
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Such an estimate provides actually an explicit estimate for γ0 since the optimal parameter be-
comes clearly the one for which the two last estimates are identity yielding

γ
s

s+1

0 (1 + | log γ0|) =
1

4c20
.

This provides then an explicit rate of convergence of Gγ toG0 as

‖Gγ −G0‖Xa 6 2c0γ
s

s+1 (1 + | log γ|) ∀γ ∈ (0, γ0)

for some explicit γ0. This makes explicit the mapping η(γ) in Theorem 1.5 and, in turns, provides
some quantitative estimates on the parameter γ† in Theorem 1.2.

4. The case of Maxwell molecules revisited

This whole Section is devoted to the special case of Maxwell molecules, corresponding to
γ = 0, which as already observed, is the pivot case around which our analysis revolves for our
perturbation analysis. We collect here several results, some of them of broader interest than
the mere use we make of them in the previous part of the paper. We begin with revisiting the
exponential convergence to equilibrium obtained in Carrillo & Toscani (2007). Let us recall
that, generally speaking, the analysis of Boltzmann-like models with Maxwellian interaction
essentially renders explicit formulas that allow for a very precise analysis (we refer to Bobylev
(2020) for an extensive study).

More precisely, we consider the following equation already in self-similar variables

∂tg = −1

4
∂x(xg) +Q0(g, g), (4.1)

with initial condition g(0, x) = f0(x) which, using Galilean invariance, we will always assume
to be such that∫

R

f0(x) dx = 1,

∫

R

xf0(x) dx = 0,

∫

R

x2f0(x) dx = 1. (4.2)

Notice that, as said in the introduction, we chose in (4.1) the parameter c = 1
4 which is, in

the special case of Maxwell molecules, the only one which provides energy conservation and, as
such, it holds at least formally that

∫

R

g(t, x) dx = 1,

∫

R

xg(t, x) dx = 0,

∫

R

x2g(t, x) dx = 1. (4.3)

The collision operator for Maxwell molecules is given by

Q0(f, g)(x) =

∫

R

f
(
x+

y

2

)
g
(
x− y

2

)
dy − 1

2
f(x)

∫

R

g(y) dy − 1

2
g(x)

∫

R

f(y) dy

=: Q+
0 (f, g)−Q−

0 (f, g)

Notice that Q+
0 can be written as

Q+
0 (f, g)(x) =

∫

R

f
(
x+

y

2

)
g
(
x− y

2

)
dy = 2

∫

R

f(x+ y)g(x − y) dy

= 2

∫

R

f(y)g(2x− y) dy = 2(f ∗ g)(2x).
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Alternatively, in weak form we have
∫

R

Q0(f, g)(x)φ(x) dx =

∫

R

∫

R

f(x)g(y)

(
φ
(x+ y

2

)
− 1

2
φ(x)− 1

2
φ(y)

)
dxdy. (4.4)

We will refer to equation (4.1) as the self-similar equation for Maxwell molecules. If we define
the Fourier transform of g as

ϕ(t, ξ) :=

∫

R

g(t, x)e−ixξ dx,

then ϕ(t, ξ) satisfies

∂tϕ(t, ξ) =
1

4
ξ ∂ξϕ(t, ξ) + ϕ

(
t,
ξ

2

)2
− ϕ(t, ξ), (4.5)

with the initial condition ϕ(0, ·) =
∫
R
f0(x)e

−ixξ dx =: ϕ0. Due to (4.3), ϕ satisfies for all t > 0
that

ϕ(t, 0) = 1, ∂ξϕ(t, 0) = 0, ∂2ξϕ(t, 0) = −1. (4.6)

In particular,

Φ(ξ) = (1 + |ξ|)e−|ξ| (4.7)

is a steady solution to (4.5) and this is exactly the Fourier transform of the steady solution H

defined in Theorem 1.1.

4.1. Exponential convergence to equilibrium. We investigate here the convergence to equi-
librium for solutions to (4.1) and show the following

Theorem 4.1. Assume that g = g(t, x) is a nonnegative solution to (4.1) with the normalisation
(4.3), and call ϕ = ϕ(t, ξ) its Fourier transform in the x variable. Then, for 0 6 k < 3, and for all
t > 0,

|||ϕ(t) −Φ|||k 6 e−σkt|||ϕ0 −Φ|||k with σk := 1− 1

4
k − 21−k .

In particular, g(t) converges exponentially to H in the k-Fourier norm for any 2 < k < 3.
More generally, for p > 1, 1

p < k < 3 + 1
p , and for all t > 0,

|||ϕ(t)−Φ|||k,p 6 e−σk(p)t|||ϕ0 −Φ|||k,p with σk(p) := 1− 1

4
k +

1

4p
− 2

1+ 1
p
−k
.

In particular, g converges exponentially toH in the k-Fourier norm for any (k, p) such that σk(p) >
0.

Proof. We begin with the first part of the proof, corresponding to the special case p = ∞.

• The case p = ∞. Assume that g = g(t, x) is a solution to (4.1) with the normalisation (4.3),
and call ϕ = ϕ(t, ξ) its Fourier transform as before. Then ϕ(t, ·) is a solution to (4.5) with the
normalisation (4.6), and we may take the difference withΦ given in (4.7)

ψ(t, ξ) := ϕ(t, ξ)−Φ(ξ)

to find that

∂tψ(t, ξ) =
1

4
ξ∂ξψ(t, ξ) + ψ

(
t,
ξ

2

)(
ϕ
(
t,
ξ

2

)
+Φ

(ξ
2

))
− ψ(t, ξ). (4.8)
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If we call (T (t))t>0 the semigroup associated to the operator ψ 7→ 1
4ξ∂ξψ − ψ, given by

T (t)φ(ξ) := e−tφ(ξe
1
4
t),

then by Duhamel’s formula we can write

ψ(t) = T (t)ψ0 +

∫ t

0
T (t− s)A(s) ds, (4.9)

where we denote ψ(t) = ψ(t, ξ) and

A(s) = A(s, ξ) := ψ
(
s,
ξ

2

)(
ϕ
(
s,
ξ

2

)
+Φ

(ξ
2

))
.

Now we notice that, for any h such that |||h|||k is finite,

|||T (t)h|||k = e−t sup
ξ 6=0

|h(ξe 1
4
t)|

|ξ|k = e−(1− 1
4
k)t sup

ξ 6=0

|h(ξe 1
4
t)|

|ξe 1
4
t|k

= e−(1− 1
4
k)t|||h|||k. (4.10)

On the other hand,

|A(s, ξ)| 6 2

∣∣∣∣ψ
(
s,
ξ

2

)∣∣∣∣ ,

since ‖ϕ‖∞ = ‖Φ‖∞ = 1 (recall that both g and H have unit mass). This implies

|||A(s)|||k 6 2 sup
ξ 6=0

|ψ(s, ξ2)|
|ξ|k = 21−k sup

ξ 6=0

|ψ(s, ξ2)|
| ξ2 |k

= 21−k|||ψ(s)|||k. (4.11)

Notice that |||ψ(t, ·)|||k < +∞ for all 0 6 k < 3, since ψ is a C2 function in ξ with ψ(t, 0) =
∂ξψ(t, 0) = ∂2ξψ(t, 0) = 0. Using (4.10) and (4.11) in (4.9) we see that

|||ψ(t)|||k 6 |||T (t)ψ0|||k +
∫ t

0
|||T (t− s)A(s)|||k ds

6 e−(1− 1
4
k)t|||ψ0|||k +

∫ t

0
e−(1− 1

4
k)(t−s)|||A(s)|||k ds

6 e−(1− 1
4
k)t|||ψ0|||k + 21−k

∫ t

0
e−(1− 1

4
k)(t−s)|||ψ(s)|||k ds ,

which immediately gives by Gronwall’s lemma that

|||ψ(t)|||k 6 e−σt|||ψ0|||k with σ := 1− 1

4
k − 21−k .

We deduce the exponential convergence in Theorem 4.1 with rate σ > 0 for 2 < k < 3.
• The general case p > 1. For 1 6 p < ∞, we recall that the norms |||·|||k,p, defined in (1.16), are

given by

|||ψ|||pk,p :=
∫

R

|ψ(ξ)|p
|ξ|kp dξ,

and are well-defined if |ψ(ξ)| 6 min{1, C|ξ|3} for some C > 0 and 1
p < k < 3 + 1

p .

With a similar calculation as before,

|||T (t)ψ|||k,p = e−αpt|||ψ|||k,p
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with

αp := 1− 1

4
k +

1

4p
.

Also,

|||A(s)|||k,p 6 21+
1
p
−k|||ψ(s)|||k,p,

so we can repeat the same argument to obtain

|||ψ(t)|||k,p 6 |||T (t)ψ0|||k,p +
∫ t

0
|||T (t− s)A(s)|||k,p ds

6 e−αpt|||ψ0|||k,p +
∫ t

0
e−αp(t−s)|||A(s)|||k,p ds

6 e−αpt|||ψ0|||k,p + 2
1+ 1

p
−k
∫ t

0
e−αp(t−s)|||ψ(s)|||k,p ds.

Then one concludes as previously using Gronwall’s lemma. �

Remark 4.2 (Invariance by scaling). The above result holds for solutions g to (4.1) satisfying
the normalisation (4.3). Recall that (4.3) is preserved by the nonlinear dynamics (4.1). We explain
briefly how it applies to solutions of (4.1) with positive energy (not necessarily unitary). Namely,
assume that g̃0 is an initial datum such that

∫

R

g̃0(x) dx = 1,

∫

R

g̃0(x)xdx = 0,

∫

R

g̃0(x)x
2 dx = E > 0

and let g̃(t, x) be the associated solution to (4.1). Notice that g̃(t, x) share the samemass, momentum
and energy of g̃0 for any t > 0. Setting

g0(x) = λ g̃0(λx), λ =
√
E,

one sees that g0 satisfies (4.3). Denoting by g(t, x) the associated solution to (4.1), the scaling invari-
ance property of Q0 implies that

g(t, x) = λ g̃(t, λx), λ =
√
E

while Theorem 4.1 asserts that

|||ϕ(t) −Φ|||k 6 e−σkt|||ϕ0 −Φ|||k with σk := 1− 1

4
k − 21−k ,

where ϕ(t) is the Fourier transform of g andΦ that ofH . Denoting by ϕ̃(t, ·) the Fourier transform
of g̃(t, ·), we have

ϕ̃(t, ξ) = ϕ(t, λ ξ) and Ĥλ(ξ) = Φ(λ ξ),

where Ĥλ is the Fourier transform of the steady solution

Hλ(x) = λH(λx), λ > 0

of (4.1) with unit mass, zero momentum and energy E. Since
∣∣∣
∣∣∣
∣∣∣ϕ̃(t)− Ĥλ

∣∣∣
∣∣∣
∣∣∣
k
= λk|||ϕ(t) −Φ|||k ∀t > 0

one sees that
∣∣∣
∣∣∣
∣∣∣ϕ̃(t)− Ĥλ

∣∣∣
∣∣∣
∣∣∣
k
6 e−σkt

∣∣∣
∣∣∣
∣∣∣ϕ̃0 − Ĥλ

∣∣∣
∣∣∣
∣∣∣
k

with σk := 1− 1

4
k − 21−k .
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In other words, for any choice of the initial energy E > 0, solutions to (4.1) relax exponentially fast
– in the |||·|||k norm – towards the unique steady solution with the prescribed energy E.

4.2. Baseline regularity. Let us concentrate the discussion in proving the propagation of base-
line regularity of solutions, which in Fourier space follows by showing uniform propagation of
decay at infinity. The argument presented here is an alternative to the one in Furioli et al. (2009)
where propagation of uniform regularity for the equation (4.5) has been proved. Here the strat-
egy is direct (no iteration/approximation step required) and based purely on comparison. To this
end we present a series of lemmas with the main purpose of proving a comparison principle and
showing a proper upper barrier for solutions of the rescaled Boltzmann model.

The key argument consists in proving that estimates for low frequencies transfer to large fre-
quencies. We start adopting the following notation:

D = ξ ∂ξ , thus eD tu(ξ) = u(etξ) , t ∈ R . (4.12)

Also, introduce the operators

Γ[u](ξ) = u

(
ξ

2

)
u

(
ξ

2

)
, and Lu(ξ) = u

(
ξ

2

)
. (4.13)

Lemma 4.3. For a given bounded function σ0(t, ·) ∈ L∞(R) (t > 0), the unique solution to

∂tu− σ0(t, ·)Lu = 0, u(s, s, ξ) = u0, t > s > 0 (4.14)

is given by the following evolution family

u(s, t, ξ) = V(s, t)u0 =
∞∑

j=0

µj(s, t, ξ)L
ju0(ξ)

where µ0(s, t, ξ) = 1 for any s, t, ξ and

µj(s, t, ξ) =

∫

∆j
t (s)

j−1∏

k=0

Lk (σ0(sk, ·)) dsj =
∫

∆j
t (s)

j−1∏

k=0

σ0

(
sk,

ξ

2k

)
dsj, j > 1

with ∆j
t(s) the simplex

∆j
t (s) = {sj = (s0, . . . , sj−1) , s 6 sj−1 6 sj−2 6 . . . 6 s1 6 s0 6 t}

and ∫

∆j
t (s)

(Expression) dsj =

∫ t

s
ds0

∫ s0

s
ds1 . . .

∫ sj−2

s
(Expression) dsj−1.

Proof. The proof is by direct inspection. Write

v(s, t, ξ) =
∞∑

j=0

µj(s, t, ξ)L
ju0(ξ).

Observe that µ0(s, s, ξ) = 1, µj(s, s, ξ) = 0 for all j > 1 so that v(s, s, ·) = u0. On the one
hand,

∂tv(s, t, ξ) =

∞∑

j=1

∂tµj(s, t, ξ)L
ju0(ξ) =

∞∑

j=0

∂tµj+1(s, t, ξ)L
j+1u0(ξ)
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since we assumed µ0 to be constant. On the other hand,

Lv(s, t, ξ) =

∞∑

j=0

L
(
µj(s, t, ξ)L

ju0
)
=

∞∑

j=0

L(µj(s, t, ξ))L
j+1u0(ξ)

since L(w1 w2) = L(w1)L(w2) (if one of the wi is bounded at least for the product to make
sense). Therefore, if

∂tµj+1(s, t, ·) = σ0(t, ξ)Lµj(s, t, ·) µj+1(s, s, ·) = 0 j > 0

one gets that v(s, t, ξ) solves (4.14). By induction, since µ0 ≡ 1, one gets the desired expression
for µj , j > 1. �

Remark 4.4. If σ0 is constant, say σ0(t, ξ) = α and s = 0, because the volume of the simplex

∆j
t = ∆j

t(0) is equal to
tj

j! one gets

u(t, ξ) =

∞∑

j=0

(αt)j

j!
Lju0

which is exactly the expression eαtLu0 of the semigroup generated by the bounded operator αL.

Lemma 4.5 (Comparison lemma). Assume continuous functions u, v ∈ [0, 1] satisfying

∂tu+
(
− 1

4D + 1
)
u > Γ[u] , (4.15a)

∂tv +
(
− 1

4D + 1
)
v 6 Γ[v] , (4.15b)

and u(0, ·) > v(0, ·). Then u(t, ·) > v(t, ·) for any t > 0.

Proof. For such two functions u and v define S(t, ξ) :=
(
u(t, ξ2) + v(t, ξ2)

)
∈ [0, 2]. Then, one

concludes for the difference d = d(t, ξ) := u(t, ξ)− v(t, ξ) the relation

∂td+
(
− 1

4D − S(t, ξ)L+ 1
)
d = R(t, ξ) ,

whereR(t, ξ) is a nonnegative remainder. One can verify by direct computation that

e−
1
4
Dt
(
S(t, ξ)L

)
=
(
e−

1
4
Dt S(t, ξ)

)(
e−

1
4
Dt L

)

=
(
e−

1
4
Dt S(t, ξ)

)(
Le−

1
4
Dt
)
=: S0(t, ξ)

(
Le−

1
4
Dt
)
.

Then, for h = e−
1
4
Dtd it follows that

∂th+
(
− S0(t, ξ)L+ 1)h = e−

1
4
DtR(t, ξ) .

Using the previous Lemma (with σ0 = S0) and the evolution family {V(s, t)}t>s, one gets after
integrating in time

h(t) = e−tV(0, t)h0 +
∫ t

0
e−(t−s)V(s, t) e− 1

4
DsR(s, ξ) ds . (4.16)

It is clear from the expression of V(s, t) that, since L preserves the positivity and σ0 > 0, V(s, t)
is a nonnegative operator for any 0 6 s 6 t, therefore, the second term in (4.16) is nonnegative.
Furthermore, note that h > 0 if and only if d > 0. In particular, the first term in (4.16) is also
nonnegative since d0 > 0. In this way h and hence d are nonnegative. �
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Proposition 4.6 (Propagation of strong smoothness). Takeϕ(t, ξ) a solution of nonlinear equa-
tion (4.5) with |ϕ(t, ξ)| 6 1 for all t > 0 and ξ ∈ R and assume |ϕ(0, ξ)| 6 Φ(a ξ) for some a > 0.
Then,

|ϕ(t, ξ)| 6 Φ(a ξ) for all t > 0 .

Proof. Set v(t, ξ) =
∣∣∣ϕ
(
t, ξa

)∣∣∣ for a > 0 and u(t, ξ) = Φ(ξ). Since v0(ξ) = |ϕ(0, ξa)| 6 Φ(ξ)

and

∂tv(t, ξ) =
1

2
∣∣∣ϕ
(
t, ξa

)∣∣∣

(
∂tϕ

(
t,
ξ

a

)
ϕ

(
t,
ξ

a

)
+ ϕ

(
t,
ξ

a

)
∂tϕ

(
t,
ξ

a

))

=
1

4
ξ∂ξv(t, ξ) +

1

2

(
ϕ

(
t,
ξ

2a

)
+ ϕ

(
t,
ξ

2a

))
v

(
t,
ξ

2

)
− v(t, ξ)

with

1

2

(
ϕ

(
t,
ξ

2a

)
+ ϕ

(
t,
ξ

2a

))
6 v

(
t,
ξ

2

)
,

all conditions (inequalities (4.15a) and (4.15b) and initial condition) of Lemma 4.5 are satisfied.
Therefore, v(t, ξ) 6 u(t, ξ) or, equivalently, |ϕ(t, ξ)| 6 Φ(a ξ) for all t > 0. �

Remark 4.7. Compare this result with (Furioli et al. , 2009, Theorem 4). Interestingly, the result
here is not associated to a physical counterpart g(t, x) since the inverse Fourier transform of ϕ may
not be positive.

Now, we present two lemmas to relax the strong decaying condition on the initial data. For
any β > 0, we set

Ψβ(r) = 〈r〉−β =
(
1 + r2

)−β
2 , r > 0.

We will use repeatedly that Ψβ(·) is non increasing with moreover

Ψβ(r) 6 min
(
1, r−β

)
∀r > 0.

Lemma 4.8 (Short time estimate). Fix β > 0. Assume u(t, ξ) ∈ [0, 1] satisfies the inequality

∂tu+
(
− 1

4D + 1
)
u 6 Γ[u] (4.17)

together with

0 6 u(0, ξ) = u0(ξ) 6 Ψβ(|ξ|) ∀ξ ∈ R.

Assume there is δ > 0 such that

u(t, ξ) 6 Ψβ(|ξ|) for |ξ| 6 δ, t > 0.

Then, for any β′ ∈
(
0, β2

]
, there exists τ(δ, β, β′) > 0 such that

0 6 u(t, ξ) 6 Ψβ′(|ξ|) for any t ∈ [0, τ(δ, β, β′)], ξ ∈ R.

The time τ(δ, β, β′) satisfies limβ′→0 τ(δ, β, β
′) = +∞ for any fixed δ > 0 and β > 0.
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Proof. Let U(t) be the semigroup associated to the generator −1
4D, i.e. U(t)f(ξ) = f(ξe−

1
4
t).

Setting w(t, ξ) = et U(t)u(t, ξ) we write (4.17) as

∂tu+
(
− 1

4D + 1
)
u 6 u

(
t,
ξ

2

)
Lu(t, ξ)

or equivalently

∂tw 6 U(t)u
(
t,
ξ

2

)
Lw(t, ξ)

and denote by (W(s, t))s,t the evolution family constructed in Lemma 4.3 with

σ0(t, ξ) =

[
U(t)u

(
t,
ξ

2

)]
= u

(
t,
ξ

2
e−

1
4
t

)
.

We have

0 6 w(t, ξ) 6 W(0, t)u0(ξ)

with

W(0, t)u0(ξ) =

∞∑

j=0

νj(t, ξ)L
ju0(ξ)

where ν0(t, ξ) = 1 for any t, ξ and

νj(t, ξ) =

∫ t

0
u

(
s0,

ξ

2
e−

1
4
s0

)
νj−1

(
s0,

ξ

2

)
ds0.

Then

0 6 u(t, ξ) 6 e−t
∞∑

j=0

νj(t, ξ e
1
4
t)Lju0

(
ξ e

1
4
t
)
. (4.18)

Since u0(ξ) 6 Ψβ(|ξ|),

0 6 u(t, ξ) 6 e−t
∞∑

j=0

νj(t, ξ e
1
4
t)LjΨβ

(
|ξ| e 1

4
t
)
= e−t

∞∑

j=0

νj(t, ξ e
1
4
t)Ψβ

(
2−j |ξ| e 1

4
t
)
.

In addition, since Ψβ is non increasing and 2−j |ξ| e 1
4
t > 2−j |ξ|, it holds that

0 6 u(t, ξ) 6 e−t
∞∑

j=0

νj(t, ξ e
1
4
t)Ψβ

(
2−j |ξ|

)
.

By assumption u(t, ξ) ∈ [0, 1], therefore

νj(t, ξ e
1
4
t) 6

tj

j!
, (4.19)

and

0 6 u(t, ξ) 6 e−t
∞∑

j=0

tj

j!
Ψβ

(
2−j |ξ|

)
. (4.20)

Observe that 〈r〉a > 〈√a r〉 for any a > 1 so that, for any β > 2β′,

Ψβ(|ξ|) 6 Ψ2β′

(√
β

2β′
|ξ|
)
, ∀ξ ∈ R.
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Consequently,

Ψβ

(
2−j |ξ|

)
6 Ψ2β′

(
2−j

√
β

2β′
|ξ|
)

6 22β
′jΨ2β′

(√
β

2β′
|ξ|
)

6 22β
′jΨβ′

(√
β

2β′
δ

)
Ψβ′(|ξ|), |ξ| > δ .

Using this estimate in inequality (4.20), it holds

u(t, ξ) 6 e−tΨβ′(|ξ|)Ψβ′

(√
β

2β′
δ

)
∞∑

j=0

tj

j!
22β

′ j

= Ψβ′(|ξ|)Ψβ′

(√
β

2β′
δ

)
e(2

2β′

−1)t , |ξ| > δ . (4.21)

Thus, choosing

τ(δ, β, β′) =
β′ ln

(
〈
√

β
2β′ δ〉

)

22β′ − 1
,

we have

u(t, ξ) 6 Ψβ′(|ξ|) for |ξ| > δ and t ∈ [0, τ(δ, β, β′)].

Since, by assumption, for |ξ| 6 δ it holds u(t, ξ) 6 Ψβ(ξ) 6 Ψβ′(|ξ|) we deduce that
u(t, ξ) 6 Ψβ′(|ξ|)

holds true for any ξ ∈ R and t ∈ [0, τ(δ, β, β′)]. From the definition of τ , it is clear that
limβ′→0 τ(δ, β, β

′) = +∞. �

Lemma 4.9 (Global-in-time estimates). Assume u(t, ξ) ∈ [0, 1] satisfies the inequality (4.17)
for any t > 0 with u(0, ξ) = u0(ξ) 6 Ψβ(|ξ|) for any ξ ∈ R. If

u(t, ξ) 6 Ψβ(|ξ|) for |ξ| 6 4, t > 0 ,

for some β > 0, then u(t, ξ) 6 Ψβ(|ξ|) for all ξ ∈ R.

Proof. Inequality (4.17) together with Duhamel’s formula gives that

u(t, ξ) 6 u0

(
ξ e

1
4
t
)
e−t +

∫ t

0
e−(t−s)

[
u

(
s,
ξ

2
e

1
4
(t−s)

)]2
ds, t > 0.

For a given t > 0, recall that u0

(
ξ e

1
4
t
)
6 Ψβ

(
|ξ| e 1

4
t
)
6 Ψβ(|ξ|) whereas, if |ξ| 6 8e−

t
4 then

|ξ|
2 e

1
4
(t−s) 6 4 for all s ∈ [0, t] which by assumption gives

u

(
s,
ξ

2
e

1
4
(t−s)

)
6 Ψβ

( |ξ|
2
e

1
4
(t−s)

)
6 Ψβ

( |ξ|
2

)
∀s ∈ [0, t]

where we used that Ψβ(·) is non increasing. Consequently

u(t, ξ) 6 Ψβ(|ξ|)e−t +Ψβ

( |ξ|
2

)2

(1− e−t) , 0 6 |ξ| 6 8e−t/4 .
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In particular, setting

t0 := 4 log
4

3

so that |ξ| 6 6 =⇒ |ξ| 6 8e−
t
4 for t ∈ [0, t0], one deduces that

u(t, ξ) 6 Ψβ(|ξ|)e−t +Ψβ

( |ξ|
2

)2

(1− e−t) , 0 6 |ξ| 6 6, t ∈ [0, t0]. (4.22)

Since Ψβ

(
|ξ|
2

)2
6 Ψβ(|ξ|) for |ξ| >

√
8, one deduces that,

u(t, ξ) 6 Ψβ(|ξ|) ,
√
8 6 |ξ| 6 6 t ∈ [0, t0]

which, by assumption, yields

u(t, ξ) 6 Ψβ(|ξ|) for all 0 6 |ξ| 6 6, t ∈ [0, t0].

Iterating this process k-times one gets

u(t, ξ) 6 Ψβ(|ξ|) , 0 6 |ξ| 6 4 ·
(
3

2

)k

, t ∈ [0, t0] .

Since k is arbitrary, we get

u(t, ξ) 6 Ψβ(|ξ|), for all ξ ∈ R , t ∈ [0, t0].

Since then, for any t > t0

u(t, ξ) 6 e−(t−t0)u
(
t0, ξ e

1
4
(t−t0)

)
+

∫ t−t0

0
e−(t−t0−s)

[
u

(
s+ t0,

ξ

2
e

1
4
(t−t0−s)

)]2
ds

one can reproduce the above argument to show that the bound u(t, ξ) 6 Ψβ(|ξ|) holds also
on the interval [t0, 2t0]. Iterating the procedure, the bound holds for any time t > 0 and any
ξ ∈ R. �

We are in conditions to prove the main result of the section.

Theorem 4.10. Let ϕ(t, ξ) be a solution of the self-similar problem (4.5) satisfying |ϕ(t, ξ)| 6 1
and with initial condition ϕ0 enjoying the regularity

|||ϕ0 −Φ|||k <∞ and |ϕ0(ξ)| 6 Ψα(c|ξ|)
for some k ∈ (2, 3), c ∈ (0, 1], and α > 0. Then,

sup
t>0

|ϕ(t, ξ)| 6 Ψα(c0 ξ)

for some positive constant c0 > 0 depending only on α, c, and |||ϕ0 −Φ|||k.

Proof. Note thatΨα(c |ξ|) 6 Ψβ

(√
α/β c |ξ|

)
forβ ∈ (0, c2 α]. Hence, choosingβ = min{1

2 , c
2 α}

it holds |ϕ0(ξ)| 6 Ψβ(|ξ|). Now, Theorem 4.1 states that

|||ϕ(t) −Φ|||k 6 e−σt|||ϕ0 −Φ|||k with σ = 1− 1

4
k − 21−k > 0 .

Therefore, with Ck := |||ϕ0 −Φ|||k,
|ϕ(t, ξ)| 6 Φ(ξ) + Ck|ξ|ke−σt

6 (1 + |ξ|)e−|ξ| + Ck|ξ|k ∀ξ ∈ R ; t > 0.
(4.23)
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For any β ∈ (0, 1), the mapping F (r) = (1 + r)e−r + Ckr
k − (1 + r2)−

β
2 is such that

F (0) = F ′(0) = 0, F ′′(0) = −1 + β < 0

from which one sees that there is δ > 0 (depending on β and Ck) such that F (r) 6 0 for
r ∈ (0, δ), i.e.

|ϕ(t, ξ)| 6 Ψβ(|ξ|) ∀|ξ| 6 δ , t > 0. (4.24)

For large time, we introduce, for β ∈ (0, 1),

Gt(r) = (1 + r)e−r + Ckr
ke−σt − (1 + r2)−

β
2 , r > 0.

One first observes that

Gt(r) 6 (1 + r)e−r − 1 +
β

2
r2 + Ckr

k = (1 + r)e−r − 1 + βr2 + Ckr
k − β

2
r2, (4.25)

with

(1 + r)e−r − 1 + βr2 6 0 for any 0 6 r 6 4,

when β < e−4

2 and

Ckr
k − β

2
r2 6 0 for any 0 6 r 6

(
β

2Ck

) 1
k−2

.

Therefore, if β < e−4

2 , then

Gt(r) 6 0 for any t > 0 and 0 6 r 6 rβ,k,

where rβ,k := min

{(
β

2Ck

) 1
k−2

, 4

}
> 0. Now, for rβ,k 6 r 6 4, we have, again with (4.25)

Gt(r) 6 hβ(rβ,k) + Ck4
ke−σt,

since hβ(r) := (1 + r)e−r − 1 + β
2 r

2 is decreasing on [rβ,k, 4] when β <
e−4

2 < e−4. Note that

hβ(rβ,k) < 0. Choosing t∗ >
−1
σ log

(
− 1

Ck4k
hβ(rβ,k)

)
, we obtain that

max
06r64

Gt(r) 6 0, ∀t > t∗.

From this we conclude that

|ϕ(t, ξ)| 6 Ψβ(|ξ|) , for |ξ| 6 4 , t > t∗ . (4.26)

Given the estimate (4.24), we invoke Lemma 4.8 with u(t, ξ) = |ϕ(t, ξ)|, β ∈ (0, 1), and β′ ∈
(0, β/2] sufficiently small such that τ(δ, β, β′) > t∗ to obtain that

|ϕ(t, ξ)| 6 Ψβ′(|ξ|) , ξ ∈ R , t ∈ [0, t∗] .

With this and the estimate (4.26) we use Lemma 4.9 in the interval [t∗,∞), withu(t, ξ) = |ϕ(t, ξ)|
and β = β′, to conclude that

|ϕ(t, ξ)| 6 Ψβ′(ξ) for all ξ ∈ R , t > 0 . (4.27)

In order to upgrade the decay rate up to α, we can bootstrap the previous estimate after noticing
that, thanks to (4.27), ∣∣∣ϕ

(
t,
ξ

2

)2∣∣∣ 6 Ψ2β′

( |ξ|
2

)
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so that, u(t, ξ) = |ϕ(t, ξ)| satisfies ∂tu+
(
− 1

4D+1
)
u 6 Ψ2β′

(
|ξ|
2

)
. Using Duhamel’s formula,

it holds that

|ϕ(t, ξ)| 6 max

{
Ψα(c |ξ|),Ψ2β′

( |ξ|
2

)}
, t > 0.

Iterating this process, we see that, for any j ∈ N, j > 1,

|ϕ(t, ξ)| 6 max

{
Ψα(c |ξ|),Ψ2α

(
c |ξ|
2

)
, . . . ,Ψ2j−1α

(
c |ξ|
2j−1

)
,Ψ2jβ′

( |ξ|
2j

)}

holds for any ξ ∈ R and t > 0. Notice that

max

{
Ψα(c |ξ|),Ψ2α

(
c |ξ|
2

)
, . . . ,Ψ2j−1α

(
c |ξ|
2j−1

)
,Ψ2jβ′

( |ξ|
2j

)}

6 max

{
Ψα

(
c |ξ|
2j−1

)
,Ψ2jβ′

( |ξ|
2j

)}
6 Ψα

(
c |ξ|
2j

)
,

as soon as 2jβ′ > α. Setting

c0 = c 2−j with j =
⌊
max

(
log
(
α/β′

)

log 2

)⌋
+ 1

the above condition is satisfied and the result proved. �

Remark 4.11. Compare this result with Theorem 2 in Furioli et al. (2009). Again, the result here
is not associated to a physical counterpart g(t, x), yet it requires boundedness |ϕ| 6 1 linked to the
mass of g(t, x).

It is pointed out in (Furioli et al. , 2009, Lemma 14), if a function 0 6 h ∈ L1 with unitary norm

satisfies that
√
h ∈ Ḣα then |ĥ(ξ)| 6 Ψα(c |ξ|) with 1/cα = max{2, 2α}‖

√
h‖Ḣα .

4.3. Higher regularity norms. Let g be a solution to the Boltzmann problem (4.1)-(4.3) with
initial condition g0. Then, its Fourier transform ϕ is a solution of the self-similar problem (4.5)
with initial condition ϕ0 = ĝ0. Let us start the discussion by assuming that the initial datum ϕ0

satisfies the baseline regularity

|||ϕ0 −Φ|||k <∞ and |ϕ0(ξ)| 6 Ψβ(c|ξ|)
for some k ∈ (2, 3), c ∈ (0, 1] and β > 0. Then, by Theorem 4.10 it holds that

sup
t>0

|ϕ(t, ξ)| 6 Ψβ(c0|ξ|) , ξ ∈ R (4.28)

for some constant c0 := c0(β, c, |||ϕ0 −Φ|||k) > 0. With this estimate at hand we can propagate
higher regularity norms:

Theorem 4.12 (Sobolev norm propagation and relaxation). Let g(t) = g(t, x) be a solution
to the Boltzmann problem (4.1)-(4.3) with initial condition g0(x) = g(0, x) satisfying

|ĝ0(ξ)| 6 Ψβ(c |ξ|), ξ ∈ R

for some β, c > 0 and g0 ∈ Hℓ(R) for ℓ > 0. Then, for 5
2 < k < 3 and any 0 < σ < 9

8− 1
4k−2

3
2
−k

one has

‖g(t) −H‖Hℓ 6 e−σt
(
‖g0 −H‖Hℓ + C(σ, ℓ, k) ‖g0 −H‖L1(wk)

)
. (4.29)
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Remark 4.13. Compare this result with (Furioli et al. , 2009, Theorem 5). Theorem 4.12 is new, it
proves propagation and convergence in Sobolev norms at the same time with detailed rates. Further-
more, using the interpolation

‖g(t) −H‖L1 6 C‖(1 + |x|)2(1+κ)(g(t)−H)‖
1
5

L1‖g(t)−H‖
4
5

L2 ,

with κ > 0 and Theorem 4.12 with ℓ = 0 show the exponential relaxation in the L1 topology with
4
5σ rate assuming the finiteness of the initial datumL2 norm. Similarly, the exponential convergence

in L∞ with rate σ is shown by taking ℓ > 1
2 and using Sobolev embedding.

Proof. As before, we call ϕ = ϕ(t, ξ) the Fourier transform of g. Then ϕ(t, ·) is a solution to (4.5)
with the normalisation (4.6) and the difference ψ(t, ξ) := ϕ(t, ξ) − Φ(ξ) with Φ given in (4.7)
satisfies (4.8). We introduce the notation

φm := |ξ|mφ

for any m > 0 and any mapping φ = φ(ξ). Multiplying the self-similar equation (4.8) by |ξ|m
we obtain that the mapping ψm(t, ξ) = |ξ|mψ(t, ξ) satisfies

∂tψm =
1

4
ξ ∂ξψm + 2mψm

(
t,
ξ

2

)
ϕ
(
t,
ξ

2

)
+ 2mψ

(
t,
ξ

2

)
Φm

(ξ
2

)
−
(
1 +

m

4

)
ψm.

We define (Tm(t))t>0 the semigroup associated to 1
4ξ∂ξ −

(
1 + m

4

)
, i.e.

Tm(t)g(ξ) = e−(1+
m
4 )tg

(
ξ e

1
4
t
)
, t > 0

and

Am(t, ξ) := 2mψm

(
t,
ξ

2

)
ϕ
(
t,
ξ

2

)
, Bm(t, ξ) := 2mψ

(
t,
ξ

2

)
Φm

(ξ
2

)

so that

ψm(t) = Tm(t)ψm(0) +

∫ t

0
Tm(t− s)

(
Am(s) +Bm(s)

)
ds . (4.30)

Note that with a similar calculation as before, for any suitable h,

|||Tm(t)h|||k,p = e−αm,pt|||h|||k,p with αm,p := 1 +
m− k

4
+

1

4p
.

Also,

|||Am(s)|||k,p 6 2m−k+ 1
p |||ψm(s)ϕ(s)|||k,p 6 2m−k+ 1

p |||ψm−β(s)|||k,p‖ϕβ(s)‖L∞ ,

and |||Bm(s)|||k,p 6 2m−k+ 1
p ‖Φm‖L∞ |||ψ(s)|||k,p .

Observe that Hölder’s inequality implies that

|||ψm−β(s)|||k,p 6 |||ψm(s)|||1−
β
m

k,p |||ψ(s)|||
β
m

k,p , m > β,
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and (4.28) leads to ‖ϕβ(s)‖L∞ 6 c−β
0 . Consequently, using Young’s inequality we are led to

|||ψm(t)|||k,p 6 |||Tm(t)ψm(0)|||k,p +
∫ t

0

∣∣∣∣∣∣Tm(t− s)
(
Am(s) +Bm(s)

)∣∣∣∣∣∣
k,p

ds

6 e−αm,pt|||ψm(0)|||k,p +
∫ t

0
e−αm,p(t−s)

(
|||Am(s)|||k,p + |||Bm(s)|||k,p

)
ds

6 e−αm,pt|||ψm(0)|||k,p +
∫ t

0
e−αm,p(t−s)

(
ε |||ψm(s)|||k,p +

C

ε
m
β
−1

|||ψ(s)|||k,p
)
ds,

for a constant that can be taken as C := c−m
0 2

(m−k+ 1
p
)m
β + 2

m−k+ 1
p ‖Φm‖L∞ . Note that

αm,p > σk(p) > 0,

where we recall that σk(p) = 1− 1
4k+

1
4p −2

1+ 1
p
−k

. Therefore, thanks to Theorem 4.1 it follows

that ∫ t

0
e−αm,p(t−s)|||ψ(s)|||k,p ds 6

e−σk(p)t

αm,p − σk(p)
|||ψ(0)|||k,p t > 0.

As a consequence, calling u(t) := eσk(p)t |||ψm(t)|||k,p we see that

u(t) 6 |||ψm(0)|||k,p +
C |||ψ(0)|||k,p

ε
m
β
−1(αm,p − σk(p))

+ ε

∫ t

0
u(s) ds,

which, by Gronwall’s lemma, immediately gives that

|||ψm(t)|||k,p 6 e−(σk(p)−ε)t

(
|||ψm(0)|||k,p +

C |||ψ(0)|||k,p
ε

m
β
−1

(αm,p − σk(p))

)
. (4.31)

One chooses p = 2 andm = k so that

|||ψm(t)|||k,p = ‖ψ(t)‖L2 = ‖g(t) −H‖L2

thanks to Parseval identity. Moreover, one has, for 2 < k < 3 (see Lemma A.2)

|||ψ(0)|||k,2 6 C‖g0 −H‖L1(wk) .

Consequently, from (4.31) one obtains the exponential relaxation in L2(R) as

‖g(t)−H‖L2 6 e−(σk(2)−ε)t

(
‖g0 −H‖L2 +

C ‖g0 −H‖L1(wk)

ε
k
β
−1

(αk,2 − σk(2)
)

)
,

5

2
< k < 3. (4.32)

More generally, for any ℓ > 0 one can choosem = ℓ+ k, p = 2 and use the fact that

|||ψℓ+k(t)|||k,2 = ‖|ξ|ℓψ(t)‖L2 = ‖g(t) −H‖Ḣℓ .

Consequently, (4.31) implies that

‖g(t) −H‖Ḣℓ 6 e−(σk(2)−ε)t

(
‖g0 −H‖Ḣℓ +

C ‖g0 −H‖L1(wk)

ε
ℓ+k
β

−1
(αℓ+k,2 − σk(2)

)

)
,

5

2
< k < 3.

(4.33)
Estimates (4.32)-(4.33) gives the theorem. �
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4.4. Spectral gap in Fourier norms. We prove in this section, that the linearised operator L

has a spectral gap with respect to the norms |||·|||k and |||·|||k,p. The proof follows exactly the lines
of the proof of the above Theorem 4.1 and turns out to be simpler so we just describe the main
steps of it. We begin with the following

Definition 4.14. We define the linearised operator

L : D(L ) ⊂ X0 → X0

with the Banach space X0 defined in (1.17) by

L h(x) := −1

4
∂x(xh) + 2Q0(h,H),

and D(L ) = {h ∈ X0 ; ∂x(xh) ∈ X0}.
The linearised operator L corresponds of course to first order expansion, for h small, of the

quantity −1
4∂x(xg) +Q0(g, g) for g = H + h. The existence of a spectral gap is useful for the

study of the linearised equation

∂th = L h = −1

4
∂x(xh) + 2Q0(h,H), (4.34)

with initial datum h(0, x) = h0(x) = f0(x)−H such that
∫

R

h0(x) dx =

∫

R

xh0(x) dx =

∫

R

x2h0(x) dx = 0, (4.35)

Our main result is then the following spectral gap estimate in the Fourier norms |||·|||k and |||·|||k,p:
Theorem 4.15. Assume that h = h(t, x) is a solution to (4.34) with the normalisation (4.35) and
call ψ = ψ(t, ξ) its Fourier transform in the x variable. Then, for 0 6 k < 3

|||ψ(t)|||k 6 exp (−σkt) |||ψ0|||k ∀t > 0 ,

where ψ0(ξ) = ψ(0, ξ) and σk := 1− 1
4k − 21−k. In particular, ψ(t) converges exponentially to 0

in the k-Fourier norm for any 2 < k < 3. Moreover, for any 1 6 p <∞,

|||ψ(t)|||k,p 6 exp (−σk(p)t) |||ψ0|||k,p ∀t > 0,

where σk(p) = 1− 1
4k +

1
4p + 2

1+ 1
p
−k
.

Proof. One directly sees that, under the normalisation (4.35), the equation (4.34) preserves mass,
momentum and energy. Notice also that, for h satisfying (4.35),

2Q0(h,H)(x) = 4 (h ∗H) (2x)− h(x), x ∈ R.

If h is a solution to (4.34) and ψ = ψ(t, ξ) is the Fourier transform of h(t, x) in the x variable,
ψ(t, ξ) satisfies the equation

∂tψ(t, ξ) =
1

4
ξ∂ξψ(t, ξ) + 2ψ

(
t,
ξ

2

)
Φ

(ξ
2

)
− ψ(t, ξ), (4.36)

which corresponds of course to the linearisation of (4.5) aroundΦ. In much the same way we did
for the nonlinear equation, we can show equation (4.36) converges to equilibrium exponentially
fast: by Duhamel’s formula,

ψ(t) = T (t)ψ0 +

∫ t

0
T (t− s)B(s) ds, (4.37)
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where now

B(s) = B(s, ξ) := 2ψ
(
s,
ξ

2

)
Φ

(ξ
2

)
.

Similarly to our calculation in Section 4.1 we have

|B(s, ξ)| 6 2

∣∣∣∣ψ
(
s,
ξ

2

)∣∣∣∣ , so |||B(s)|||k 6 21−k|||ψ(s)|||k,

and we can use again (4.10) to obtain that

|||ψ(t)|||k 6 |||T (t)ψ0|||k +
∫ t

0
|||T (t− s)B(s)|||k ds

6 e−(1− 1
4
k)t|||ψ0|||k +

∫ t

0
e−(1− 1

4
k)(t−s)|||B(s)|||k ds

6 e−(1− 1
4
k)t|||ψ0|||k + 21−k

∫ t

0
e−(1− 1

4
k)(t−s)|||ψ(s)|||k ds.

With the same argument as in Theorem 4.1 we derive the first result. The obtention of the second
result also follows the same lines as in Theorem 4.1. �

4.5. Spectral gap in smaller spaces. As explained in the Introduction, it is important to obtain
an equivalent of the above Theorem 4.15 in the more tractable space (see Definition 1.6)

Y
0
a =

{
f ∈ L1(wa) |

∫

R

f(x) dx =

∫

R

x f(x) dx =

∫

R

x2 f(x) dx = 0

}
,

for some a > 0 to be determined. Recalling that Y0
a ⊂ X0 for any a > k and since, by Theorem

4.15, the linearised operator L , with domain

D(L ) = {f ∈ Y
0
a ; ∂x(xf(x)) ∈ L1(wa)},

has a spectral gap inX0 for 2 < k < 3. Our scope here is to prove that L still has a spectral gap
(of comparable size) in the space Y0

a, namely

Theorem 4.16. Let 2 < a < 3. The operator (L ,D(L )) generates a strongly continuous semi-
group (S0(t))t>0 on Y0

a and for any ν ∈ (0, 1 − a
4 − 21−a), there exists C(ν) > 0 such that

‖S0(t)h‖L1(wa) 6 C(ν)e−νt‖h‖L1(wa)

for any h ∈ Y0
a and any t > 0. Moreover, one has

‖L h‖L1(wa) >
ν

C(ν)
‖h‖L1(wa), for any h ∈ D(L ).

To prove such a result, as explained already in the Introduction, we resort to results from
Cañizo & Throm (2021); Gualdani et al. (2017) and split the linearised operator as

L = A+B,

with

A : X0 → Y
0
a bounded

and B enjoying some dissipative properties. To this end we introduce some truncation function
and some projection from L1(wa) to Y

0
a.
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For R > 1 we consider nonnegative functions ρR and θR ∈ C∞(R) which are bounded by 1
and satisfy

θR(x) = ρR(x) = 1 for |x| 6 R

2
and

θR(x) = 0 for |x| > R

2
+ 1, ρR(x) = 0 for |x| > 2

3
R.

Let us now introduce the normalised Maxwellian

M(x) =
e−x2

√
π
, x ∈ R

and

ζ1(x) =

(
3

2
− x2

)
M(x), ζ2(x) = 2xM(x), ζ3(x) = (−1 + 2x2)M(x).

We then define a bounded operator P : L1(wa) → L1(wa) by

Ph(x) = ζ1(x)

∫

R

h(y) dy + ζ2(x)

∫

R

h(y) y dy + ζ3(x)

∫

R

h(y) y2 dy , (x ∈ R).

(4.38)
For any f ∈ L1(wa), one easily checks that

f − P(f) ∈ Y
0
a.

Let us split L as L = A+B with

A = A1 +A2, and B = B1 +B2 +B3,

where

A1h(x) = 4θR(x) ((hρR) ∗H)(2x), A2h = −P(A1h),

B1h(x) = −1

4
∂x(xh) − h, B3h = P(A1h)

and B2 = B2,1 +B2,2 with

B2,1h(x) = 4(1 − θR(x)) ((hρR) ∗H)(2x), B2,2h = 4((h(1 − ρR)) ∗H)(2x).

Recalling that

L h(x) = −1

4
∂x(xh(x)) − h(x) + 4 (h ∗H) (2x)

for any h satisfying (4.35), one sees that, indeed,A+B = A1+A2+B1+B2,1+B2,2+B3 = L .
The main property of B = B1 +B2 +B3 is established in the following

Proposition 4.17. Let a > 0 satisfying 1− a

4
− 21−a > 0. Then, for any 0 6 ν < 1− a

4
− 21−a,

the operator B + ν is dissipative in L1(wa), i.e.∫

R

Bh(x)sign(h(x))wa(x) dx 6 −ν
∫

R

|h(x)|wa(x) dx, ∀h ∈ D(L ) ⊂ L1(wa).

This proposition is a direct consequence of the following three lemmas. Let us note that

1− a

4
− 21−a > 0 for any 2 < a < 3.
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Lemma 4.18. For any h ∈ D(L ) ⊂ L1(wa),

∫

R

B1h(x) sign(h(x))wa(x) dx 6
a− 4

4

∫

R

|h(x)|wa(x) dx. (4.39)

Proof. Since B1h = −1

4
x∂xh− 5

4
h, an integration by parts leads to

∫

R

B1h(x) sign(h(x))wa(x) dx

=
1

4

∫

R

|h(x)| (wa(x) + a|x|wa−1(x)) dx− 5

4

∫

R

|h(x)|wa(x) dx

6 −
∫

R

|h(x)|wa(x) dx+
a

4

∫

R

|h(x)|wa(x) dx,

since |x|wa−1(x) 6 wa(x) and (4.39) follows. �

Lemma 4.19. For any a ∈ (2, 3) and any ε > 0, there exists R > 1 such that for any h ∈ L1(wa),

∫

R

|B2,1h(x)|wa(x) dx 6 ε

∫

R

|h(x)|wa(x) dx

∫

R

|B2,2h(x)|wa(x) dx 6 (21−a + ε)

∫

R

|h(x)|wa(x) dx .

(4.40)

Proof. We start with B2,2 and a change of variables leads to

∫

R

|B2,2h(x)|wa(x) dx = 21−a

∫

R

|((h(1 − ρR)) ∗H)(x)|(2 + |x|)a dx

= 21−a

∫

R

|((h(1−ρR))∗H)(x)||x|a dx+21−a

∫

R

|((h(1−ρR))∗H)(x)|
(
(2+ |x|)a−|x|a

)
dx

6 21−a

∫

R

|((h(1−ρR))∗H)(x)||x|a dx+22−aa

∫

R

|((h(1−ρR))∗H)(x)|(2+ |x|)a−1 dx .

(4.41)

On the one hand, since ρR ∈ [0, 1], we deduce that

∫

R

|((h(1 − ρR)) ∗H)(x)| |x|a dx 6

∫

R

∫

|y|>R
2

|h(y)|H(x − y) |x|a dy dx .

Now, writing a = pα with α ∈ (0, 1) and p ∈ N, we have

|x|a = |x− y + y|pα 6 (|x− y|+ |y|)pα =




p∑

j=0

(
p
j

)
|x− y|j |y|p−j




α

6

p∑

j=0

(
p
j

)α

|x− y|jα |y|(p−j)α = |y|pα +

p∑

j=1

(
p
j

)α

|x− y|jα |y|(p−j)α.
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Consequently, recalling a = pα,

∫

R

|((h(1 − ρR)) ∗H)(x)| |x|a dx 6

∫

R

∫

|y|>R
2

|h(y)|H(x − y) |y|a dy dx

+

p∑

j=1

(
p
j

)α ∫

R

∫

|y|>R
2

|h(y)|H(x − y) |x− y|jα |y|(p−j)α dy dx .

SinceH has mass 1 and R > 2, we obtain

∫

R

|((h(1 − ρR)) ∗H)(x)| |x|a dx

6

∫

R

|h(y)| |y|a dy +
p∑

j=1

(
p
j

)α

2jα
∫

R

∫

R

|y|a
Rjα

|h(y)|H(x − y) |x− y|jα dy dx

6

∫

R

|h(y)| |y|a dy + 2aR−α
p∑

j=1

(
p
j

)α ∫

R

|y|a|h(y)|dy
∫

R

H(x− y) |x− y|jα dx .

Since j 6 p, jα 6 a and |x− y|jα 6 1+ |x− y|a and for a < 3,H ∈ L1(wa), we conclude that

∫

R

|((h(1 − ρR)) ∗H)(x)| |x|a dx 6

(
1 +

C

Rα

)∫

R

|h(y)| |y|a dy, (4.42)

for some constant C > 0 depending on a and ‖H‖L1(wa). Similarly, one has

22−aa

∫

R

|((h(1−ρR))∗H)(x)|(2+|x|)a−1 dx 6 22−aa

∫

|y|>R
2

∫

R

|h(y)|H(x)(2+|x+y|)a−1 dx

and, using that

(2 + |x+ y|)a−1 6 2a−1 (1 + |x|+ |y|)a
1 + |y| 6 2a−1wa(x)wa(y)

1 + |y| ,

we have

22−aa

∫

R

|((h(1 − ρR)) ∗H)(x)|(2 + |x|)a−1 dx

6
4a

2 +R

∫

R

|h(y)|wa(y) dy

∫

R

H(x)wa(x) dx 6
Ca

2 +R

∫

R

|h(y)|wa(y) dy. (4.43)

With this at hands, the second estimate in (4.40) is a consequence of (4.41) together with (4.42)
and (4.43) if we choose R large enough.
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For the first bound in (4.40) we proceed similarly and first change variables and use the prop-
erties of the cutoff functions to get

∫

R

|B2,1h(x)|wa(x) dx = 2

∫

R

|((hρR) ∗H)(x)|
(
1− θR

(x
2

))
wa

(x
2

)
dx

6 2

∫

|x|>R

∫

R

|h(y)|ρR(y)H(x − y)
(
1 +

∣∣∣x
2

∣∣∣
)a

dy dx

6 2

∫

|x|>R

∫

|y|6 2
3
R
|h(y)|H(x − y) (1 + |x− y|+ |y|)a dy dx

6 2

∫

|x|>R

∫

|y|6 2
3
R
|h(y)|H(x − y)wa(y)wa(x− y) dy dx .

We next exploit that H ∈ L1(w 3+a
2
) for a < 3 and |x − y| > |x| − |y| > R

3 for |x| > R and

|y| 6 2R
3 to deduce

∫

R

|B2,1h(x)|wa(x) dx 6 2

∫

|x|>R

∫

|y|6 2
3
R
|h(y)|H(x − y)wa(y)

w a+3
2
(x− y)

(1 + |x− y|) 3−a
2

dy dx

6 C
(
1 +

R

3

)− 3−a
2

∫

R

|h(y)|wa(y) dy.

Since 2 < a < 3, the first estimate in (4.40) follows if we choose R sufficiently large. �

Lemma 4.20. For any a ∈ (2, 3) and any ε > 0, there exists R > 1 such that
∫

R

|B3h(x)|wa(x) dx 6 ε

∫

R

|h(x)|wa(x) dx ∀h ∈ D(L ) ⊂ Y
0
a. (4.44)

Proof. Recall thatB3h = P(A1h). Let us compute the first moments of A1h. Using that h ∈ Y0
a

and thatH has mass 1, momentum 0 and energy 1, one obtains
∫

R

A1h(x) dx = 2

∫

R

h(x− y)ρR(x− y)

∫

R

H(y)θR

(x
2

)
dxdy

= −2

∫

R2

h(x)H(y)

[
1− ρR(x)θR

(
x+ y

2

)]
dy dx,

∫

R

A1h(x) xdx = 2

∫

R

h(x− y)ρR(x− y)

∫

R

x

2
θR

(x
2

)
H(y) dxdy

= −
∫

R2

h(x)H(y)

[
1− ρR(x)θR

(
x+ y

2

)]
(x+ y) dy dx,

and
∫

R

A1h(x) x
2 dx = 2

∫

R

h(x)ρR(x)

∫

R

(
x+ y

2

)2

θR

(
x+ y

2

)
H(y) dxdy

= −1

2

∫

R2

h(x)H(y)

[
1− ρR(x)θR

(
x+ y

2

)]
(x+ y)2 dy dx.
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Consequently, one easily gets that

|B3h| 6 2

(∫

R2

|h(x)|H(y)

∣∣∣∣1− ρR(x)θR

(
x+ y

2

)∣∣∣∣w2(x+ y) dy dx

) 3∑

i=1

|ζi(·)|

since max
(
1, |z|, (1 + |z|2)

)
6 w2(z) and thus

|B3h| 6 2

(∫

R2

|h(x− y)|H(y)
∣∣∣1− ρR(x− y)θR

(x
2

)∣∣∣w2(x) dy dx

) 3∑

i=1

|ζi(·)| .

Wenext use the properties of the cutoff functions θR and ρR togetherwithws(x) 6 ws(y)ws(x−
y) for s ∈ {a, 2} to deduce that

∣∣∣1− ρR(x− y)θR

(x
2

)∣∣∣w2(x) 6 1{|x−y|>R
2
}

wa(x− y)wa(y)

wa−2(x− y)wa−2(y)
+ 1{|x|>R}

wa(x)

wa−2(x)

6
2a−2

(2 +R)a−2
wa(x− y)wa(y) +

1

(1 +R)a−2
wa(x)

6
C

(1 +R)a−2
wa(x− y)wa(y).

This yields

‖B3h‖L1(wa) 6
C

(1 +R)a−2

(∫

R

H(y)wa(y)

∫

R

|h(x− y)|wa(x− y) dxdy

) 3∑

i=1

‖ζi‖L1(wa)

6
C

(1 +R)a−2 ‖h‖L1(wa),

for some contant C > 0 where we also used H ∈ L1(wa). We then deduce that (4.44) holds
provided R is large enough. �

Proof of Proposition 4.17. The proof follows directly from the combination of (4.39)–(4.40)–(4.44)
since it implies that, for any ε > 0, one can choose R > 1 large enough so that
∫

R

Bh(x)sign(h(x))wa(x) dx 6 −
(
1− a

4
− 21−a − 3ε

)
‖h‖L1(wa) ∀h ∈ D(L ) ⊂ Y

0
a

which gives the result choosing ε > 0 small enough so that ν = 1− a
4 − 21−a − 2ε > 0. �

We establish now the regularising effect of A:

Proposition 4.21. Let 2 < a < 3. The operator A : X0 → Y0
a is bounded.

This proposition follows directly from the following two lemmas.

Lemma 4.22. Let 2 < a < 3. There exists some constant C > 0 such that, for any h ∈ X0

‖A1h‖L1(wa) 6 C|||h|||k
for any k > 2.
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Proof. First, one observes as before that

‖A1h‖L1(wa) 6 2

∫

R

|((hρR) ∗H)(x)|θR
(x
2

)
wa

(x
2

)
dx

6 2

∫

R

|((hρR) ∗H)(x)|θR
(x
2

)
wa(x) dx

where we used thatwa

(
x
2

)
6 wa(x). We then deduce from the Cauchy-Schwarz inequality that

‖A1h‖L1(wa) 6 2

(∫

R

|((hρR) ∗H)(x)|2 θ2R
(x
2

)
wa(x)

2 (1 + |x|)2χ dx
)1

2
(∫

R

dx

(1 + |x|)2χ
) 1

2

with χ > 1
2 . Thus, it holds

‖A1h‖L1(wa) 6 2‖w−χ‖L2 ‖((hρR) ∗H)θR

( ·
2

)
wa+χ‖L2

6 Ca,χ ‖(hρR) ∗H‖L2 + Ca,χ

∥∥∥((hρR) ∗H)θR

( ·
2

)
| · |a+χ

∥∥∥
L2

(4.45)

wherewe used thatwa+χ 6 Ca,χ (1 + | · |a+χ) for someCa,χ > 0 andwe also used that |θR| 6 1.
Let us first consider the first term in the right-hand side of (4.45). We deduce from the properties
of the Fourier transform that

‖(hρR) ∗H‖L2 =
1√
2π

‖ ̂(hρR) ∗H‖L2 =
1√
2π

‖ĥρR · Ĥ‖L2 =
1

(2π)
3
2

‖(ĥ ∗ ρ̂R) Ĥ‖L2 .

We have |η|k 6 (|ξ − η|+ |ξ|)k 6 wk(ξ − η)wk(ξ). Thus,

|(ĥ ∗ ρ̂R)(ξ)| 6 |||h|||k
∫

R

|η|k |ρ̂R(ξ − η)|dη 6 |||h|||k wk(ξ) ‖ρ̂R‖L1(wk). (4.46)

Hence,

‖(hρR) ∗H‖L2 6
1

(2π)
3
2

|||h|||k ‖ρ̂R‖L1(wk) ‖wk(·)Ĥ‖L2 .

Since ρR ∈ C∞(R) is compactly supported, ρ̂R ∈ L1(wk) for any k > 2. Furthermore,

wk(ξ)Ĥ(ξ) = (1 + |ξ|)k+1e−|ξ| ∈ L2(R) for any k > 2. Consequently, there exists some
constant C1(k,R) > 0 such that

‖(hρR) ∗H‖L2 6 C1(k,R)|||h|||k. (4.47)

Let us now consider the last term in the right-hand side of (4.45). Set

F (x) = ((hρR) ∗H)(x)θR

(x
2

)
|x|a+χ = |x|a+χF0(x).

Notice that, as previously,
∥∥∥((hρR) ∗H)θR

( ·
2

)
| · |a+χ

∥∥∥
L2

= ‖F‖L2 =
1√
2π

‖F̂‖L2 .

For ℓ ∈ N and g ∈ L1(wℓ), we have x̂ℓg = iℓĝ(ℓ). Thus, if a+ χ = 2p with p ∈ N, we have

∣∣∣F̂ (ξ)
∣∣∣ =

∣∣∣∣
d2p

dξ2p
F̂0(ξ)

∣∣∣∣ .
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As previously, F̂0 =
1

(2π)2
((ĥ ∗ ρ̂R) Ĥ) ∗ θ̂R

(
·
2

)
and we deduce that

d2p

dξ2p
F̂0 =

1

(2π)2

[
((ĥ ∗ ρ̂R) Ĥ) ∗ ̂

θR

( ·
2

)](2p)

Hence,

∥∥∥((hρR) ∗H)θR

( ·
2

)
| · |a+χ

∥∥∥
L2

6
1

(2π)
5
2

∥∥∥∥∥

[
((ĥ ∗ ρ̂R) Ĥ) ∗ ̂

θR

( ·
2

)](2p)∥∥∥∥∥
L2

.

Young’s convolution inequality then implies

‖((hρR) ∗H)θR

( ·
2

)
| · |a+χ‖L2 6

1

(2π)
5
2

∥∥∥(ĥ ∗ ρ̂R) Ĥ
∥∥∥
L1

∥∥∥∥∥
̂
θR

( ·
2

)(2p)∥∥∥∥∥
L2

=
1

(2π)2

∥∥∥(ĥ ∗ ρ̂R) Ĥ
∥∥∥
L1

∥∥∥| · |2pθR
( ·
2

)∥∥∥
L2
.

Recalling (4.46) we get

∥∥∥((hρR) ∗H)θR

( ·
2

)
| · |a+χ

∥∥∥
L2

6 |||h|||k
1

(2π)2
‖wk Ĥ‖L1‖ρ̂R‖L1(wk)

∥∥∥| · |2pθR
( ·
2

)∥∥∥
L2
.

For any 2 < a < 3, we may choose χ such that a + χ = 2p = 4. Since θR, ρR ∈ C∞(R) are

compactly supported, ρ̂R belongs toL1(wk) for any k > 2 and |·|4θR
(
·
2

)
∈ L2(R). Finally, Ĥ =

(1 + |ξ|)e−|ξ| and thus Ĥ ∈ L1(wk) for all k ∈ N and there exists some constant C2(k,R) > 0
such that ∥∥∥((hθR) ∗H)θR

( ·
2

)
| · |a+χ

∥∥∥
L2

6 C2(k,R)|||h|||k. (4.48)

Gathering (4.45), (4.47) and (4.48) completes the proof. �

Lemma 4.23. Let 2 < a < 3. There exists some constant C > 0 such that, for any h ∈ X0

‖A2h‖L1(wa) 6 C|||h|||k
for any k > 2.

Proof. It follows from the definition (4.38) of P that

‖A2h‖L1(wa) 6 2

∫

R

|A1h(x)| (1 + x2) dx max
i∈{1,2,3}

‖ζi‖L1(wa)

6 C‖A1h‖L1(wa),

and the result follows from Lemma 4.22. �

Proof of Theorem 4.16. The existence of a spectral gap for L in Y0
a is now a direct consequence

of Propositions 4.17 and 4.21 together with (Cañizo & Throm , 2021, Theorem 5.2). �

We explain now how we can deduce the spectral gap estimate in Proposition 1.7 in the Intro-
duction from Theorem 4.16.
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Proof of Proposition 1.7. We consider a > k and the spacesX0 and Xa defined previously so that
Y0
a ⊂ X0. Notice that D(L0) = D(L ) ∩ Xa and, since G0(·) = λ0H(λ0·), one checks easily

that, for any test function φ∫

R

L0(f)(x)φ(x) dx =
1

λ0

∫

R

L (τ0f)(x)φ
(
λ−1
0 x

)
dx =

∫

R

L (τ0f)(λ0y)φ(y) dy

where

τ0f(x) = f

(
x

λ0

)
, x ∈ R.

This shows that
L0f = τ−1

0 L (τ0f) , ∀f ∈ D(L0).

In particular, since Ya,Y
0
a are invariant under the action of the bijective transformation τ0 and

of course

Range(L0) = Range(L ) = Y
0
a

one sees that Y0
a is a closed linear subspace of Xa stable under L0.

This allows to define in a standard way the restriction L̃0 := L0|Y0
a
of L0 to the space Y

0
a

L̃0 = L0|Y0
a

: D(L0) ∩ Y
0
a → Y

0
a

and one can deduce then from Theorem 4.16 the result. �

Appendix A. Properties of the Fourier norm and interpolation estimates

The following lemma is a consequence of (Carrillo & Toscani , 2007, Lemma 2.5).

Lemma A.1. Let 2 < k < 3. There exists a constant C > 0 depending only on k such that

|||µ̂|||k 6 C

∫

R

(1 + |x|)k |µ|(dx),

for any µ ∈ Mk(R) satisfying∫

R

µ( dx) =

∫

R

xµ( dx) =

∫

R

x2 µ( dx) = 0. (A.1)

Proof. Since µ satisfies (A.1), we have µ̂(0) = 0, µ̂′(0) = 0 and µ̂′′(0) = 0. Hence, Taylor formula
implies that

|µ̂(ξ)| 6 |ξ|2
∫ 1

0
|µ̂′′(tξ)|dt.

We set s = k − 2 ∈ (0, 1). Then, for φ(r) = rs, we have

M :=

∫

R

(1 + x2)φ(|x|)|µ|( dx) <∞.

Moreover, φ is a strictly increasing function with
φ(r)
r nonincreasing. It follows from (Carrillo &

Toscani , 2007, Lemma 2.5) that
|µ̂′′(tξ)| 6 2Mψ(|tξ|),

where ψ(y) = [φ(y−1)]−1 = ys. Hence,

|µ̂(ξ)| 6 2M |ξ|2+s

∫ 1

0
ts dt 6

2M

s+ 1
|ξ|2+s. (A.2)

This proves the result since s+ 2 = k andM 6
∫
R
(1 + |x|)k |µ|( dx). �
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A similar Lemma holds for the more general Fourier norms |||·|||k,p defined by (1.16). Namely,

one has the following.

Lemma A.2. Let 1 6 p <∞ and 2 < k < 3. There exists a constant C > 0 depending only on k
and p such that

|||µ̂|||k,p 6 C

∫

R

(1 + |x|)k |µ|(dx),

for any µ ∈ Mk(R) satisfying
∫

R

µ( dx) =

∫

R

xµ( dx) =

∫

R

x2 µ( dx) = 0.

Proof. First, we have

|||µ̂|||pk,p =
∫

|ξ|61

|µ̂(ξ)|p
|ξ|kp dξ +

∫

|ξ|>1

|µ̂(ξ)|p
|ξ|kp dξ.

Next, for |ξ| > 1, we simply use the bound |µ̂(ξ)| 6
∫
R
|µ|( dx) whereas, for |ξ| 6 1, we use the

bound (A.2). This leads to

|||µ̂|||pk,p 6
2p+1

(k − 1)p

(∫

R

(1 + |x|)k |µ|(dx)
)p

+

(∫

R

|µ|( dx)
)p ∫

|ξ|>1

dξ

|ξ|pk .

The result then follows since
∫
|ξ|>1

dξ
|ξ|pk

<∞. �

The following lemma is a consequence of (Carlen et al. , 1999, Theorem 4.1).

Lemma A.3. For k > 2, β > 0 and 0 < r < 1, one has

‖f‖2L2 6 C(r, β)
∣∣∣
∣∣∣
∣∣∣f̂
∣∣∣
∣∣∣
∣∣∣
2(1−r)

k

(
‖f‖2rHM + ‖f‖2rHN

)
,

with f̂(ξ) =

∫

R

f(x)e−ixξ dx,

M =
k(1− r)

r
, N =M +

(1− r)(β + 1)

2r
, C(r, β) =

(
2

(
1 +

1

β

))1−r

.

Lemma A.4. Let a∗ > a and α ∈
(
0, 2(a∗−a)

2a∗+1

)
be given. There exists a constant C > 0 depending

only on α, a and a∗ such that, for every f ∈ L1(wa∗) ∩ L2,

‖f‖L1(wa) 6 C‖f‖αL2‖f‖1−α
L1(wa∗)

.

Proof. The Hölder inequality with the three exponents p1 =
2
α , p2 =

1
1−α and p3 =

2
α leads to

‖f‖L1(wa) =

∫

R

|f(x)|α|f(x)|1−α(1 + |x|)a∗(1−α)(1 + |x|)−a∗(1−α)
wa(x) dx

6 ‖f‖αL2‖f‖1−α
L1(wa∗)

(∫

R

(1 + |x|)−
2a∗(1−α)

α (1 + |x|) 2a
α dx

)α
2

.

The last integral converges since α < 2(a∗−a)
2a∗+1 . �
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Appendix B. Nonlinear estimates for Qγ and Iγ

We gather here nonlinear estimates involving integrals of the collision operatorQγ for γ > 0
in the spirit of Alonso et al. (2010). The same kind of computations also enables to get nonlinear
estimates of the functionalIγ introduced in Section 3.1. We begin with the following easy result

for Q+
0 .

Lemma B.1. For any measurable f, g, h, one has
∫

R

Q+
0 (f, g)hdx 6

√
2‖h‖L2 min (‖f‖L1‖g‖L2 , ‖g‖L1‖f‖L2) .

Proof. There is no loss of generality in assuming f, g, h nonnegative. One has then
∫

R

Q+
0 (f, g)hdx =

∫

R2

f(x)g(y)h

(
x+ y

2

)
dxdy.

Given x ∈ R, one deduces from Cauchy-Schwarz inequality that
∫

R

g(y)h

(
x+ y

2

)
dy 6 ‖g‖L2

∥∥∥∥h
(
x+ ·
2

)∥∥∥∥
L2

=
√
2‖g‖L2‖h‖L2

from which we get that
∫

R

Q+
0 (f, g)hdx 6

√
2‖f‖L1‖g‖L2‖h‖L2 .

Exchanging the role of g and f , one deduces the result. �

We now turn to some L2 estimate for Q+
γ for γ > 0:

Proposition B.2. For any k > 0, there is C = Ck,γ > 0 such that

‖Q−
γ (f, f)wk‖L2 6 ‖fwγ‖L1 ‖fwk+γ‖L2

and

‖Q+
γ (f, f)wk‖L2 6 Cmin(‖fwk‖L1 ‖fwk+γ‖L2 , ‖fwk‖L2 ‖fwk+γ‖L1).

Proof. One has

Q+
γ (f, f) =

∫

R

f
(
x+

y

2

)
f
(
x− y

2

)
|y|γ dy, Q−

γ (f, f) = f(x)

∫

R

f(y)|x− y|γ dy.

and, in particular,

‖Q−
γ (f, f)wk‖2L2 6

∫

R

|f(x)|2w2
k(x)

[∫

R

|f(y)| |x− y|γ dy
]2

dx 6 ‖fwk+γ‖2L2‖fwγ‖2L1

where we used that |x − y|γ 6 wγ(x)wγ(y). For the Q+
γ (f, f) term one can for instance use

that

‖Q+
γ (f, f)wk‖L2 = sup

‖ϕ‖
L261

I+(ϕ)

where

I+(ϕ) =

∫

R

Q+
γ (f, f)wk(x)ϕ(x) dx=

∫

R2

f(x)f(y)|x− y|γwk

(
x+ y

2

)
ϕ

(
x+ y

2

)
dxdy.
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Sincewk

(x+y
2

)
6 wk(x)wk(y) one has, with Fk = |f |wk

I+(ϕ) 6

∫

R2

|x− y|γFk(x)Fk(y)ϕ

(
x+ y

2

)
dxdy

and, since γ ∈ (0, 1), |x− y|γ 6 |x|γ + |y|γ so that, with a symmetry argument

I+(ϕ) 6 2

∫

R2

Fk+γ(x)Fk(y)ϕ

(
x+ y

2

)
dxdy.

One deduces easily by Cauchy-Schwarz inequality that,

I+(ϕ) 6 2‖Fk+γ‖L2‖Fk‖L1 sup
y

∥∥∥∥ϕ
( ·+ y

2

)∥∥∥∥
L2

= 2
√
2‖Fk+γ‖L2‖Fk‖L1‖ϕ‖L2 .

We also have

I+(ϕ) 6 2‖Fk+γ‖L1‖Fk‖L2 sup
y

∥∥∥∥ϕ
( ·+ x

2

)∥∥∥∥
L2

= 2
√
2‖Fk+γ‖L1‖Fk‖L2‖ϕ‖L2

which gives

‖Q+
γ (f, f)wk‖L2 6 2

√
2min(‖fwk+γ‖L2‖fwk‖L1 , ‖fwk+γ‖L1‖fwk‖L2)

and ends the proof. �

We establish now some comparison estimates betweenQγ and Q0 in the limit γ → 0:

Proposition B.3. Let 2 < a < 3, p > 1 and γ, s > 0 satisfying s+ γ + a < 3. There exist some
positive constant C = Cs,p > 0 depending only on s, p such that, for any f ∈ L1(ws+γ+a) and
any g ∈ Lp(wa) ∩ L1(ws+γ+a), it holds

‖Q0(g, f)−Qγ(g, f)‖L1(wa) + ‖Q0(f, g)−Qγ(f, g)‖L1(wa)

6 Cs,pγ
s

s+1 | log γ|‖f‖L1(wa)‖g‖L1(wa) + 24 γ
s

s+1

(
‖g‖L1(ws+γ+a)‖f‖L1(wa)

+ ‖f‖L1(ws+γ+a)‖g‖L1(wa) + ‖g‖Lp(wa)‖f‖L1(wa) + ‖f‖Lp(wa)‖g‖L1(wa)

)
.

Proof. We prove the result for ‖Q0(f, g)−Qγ(f, g)‖L1(wa) only. First a change of variables leads
to

‖Q0(f, g)−Qγ(f, g)‖L1(wa) 6

∫

R

∫

R

|f(x)||g(y)| |1− |x− y|γ |wa

(
x+ y

2

)
dxdy

+

∫

R

∫

R

|f(x)||g(y)| |1− |x− y|γ |
(
wa(x)

2
+

wa(y)

2

)
dxdy

6 2

∫

R

∫

R

|f(x)||g(y)| |1− |x− y|γ |wa(x)wa(y) dxdy,

since wa(
x+y
2 ) 6 wa(x)wa(y) and

1
2 (wa(x) +wa(y)) 6 wa(x)wa(y).

Let 0 < δ < 1 andR > 1. Splitting the above integral according to |x−y| 6 δ, δ < |x−y| <
R and |x− y| > R, we get

‖Q0(f, g)−Qγ(f, g)‖L1(wa) 6 I1 + I2 + I3,
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with

I1 = 2

∫

R

∫

|x−y|6δ
|f(x)||g(y)| |1− |x− y|γ |wa(x)wa(y) dxdy

I2 = 2

∫

R

∫

δ<|x−y|<R
|f(x)||g(y)| |1− |x− y|γ |wa(x)wa(y) dxdy

I3 = 2

∫

R

∫

|x−y|>R
|f(x)||g(y)| |1− |x− y|γ |wa(x)wa(y) dxdy.

Since δ < 1, for |x − y| 6 δ, we have |1− |x− y|γ | 6 1. We then deduce from Hölder’s
inequality that

I1 6 2

∫

R

(∫

|x−y|6δ
dy

)p−1
p (∫

R

|g(y)|pwa(y)
p dy

) 1
p

|f(x)|wa(x) dx

6 2(2δ)
p−1
p ‖gwa‖Lp‖f‖L1(wa),

for p > 1.
Now, sinceR > 1, for |x−y| > R, we have |1− |x− y|γ | 6 |x−y|γ . Moreover, |x−y| > R

implies that either |x| > R
3 or |y| > R

3 . If |x| > |y|, this means that, necessarily, |x| > R
3 and

|x − y| 6 2|x|. Now, if |y| > |x|, this means that |y| > R
3 and |x − y| 6 2|y|. We thus deduce

that

I2 6 21+γ

∫

R

∫

|x|>R
3

|f(x)||g(y)||x|γwa(x)wa(y) dxdy

+ 21+γ

∫

R

∫

|y|>R
3

|f(x)||g(y)|wa(x)|y|γwa(y) dxdy

6
21+γ3s

Rs

∫

R

∫

|x|>R
3

|f(x)||g(y)||x|γ+s
wa(x)wa(y) dxdy

+
21+γ3s

Rs

∫

R

∫

|y|>R
3

|f(x)||g(y)|wa(x)|y|γ+s
wa(y) dxdy

6
21+γ3s

Rs

(
‖g‖L1(ws+γ+a)‖f‖L1(wa) + ‖f‖L1(ws+γ+a)‖g‖L1(wa)

)
.

Finally, for δ < |x− y| < R, we have |1− |x− y|γ | 6 γmax{| log δ|, R logR}. Hence,

I3 6 2γmax{| log δ|, R logR}
∫

R

∫

R

|f(x)||g(y)|wa(x)wa(y) dxdy

6 2γmax{| log δ|, R logR}‖f‖L1(wa)‖g‖L1(wa).

We deduce that

‖Q0(f, g)−Qγ(f, g)‖L1(wa) 6 C0γ‖f‖L1(wa)‖g‖L1(wa)

+ C1

(
‖g‖L1(ws+γ+a)‖f‖L1(wa) + ‖f‖L1(ws+γ+a)‖g‖L1(wa) + ‖g‖Lp(wa)‖f‖L1(wa)

)

with C0 = C0(δ,R) = 2max {| log δ| , R logR} , and

C1 = C1(δ,R, p, s) = max
{
2(2δ)

p−1
p , 21+γ3sR−s

}
.
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We choose then R, δ such that R = γ−
1

s+1 and 2δ = γ
ps

(p−1)(s+1) from which

C1 = γ
s

s+1 max
{
2, 21+γ3s

}
6 12γ

s
s+1

since 0 < s, γ < 1. Now, with such a choice, one sees easily that

C0 6 Cs,pγ
− 1

s+1 | log γ|
for some positive constant Cs,p depending only on s and p. The conclusion follows. �

We recall here some notations introduced in Section 3.1. Namely, set

I0(f, g) =

∫

R2

f(x)g(y)|x− y|2Λ0 (|x− y|) dxdy, f, g ∈ L1(ws), s > 2,

and

Iγ(f, g) =

∫

R2

f(x)g(y)|x − y|2Λγ (|x− y|) dxdy, f, g ∈ L1(w2+γ)

where

Λ0(r) = log r, Λγ(r) =
rγ − 1

γ
, γ > 0, r > 0.

One has then the following first basic observation

Lemma B.4. For a > 2, f, g ∈ L1(wa), one has

|I0(f, g)| 6 Ca‖f‖L1(wa)‖g‖L1(wa)

for some positive constant Ca > 0 depending only on a.

Proof. Up to replacing f with |f | and g with |g|, we may assume without loss of generality that
both f and g are nonnegative. One has then

|I0(f, g)| =
∫

|x−y|>1
f(x)g(y)|x − y|2 log |x− y|dxdy

+

∫

|x−y|<1
f(x)g(y)|x− y|2

∣∣log |x− y|
∣∣dxdy

6 ca

∫

|x−y|>1
f(x)g(y)|x− y|a dxdy + 1

2e
‖f‖L1‖g‖L1

since there is ca > 0 such that log r 6 car
a−2 for any r > 1 and a > 2 and r2

∣∣log r
∣∣ 6 1

2e for
r ∈ (0, 1). This gives the result since |x− y|a 6 wa(x)wa(y) and ‖ · ‖L1 6 ‖ · ‖L1(wa). �

Recalling that limγ→0+ Λγ(r) = Λ0(r) for any r > 0, one has the following estimate for the
difference between I0 and Iγ :

Lemma B.5. Let 2 < a < 3, p > 1 and γ, s > 0 satisfying s + γ + a < 3. There exist some
positive constant C = Ca,s,p > 0 depending only on s, p such that, for any f ∈ L1(ws+γ+a) and
any g ∈ Lp(wa) ∩ L1(ws+γ+a), it holds

|Iγ(f, g)− I0(f, g)| 6 Ca,s,pγ
s

s+1 | log γ|‖f‖L1(wa)‖g‖L1(wa)

+ 12 γ
s

s+1

(
‖g‖L1(ws+γ+a)‖f‖L1(wa) + ‖f‖L1(ws+γ+a)‖g‖L1(wa) + ‖g‖Lp(wa)‖f‖L1(wa)

)
.
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Proof. As before, we assume without loss of generality that f, g are nonnegative and observe that

|Iγ(f, g)− I0(f, g)| 6
∫

R2

f(x)g(y)|x − y|2 |Λγ(|x− y|)− Λ0(|x− y|)| dxdy.

Observe that, given r > 0,

d

dβ
Λβ(r) =

rβ log rβ − rβ + 1

β2

so that

0 6
d

dβ
Λβ(r) 6 Λβ(r)

2

since for any x > 0, 0 6 x log x− x+ 1 6 (x− 1)2. Integrating this inequality over β ∈ (0, γ),
yields

− 1

Λγ(r)
+

1

Λ0(r)
6 γ

which also reads

0 6 Λγ(r)− Λ0(r) 6 γΛγ(r)Λ0(r) = (rγ − 1) Λ0(r).

Therefore

|Iγ(f, g)− I0(f, g)| 6
∫

R2

f(x)g(y)|x − y|2 ||x− y|γ − 1| |log(|x− y|)| dxdy

6 Ca

∫

R2

f(x)g(y) (1 + |x− y|a) | |1− |x− y|γ | dxdy

where we used that there exists Ca > 0 such that r2 log r 6 Ca (1 + ra) for any a > 2, r > 0.

Therefore, there exists C̃a > 0 such that

|Iγ(f, g) − I0(f, g)| 6 C̃a

∫

R2

f(x)g(y) |1− |x− y|γ |wa(x)wa(y) dxdy.

The computations performed in Proposition B.3 give then the result. �

Appendix C. Rigorous justifications of L2 and Sobolev estimates

We provide in this Appendix the rigorous justifications of some of the formal estimates de-
rived in Sections 2.4, 2.7 and 2.8 about the regularity of the profileGγ .We beginwith the rigorous
proof of Lemma 2.3.

C.1. Justification of the L2 estimates. To justify rigorously the estimates in Section 2.4 we
begin with the following lower bound on the collision frequency

Σγ(y) =

∫

R

Gγ(x)|x− y|dx, y ∈ R.

We point out that, even though such a lower bound is not uniformwith respect to γ, it will allows
subsequently to derive L2-estimates which are uniform with respect to γ:

Lemma C.1. Let γ ∈ (0, 1) and Gγ ∈ Eγ . There exists a constant cγ such that

Σγ(y) > cγ for all y ∈ R.
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Proof. Clearly from the triangle inequality we have

Σγ(y) =

∫

R

Gγ(x)|x− y|γ dx >Mγ(Gγ)− |y|γ .

Consequently,

Σγ(y) >
Mγ(Gγ)

2
if |y| 6

(
Mγ(Gγ)

2

) 1
γ

. (C.1)

On the other hand, for δ̃ < 1, as in the proof of Lemma 2.5, we have

Σγ(y) =

∫

R

(
|x− y|γ + 1|x−y|<δ̃

)
Gγ(x) dx−

∫

R

1|x−y|<δ̃ Gγ(x) dx

> δ̃γ −
∫ δ̃

−δ̃
Gγ(x+ y) dx .

Thus, if |y| >
(
Mγ(Gγ )

2

) 1
γ
we deduce from the pointwise upper bound (2.7) that

Σγ(y) > δ̃γ − C

∫ δ̃

−δ̃

1

|x+ y| dx > δ̃γ − 2Cδ̃

|y| − δ̃
> δ̃γ − 4Cδ̃

(
Mγ(Gγ)

2

)− 1
γ

as soon as δ̃ < 1
2

(
Mγ(Gγ)

2

) 1
γ
. Since γ < 1, there exists δ̃ = δ̃∗ <

1
2

(
Mγ(Gγ )

2

) 1
γ
(depending on

γ) for which the above left-hand-side is positive. Recalling (C.1) and introducing

cγ = min

{
Mγ(Gγ)

2
, δ̃γ∗ − 4Cδ̃∗

(
Mγ(Gγ)

2

)− 1
γ

}
,

the claim follows. �

Rigorous proof of Lemma 2.3: We introduce the following regularization ofGγ :

Ψε = Gγ ∗ ̺ε, ε > 0

where (̺ε)ε>0 is a family of mollifiers

̺ε(x) = ε−1̺
(x
ε

)
, x ∈ R, ε > 0

where ̺ ∈ C∞(R) is nonnegative, compactly supported in the interval [−1, 1], with unit mass
and such that x̺′(x) 6 0 for any x ∈ R (one possible choice being the classical function ̺(x) =

exp
(

1
x2−1

)
1(−1,1)(x)).

It is not difficult to check then that Ψε satisfies

1

4

d

dx
(xΨε) =

1

4

d

dx
[Gγ ∗ (x̺ε)] +Qγ(Gγ ,Gγ) ∗ ̺ε. (C.2)

Now, as for the proof of (2.10), one sees hat for any nonnegative ϕ
∫

R

Q+
γ (Gγ ,Gγ)ϕdx 6 2

∫

R

Q+
0 (| · |γGγ ,Gγ)ϕdx

which, in turns, shows that, since ̺ε > 0
[
Q+

γ (Gγ ,Gγ) ∗ ̺ε
]
6 2Q+

0 (| · |γGγ ,Gγ) ∗ ̺ε.
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Now, since

Q+
0 (f, g)(x) = 2(f ∗ g)(2x)

one has

Q+
0 (f, g) ∗ ̺ε(x) = Q+

0 (f, g ∗ ˜̺ε), ˜̺ε(x) =
1

2
̺ε

(x
2

)
.

Setting then

Ψ̃ε := Gγ ∗ ˜̺ε
we further deduce that

[
Q+

γ (Gγ ,Gγ) ∗ ̺ε
]
6 2Q+

0

(
| · |γGγ , Ψ̃ε

)
. (C.3)

Notice that ˜̺ε = ̺2ε and

Ψ̃ε = Ψ2ε.

On the other hand, using Lemma C.1 we have

[Q−
γ (Gγ ,Gγ) ∗ ̺ε](x) =

∫

R

Gγ(z)Σγ(z)̺ε(x− z) dz > cγΨε(x) x ∈ R. (C.4)

In the remainder we follow ideas from (Mischler &Mouhot , 2009, Proposition 2.1) and introduce
for A > 0 the cut-off function

Λ(x) := ΛA(x) :=
x2

2
1x6A +

(
Ax− A2

2

)
1x>A (C.5)

which satisfies Λ′(x) = min{x,A}, Λ(x) 6 xΛ′(x) as well as xΛ′(y) 6 Λ(x) + Λ(y).
We test now (C.2) with Λ′(Ψε) to get
∫

R

[Q−
γ (Gγ ,Gγ) ∗ ̺ε]Λ′(Ψε) dx+

1

8

∫

R

Ψ2
ε(x)1Ψε6A +A2

1Ψε>A dx

6
1

4

∫

R

d

dx
[Gγ ∗ (x̺ε)] Λ′(Ψε(x)) dx+ 2

∫

R

Q+
0

(
| · |γGγ , Ψ̃ε

)
Λ′(Ψε) dx.

Notice that
d

dx
[Gγ ∗ (x̺ε)] = Gγ ∗ ̺ε +Gγ ∗ (x̺′ε) i.e.

d

dx
[Gγ ∗ (x̺ε)] = Ψε −Gγ ∗ hε, hε(x) = − x

ε2
̺′
(x
ε

)
.

Using (C.4) and Ψ2
ε(x)1Ψε6A +A2

1Ψε>A = min{Ψ2
ε(x), A

2} we can further deduce that

cγ

∫

R

Ψε(x)Λ
′(Ψε) dx+

1

8

∫

R

min{Ψ2
ε(x), A

2}dx

6
1

4

∫

R

[Ψε(x)−Gγ ∗ hε] Λ′(Ψε(x)) dx+ 2

∫

R

Q+
0

(
| · |γGγ , Ψ̃ε

)
Λ′(Ψε) dx.

Recalling Λ(x) 6 xΛ′(x) we finally get

cγ

∫

R

Λ(Ψε) dx+
1

8

∫

R

min{Ψ2
ε(x), A

2}dx

6
1

4

∫

R

[Ψε(x)−Gγ ∗ hε] Λ′(Ψε(x)) dx+ 2

∫

R

Q+
0

(
| · |γGγ , Ψ̃ε

)
Λ′(Ψε) dx. (C.6)
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Next, we note that

2

∫

R

Q+
0

(
| · |γGγ , Ψ̃ε

)
Λ′(Ψε) dx 6 2

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

Ψ̃ε(y)Λ
′

(
Ψε

(
x+ y

2

))
dy

+ 2Cℓγ−1

∫

R

dx

∫

R

Ψ̃ε(y)Λ
′

(
Ψε

(
x+ y

2

))
dy .

Using Λ′(x) 6 x to get
∫

R

dx

∫

R

Ψ̃ε(y)Λ
′

(
Ψε

(
x+ y

2

))
dy 6

∫

R

dx

∫

R

Ψ̃ε(y)Ψε

(
x+ y

2

)
dy 6 2‖Gγ‖2L1 = 2

we obtain together with xΛ′(y) 6 Λ(x) + Λ(y) that

2

∫

R

Q+
0

(
| · |γGγ , Ψ̃ε

)
Λ′(Ψε) dx 6 2

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

Λ
(
Ψ̃ε(y)

)
+Λ

(
Ψε

(
x+ y

2

))
dy

+ 4Cℓγ−1

6 2

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

Λ
(
Ψ̃ε(y)

)
+ 2Λ (Ψε(y)) dy + 4Cℓγ−1. (C.7)

With Λ′(Ψε) 6 A, we have furthermore that

1

4

∣∣∣∣
∫

R

[Ψε(x)−Gγ ∗ hε] Λ′(Ψε(x)) dx

∣∣∣∣ 6
A

4
‖Ψε −Gγ ∗ hε‖L1 . (C.8)

Notice that the family (hε)ε>0 is also a family of approximation of identity in particular since
each hε is nonnegative and∫

R

hε(x) dx = −
∫

R

x

ε2
̺′ε(x) dx = −

∫

R

y̺′(y) dy =

∫

R

̺(y) dy = 1, ∀ε > 0. (C.9)

Thus

lim
ε→0

‖Gγ ∗ hε −Gγ‖L1 = 0.

Since Ψε also converges to Gγ in L1 as ε→ 0, we deduce from (C.8) that

lim
ε→0

1

4

∣∣∣∣
∫

R

[Ψε(x)−Gγ ∗ hε] Λ′(Ψε(x)) dx

∣∣∣∣ = 0.

Combining this with (C.6) and (C.7), there exists νA(ε) → 0 for ε→ 0 andA > 0 fixed such that

cγ

∫

R

Λ(Ψε) dx+
1

8

∫

R

min{Ψ2
ε(x), A

2}dx

6 νA(ε) + 2

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

Λ
(
Ψ̃ε(y)

)
+ 2Λ (Ψε(y)) dy + 4Cℓγ−1. (C.10)

Since Ψε → Gγ in L1 as ε → 0, there exists a sequence (εk)k∈N converging to 0 as k → ∞
such that Ψεk → Gγ and Ψ̃εk → Gγ for a.e. x ∈ R as k → ∞. Moreover, since 0 6 Λ(x) 6

Ax, we have Λ(Ψεk) 6 AΨεk and Λ(Ψ̃εk) 6 AΨ̃εk as well as Λ(Ψεk),Λ(Ψ̃εk) → Λ(Gγ) a.e.
on R as k → ∞. By a generalised version of Lebesgue’s dominated convergence theorem it

then also follows that Λ(Ψεk),Λ(Ψ̃εk) → Λ(Gγ) in L
1 as k → ∞. In the same way, using
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min{Ψ2
ε(x), A

2} 6 AΨε(x), we get min{Ψ2
εk
, A2} → min{G2

γ , A
2} in L1. Thus, restricting to

the sequence (εk)k∈N in (C.10) and passing to the limit k → ∞ we get for fixed A > 0 that

cγ

∫

R

Λ(Gγ) dx+
1

8

∫

R

min{G2
γ(x), A

2}dx

6 6

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

Λ (Gγ(y)) dy + 4Cℓγ−1. (C.11)

We can choose ℓ > 0 sufficiently small such that 6
∫ ℓ
−ℓ |x|γGγ(x) dx <

cγ
2 which implies

cγ
2

∫

R

Λ(Gγ) dx+
1

8

∫

R

min{G2
γ(x), A

2}dx 6 4Cℓγ−1.

Thus, for A → ∞ by Fatou we get ‖Gγ‖L2 < ∞ (with of course a non uniform estimate with
respect to γ). Since min{G2

γ , A
2} 6 G

2
γ and Λ(Gγ) 6 G

2
γ we get for A → ∞ by means of

Lebesgue’s dominated convergence theorem from (C.11) that

(cγ
4

+
1

8

) ∫

R

G
2
γ(x) dx 6 3

∫ ℓ

−ℓ
|x|γGγ(x) dx

∫

R

G
2
γ(y) dy + 4Cℓγ−1.

This fully justifies the estimates in Lemma 2.3. �

Following the same lines of proof, we can rigorously prove the weighted L2-estimates in
Corollary 2.9

Justification of Corollary 2.9: We proceed as in the above proof and introduce, for ε > 0,

Ψε = Gγ ∗ ̺ε
and recall that Ψε satisfies (C.2).

We next introduce ϕℓ ∈ C1
b (R) such that

ϕℓ(x) =

{
|x|k for |x| 6 ℓ

ℓk + kℓk−1

2 for |x| > ℓ+ 1
, 0 6 ϕℓ(x) 6 |x|k and xϕ′

ℓ(x) 6 kϕℓ(x).

(C.12)
We use ϕ2

ℓΨε as test function in (C.2) to get

1

8

∫

R

Ψ2
ε(x)[ϕ

2
ℓ (x)− 2xϕℓ(x)ϕ

′
ℓ(x)] dx+

∫

R

[
Q−

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx

6
1

4

∫

R

[
Ψε(x)−Gγ ∗ hε

]
ϕ2
ℓ (x)Ψε(x) dx

+

∫

R

[
Q+

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx. (C.13)

We first note that by means of Cauchy-Schwarz and Young’s inequality we have

1

4

∫

R

[
Ψε(x)−Gγ ∗ hε

]
ϕ2
ℓ (x)Ψε(x) dx 6

1

4

∥∥∥Ψε −Gγ ∗ hε
∥∥∥
L2
‖ϕ2

ℓΨε‖L2

6
‖ϕℓ‖2L∞

4

∥∥∥Ψε −Gγ ∗ hε
∥∥∥
L2
‖Gγ‖L2‖̺ε‖L1
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so that

1

4

∫

R

[
Ψε(x)−Gγ ∗ hε

]
ϕ2
ℓ (x)Ψε(x) dx 6 Cℓ

∥∥∥Ψε −Gγ ∗ hε
∥∥∥
L2

=: νℓ(ε) (C.14)

where we also used that ‖Gγ‖L2 is uniformly bounded according to Theorem 1.4 and that ϕℓ is
bounded by a constant depending on ℓ. Thus, as in (C.8) we see that for fixed ℓ > 0, we have
νℓ(ε) → 0 as ε→ 0.

Next, using Lemma 2.5 together withwγ > 1, we can bound Q−
γ (Gγ ,Gγ) from below as

∫

R

[
Q−

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx =

∫

R

[(GγΣγ) ∗ ̺ε]ϕ2
ℓ (x)Ψε(x) dx

> κγ

∫

R

[(Gγwγ) ∗ ̺ε]ϕ2
ℓΨε dx− [(1− δ̃γ) +

√
2δ̃‖Gγ‖L2 ]

∫

R

Ψ2
ε(x)ϕ

2
ℓ (x) dx

>

(
κγ − (1− δ̃γ)−

√
2δ̃‖Gγ‖L2

)∫

R

Ψ2
ε(x)ϕ

2
ℓ (x) dx.

Choosing δ̃ = γ2, we get, as in the formal proof of Corollary (2.9), that −(1 − δ̃γ) ≃ 2γ log γ

and
√

2δ̃ =
√
2γ which yields together with the uniform bound on ‖Gγ‖L2 from Theorem 1.4

that

∫

R

[
Q−

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx >

(
κγ −Cγ| log γ|

) ∫

R

Ψ2
ε(x)ϕ

2
ℓ (x) dx. (C.15)

From (C.12) we obtain

1

8

∫

R

Ψ2
ε(x)[ϕ

2
ℓ (x)− 2xϕℓ(x)ϕ

′
ℓ(x)] dx >

1− 2k

8

∫

R

Ψ2
ε(x)ϕ

2
ℓ (x) dx. (C.16)

Finally, to estimateQ+
γ (Gγ ,Gγ) we use (C.3) to deduce that

∫

R

[
Q+

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx

6 2

∫

R

∫

R

|x|γGγ(x)Ψ̃ε(y)ϕ
2
ℓ

(x+ y

2

)
Ψε

(x+ y

2

)
dy dx.

Next, with (C.12) we have ϕℓ(
x+y
2 ) 6 |x+y

2 |k 6 1
2(|x|k + |y|k) which yields

∫

R

[
Q+

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx

6

∫

R

∫

R

|x|k+γ
Gγ(x)Ψ̃ε(y)ϕℓ

(x+ y

2

)
Ψε

(x+ y

2

)
dy dx

+

∫

R

∫

R

|x|γ |y|kGγ(x)Ψ̃ε(y)ϕℓ

(x+ y

2

)
Ψε

(x+ y

2

)
dy dx.
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Young’s inequality implies |x|γ |y|k 6
γ

k+γ |x|γ+k + k
k+γ |y|k+γ 6 |x|k+γ + |y|k+γ and thus

∫

R

[
Q+

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx

6 2

∫

R

∫

R

|x|k+γ
Gγ(x)Ψ̃ε(y)ϕℓ

(x+ y

2

)
Ψε

(x+ y

2

)
dy dx

+

∫

R

∫

R

Gγ(x)|y|k+γΨ̃ε(y)ϕℓ

(x+ y

2

)
Ψε

(x+ y

2

)
dy dx.

Using Cauchy Schwarz in the y integral for the first term and in the x integral for the second
term on the right-hand side, we finally conclude

∫

R

[
Q+

γ (Gγ ,Gγ) ∗ ̺ε
]
(x)ϕ2

ℓ (x)Ψε(x) dx

6

(
2Mk+γ(Gγ)‖Ψ̃ε‖L2 +Mk+γ(Ψ̃ε)‖Gγ‖L2

)(∫

R

Ψ2
ε(x)ϕ

2
ℓ (x) dx

) 1
2

. (C.17)

From Young’s inequality we get ‖Ψ̃ε‖L2 6 ‖Gγ‖L2 and one has

Mk+γ(Ψ̃ε) =

∫

R

∫

R

|x|k+γ
Gγ(x− y)˜̺ε(y) dy dx =

∫

R

∫

R

|x+ y|k+γ
Gγ(x)˜̺ε(y) dxdy

6 2k+γ−1
(
Mk+γ(Gγ) +

∫

R

|y|k+γ ˜̺ε(y) dy
)
6 4(Mk+γ(Gγ) + c) , (C.18)

where we observe that ̺ has been chosen in such a way that supε∈(0,1)
∫
R
|y|k+γ ˜̺ε(y) dy <∞.

Gathering (C.13), (C.14), (C.15), (C.16), (C.17) and (C.18), we get

(
κγ − Cγ| log γ|+ 1

8
− k

4

)
‖Ψεϕℓ‖2L2 6 νℓ(ε) + 4(Mk+γ(Gγ) + c)‖Ψεϕℓ‖L2 . (C.19)

For fixed ℓ > 0, we have ϕℓ 6 Cℓ which together with Ψε → Gγ in L2 yields ‖Ψεϕℓ‖L2 →
‖Gγϕℓ‖L2 as ε→ 0. Thus, passing to the limit ε→ 0 in (C.19) yields

(
κγ − Cγ| log γ|+ 1

8
− k

4

)
‖Gγϕℓ‖2L2 6 4(Mk+γ(Gγ) + c)‖Gγϕℓ‖L2 .

Since κγ → 1 as γ → 0+, one easily concludes that for some explicit γ⋆ > 0, it holds κγ + 1
8 −

k
4 − γ | log γ|C > 1

8 for any γ ∈ [0, γ⋆) which implies

‖Gγϕℓ‖L2 6 32(Mk+γ(Gγ) + c) for γ < γ⋆.

The claim then follows by Fatou’s lemma upon passing to the limit ℓ → ∞. �

C.2. Rigorous justification of the Sobolev estimates. We now fully justify the regularity
estimates in Theorem 2.12. For this, we proceed by a series of lemmas.

Lemma C.2. For eachGγ ∈ Eγ we haveQ+
γ (Gγ ,Gγ) ∈ L∞(R)∩L1(wk) for any k ∈ [0, 3−γ)

‖Q+
γ (Gγ ,Gγ)‖L∞ 6 4‖Gγ‖L2(wγ )‖Gγ‖L2

‖Q±
γ (Gγ ,Gγ)‖L1(wk) 6 2‖Gγ‖L1(wk+γ)‖Gγ‖L1(wk).
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Proof. Using |y|γ = |x+ y
2 + y

2 − x|γ 6 |x+ y
2 |γ + |x− y

2 |γ since γ ∈ (0, 1) together with the
Cauchy Schwarz inequality, we find

Q+
γ (Gγ ,Gγ)(x) =

∫

R

Gγ

(
x+

y

2

)
Gγ

(
x− y

2

)
|y|γ dy

6

∫

R

∣∣∣x+
y

2

∣∣∣
γ
Gγ

(
x+

y

2

)
Gγ

(
x− y

2

)
dy +

∫

R

Gγ

(
x+

y

2

) ∣∣∣x− y

2

∣∣∣
γ
Gγ

(
x− y

2

)
dy

6 4‖Gγ‖L2(wγ)‖Gγ‖L2 .

This proves the first claim. For the second claim we use |x− y|γ 6 |x|γ + |y|γ for γ ∈ (0, 1) to
deduce
∫

R

Q+
γ (Gγ ,Gγ)(x)wk(x) dx =

∫

R2

Gγ(x)Gγ(y)|x− y|γwk

(
x+ y

2

)
dy dx

6

∫

R2

Gγ(x)Gγ(y)(|x|γ + |y|γ)wk(x)wk(y) dy dx

6 2‖Gγ‖L1(wk+γ)‖Gγ‖L1(wk).

and
∫

R

Q−
γ (Gγ ,Gγ)(x)wk(x) dx =

∫

R2

Gγ(x)Gγ(y)|x− y|γwk(x) dy dx

6

∫

R2

|x|γwk(x)Gγ(x)Gγ(y) dy dx+

∫

R2

Gγ(x)wk(x)|y|γGγ(y) dy dx

6 2‖Gγ‖L1(wk+γ)‖Gγ‖L1(wk).

This concludes the proof. �

Lemma C.3. For each α ∈ (0, 1) andGγ ∈ Eγ we have

Gγ

| · |α ∈ L1(w1) and | · |αG′
γ ∈ L1(w1).

In particular, we have ∂x(| · |αGγ) ∈ L1(w1).

Proof. To prove the first claim it suffices to show that Gγ/| · |α ∈ L1 since Gγ ∈ Eγ already

impliesGγ ∈ L1(w1).
We take a differentiable nonnegative approximation νε(x) of |x|−α such that νε(x) → |x|−α

and ν ′ε(x) → −α sgn(x)|x|−α−1 pointwise as ε→ 0 and νε(x) 6 |x|−α for all x ∈ R. Multiply-
ing (1.10) by νε, we obtain

1

4
∂x(xGγνε)−

1

4
xGγν

′
ε = νεQγ(Gγ ,Gγ). (C.20)

SinceGγ satisfies x∂xGγ = 4Qγ(Gγ ,Gγ)−Gγ in the sense of distributions and the right-hand

side is in L1, we have xG′
γ ∈ L1. Thus, there exists a sequence Rn → ∞ as n → ∞ such that

upon integrating (C.20) we get

1

4
xGγ(x)νε(x)

∣∣Rn

−Rn
− 1

4

∫ Rn

−Rn

xGγ(x)ν
′
ε(x) dx =

∫ Rn

−Rn

νε(x)Qγ(Gγ ,Gγ)(x) dx. (C.21)
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According to (2.7) and νε(x) 6 |x|−α we have |±RnGγ(±Rn)νε(±Rn)| 6 R−α
n → 0 as n→ ∞.

Moreover, recalling Lemma C.2, νε(x) 6 |x|−α and choosing n large enough such that Rn > 1
we have

∫ Rn

−Rn

νε(x)Qγ(Gγ ,Gγ)(x) dx 6 C‖Gγ‖L2(wγ )‖Gγ‖L2

∫ 1

−1
|x|−α dx+

∫ Rn

−Rn

Q+
γ (Gγ ,Gγ) dx

6
C

1− α
‖Gγ‖L2(wγ)‖Gγ‖L2 + C‖Gγ‖L1(wγ)‖Gγ‖L1 .

Thus, passing first to the limit n→ ∞ and then to ε→ 0 in (C.21) we get

α

4

∫

R

Gγ(x)

|x|α dx 6
C

1− α
‖Gγ‖L2(wγ)‖Gγ‖L2 + C‖Gγ‖L1(wγ )‖Gγ‖L1 .

The first part of the claim then follows from Theorem 1.4 and Corollary 2.9. The second part is
an immediate consequence of (C.20) which can be rewritten as

1

4
xνε(x)G

′
γ(x) = −1

4
Gγ(x)νε(x) + νεQγ(Gγ ,Gγ).

From the arguments above togetherwithTheorem 1.4, the right-hand side is inL1(w1) uniformly
in ε. Thus, we can pass to the limit ε → 0 and deduce that x

|x|αG
′
γ(x) ∈ L1(w1) for each

α ∈ (0, 1) which immediately implies the claim. �

Lemma C.4. Let γ ∈ (0, 1). For each α ∈ [0, 1], for every Gγ ∈ Eγ , we have
d
dxQ+

γ (Gγ ,Gγ) ∈
L1(wα) ∩ L2(wα).

Proof. We argue by density and assume first Gγ ∈ C∞
c (R). We can thus write

d

dx
Q+

γ (Gγ ,Gγ)(x) =

∫

R

(
G

′
γ

(
x+

y

2

)
Gγ

(
x− y

2

)
+Gγ

(
x+

y

2

)
G

′
γ

(
x− y

2

))
|y|γ dy

= 2

∫

R

G
′
γ

(
x+

y

2

)
Gγ

(
x− y

2

)
|y|γ dy = 2

∫

R

G
′
γ

(
x+

y

2

)
Gγ

(
x− y

2

) ∣∣∣x+y
2
−
(
x− y

2

)∣∣∣
γ
dy.

(C.22)

The inequality ||1− z|γ − (1+ |z|γ)| 6 2|z|θ for all z ∈ R and 0 6 θ 6 γ 6 1 implies for θ = γ
2

and z = X/Y that

K(X,Y ) :=
|X − Y |γ − |X|γ − |Y |γ

|X| γ2 |Y | γ2
6 2 for allX,Y ∈ R. (C.23)

We thus rewrite (C.22) to get

1

2

d

dx
Q+

γ (Gγ ,Gγ)(x) =

∫

R

G
′
γ

(
x+

y

2

)
Gγ

(
x− y

2

) ∣∣∣x+ y

2

∣∣∣
γ
2
∣∣∣x− y

2

∣∣∣
γ
2
K
(
x+

y

2
, x− y

2

)
dy

+

∫

R

G
′
γ

(
x+

y

2

)
Gγ

(
x− y

2

) ∣∣∣x+
y

2

∣∣∣
γ
dy +

∫

R

G
′
γ

(
x+

y

2

)
Gγ

(
x− y

2

) ∣∣∣x− y

2

∣∣∣
γ
dy.
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Integrating by parts in the last term on the right-hand side, we obtain

1

2

d

dx
Q+

γ (Gγ ,Gγ)(x) =

∫

R

G
′
γ

(
x+

y

2

)
Gγ

(
x− y

2

) ∣∣∣x+ y

2

∣∣∣
γ
2
∣∣∣x− y

2

∣∣∣
γ
2
K
(
x+

y

2
, x− y

2

)
dy

+

∫

R

G
′
γ

(
x+

y

2

)
Gγ

(
x− y

2

) ∣∣∣x+
y

2

∣∣∣
γ
dy +

∫

R

Gγ

(
x+

y

2

) (
Gγ | · |γ

)′ (
x− y

2

)
dy.

(C.24)

Together with (C.23) we thus obtain on the one hand

1

2

∥∥∥∥
d

dx
Q+

γ (Gγ ,Gγ)

∥∥∥∥
L1(wα)

6 2

∫

R2

|y| γ2 |G′
γ(y)|Gγ(x)|x|

γ
2wα

(
x+ y

2

)
dxdy

+

∫

R2

|y|γ |G′
γ(y)|Gγ(x)wα

(
x+ y

2

)
dxdy+

∫

R2

Gγ(y)|(Gγ | · |γ)′(x)|wα

(
x+ y

2

)
dxdy.

Sincewα

(x+y
2

)
6 wα(x)wα(y), it follows immediately

1

2

∥∥∥∥
d

dx
Q+

γ (Gγ ,Gγ)

∥∥∥∥
L1(wα)

6 2‖G′
γ | · |

γ
2 ‖L1(wα)‖Gγ | · |

γ
2 ‖L1(wα)

+ ‖G′
γ | · |γ‖L1(wα)‖Gγ‖L1(wα) + ‖Gγ‖L1(wα)‖(Gγ | · |γ)′‖L1(wα). (C.25)

According to Lemma C.3 the right-hand side is uniformly bounded with respect to α and thus,

by density, we have that d
dxQ+

γ (Gγ ,Gγ) ∈ L1(wα).

To get the L2 bound, we proceed similarly. Taking the L2-norm of (C.24), changing variables
in the integrals in the right-hand side and taking also (C.23) into account, we obtain

1

2

∥∥ d

dx
Q+

γ (Gγ ,Gγ)
∥∥
L2(wα)

6 4

(∫

R

w2α(x)

(∫

R

|G′
γ(y)|Gγ(2x− y)|y| γ2 |2x− y| γ2 dy

)2

dx

) 1
2

+ 2

(∫

R

w2α(x)

(∫

R

|G′
γ(y)|Gγ(2x− y)|y|γ dy

)2

dx

) 1
2

+ 2

(∫

R

w2α(x)

(∫

R

Gγ(2x− y)
∣∣(Gγ | · |γ

)′
(y)
∣∣ dy

)2

dx

) 1
2

.

By means of Minkowski’s inequality, the change x 7→ x+y
2 andw2α

(x+y
2

)
6 w2α(x)w2α(y), we

deduce

1

2

∥∥ d

dx
Q+

γ (Gγ ,Gγ)
∥∥
L2(wα)

6 2
√
2‖G′

γ | · |
γ
2 ‖L1(wα)‖Gγ | · |

γ
2 ‖L2(wα)

+
√
2‖G′

γ | · |γ‖L1(wα)‖Gγ‖L2(wα) +
√
2‖Gγ‖L2(wα)‖(Gγ | · |γ)′‖L1(wα). (C.26)

Again the right-hand side is uniformly bounded with respect to α due to Corollary 2.9 and
Lemma C.3 from which the claimed L2 bound follows by density. �

Lemma C.5. Let γ ∈ (0, 1). For each α ∈ [0, 1], for every Gγ ∈ Eγ , we have Gγ(Gγ ∗ | · |γ)′ ∈
L1(wα) ∩ L2(wα).
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Proof. We proceed analogously to the proof of Lemma C.4 and first assume Gγ ∈ C∞
c (R). We

have together with (C.23) that

(Gγ ∗ | · |γ)′(x) =
∫

R

G
′
γ(y)|x− y|γ dy =

∫

R

G
′
γ(y)|y|

γ
2 |x| γ2K(x, y) dy

+

∫

R

G
′
γ(y)|y|γ dy +

∫

R

G
′
γ(y)|x|γ dy

=

∫

R

G
′
γ(y)|y|

γ
2 |x| γ2K(x, y) dy +

∫

R

G
′
γ(y)|y|γ dy.

In the last step we used that
∫
R
G

′
γ(y) dy = 0 forGγ ∈ C∞

c (R). Consequently, we get together
with (C.23) that

‖Gγ(Gγ ∗ | · |γ)′‖L1(wα) 6 2‖G′
γ | · |

γ
2 ‖L1(wα)‖Gγ | · |

γ
2 ‖L1(wα) + ‖G′

γ | · |γ‖L1(wα)‖Gγ‖L1(wα).
(C.27)

The first claim thus follows from Lemma C.3 by density. Similarly we get

‖Gγ(Gγ ∗ | · |γ)′‖L2(wα) 6 2‖G′
γ | · |

γ
2 ‖L1(wα)‖Gγ | · |

γ
2 ‖L2(wα) + ‖G′

γ | · |γ‖L1(wα)‖Gγ‖L2(wα)

(C.28)
from which the second claim follows again by density taking Corollary 2.9 and Lemma C.3 into
account. �

Lemma C.6. If γ ∈ (0, 1) we have for each α ∈ (0, 1] that | · |αG′
γ(Gγ ∗ | · |γ) ∈ L1(R) for every

Gγ ∈ Eγ .

Proof. The claim is an immediate consequence of Lemma C.3. In fact, for γ ∈ (0, 1) we have
|x− y|γ 6 |x|γ + |y|γ and thus

0 6 (Gγ ∗ | · |γ) 6 |x|γ
∫

R

Gγ(y) dy +

∫

R

|y|γGγ(y) dy 6 |x|γ + ‖Gγ‖L1(wγ).

Thus, using Lemma C.3 we have

‖| · |αG′
γ(Gγ ∗ | · |γ)‖L1 6 ‖| · |α+γ

G
′
γ‖L1 + ‖| · |αG′

γ‖L1‖Gγ‖L1(wγ )

and the right-hand side is bounded according to Lemma C.3. �

Lemma C.7. For each Gγ ∈ Eγ we haveG′
γ ∈ L2(R).

Proof. Taking the distributional derivative of the steady equation (1.10) we get

1

4

d

dx
(xG′

γ) +
1

4
G

′
γ =

d

dx
Qγ(Gγ ,Gγ). (C.29)

Multiplying with |x|α sgn(G′
γ(x)) for α ∈ (0, 1) gives

1

4

d

dx
(x|x|α|G′

γ |) +
1− α

4
|x|α|G′

γ | = |x|α sgn(G′
γ(x))

d

dx
Qγ(Gγ ,Gγ).

Denoting F (x) := |x|α|G′
γ(x)| and Fε = F ∗ ̺ε for a suitable mollifier one can check that Fε

satisfies

1

4

d

dx
(xFε) +

1− α

4
Fε =

d

dx
(F ∗ (x̺ε)) +

(
|x|α sgn(G′

γ(x))
d

dx
Qγ(Gγ ,Gγ)

)
∗ ρε.



ONE-DIMENSIONAL INELASTIC BOLTZMANN EQUATION 85

We test this equation with Λ′(Fε)where Λ = ΛA is given in (C.5). Together with Λ(x) 6 xΛ′(x)
this yields after straightforward manipulations (similarly as in Section C.1)

1− α

4

∫

R

Λ(Fε(x)) dx

6

∫

R

d

dx
(F ∗ (x̺ε))Λ′(Fε) dx+

∫

R

(
| · |α sgn(G′

γ(·))
d

dx
Qγ(Gγ ,Gγ)

)
∗ ρεΛ′(Fε) dx.

(C.30)

By means of Lemma C.3 we can proceed similarly as in Section C.1 to control the first term on
the right-hand side, i.e.with hε(x) = − x

ε2
̺′
(
x
ε

)
we have

∣∣∣∣
∫

R

d

dx
(F ∗ (x̺ε))Λ′(Fε) dx

∣∣∣∣ 6 A‖Fε − F ∗ hε‖L1 → 0 as ε→ 0 for any A > 0.

As in Section C.1, there exists a sequence (εk)k∈N such that (Λ(Fεk (x)))k∈N converges towards
Λ(F ) in L1. Thus, taking ε = εk in (C.30) and passing to the limit k → ∞ we obtain

1− α

4

∫

R

Λ(F (x)) dx =

∫

R

|x|α sgn(G′
γ(x))

d

dx
Qγ(Gγ ,Gγ)Λ

′(F ) dx. (C.31)

Using that d
dxQγ(Gγ ,Gγ) =

d
dxQ+

γ (Gγ ,Gγ)−Gγ(Gγ ∗|· |γ)′−G
′
γ(Gγ ∗|· |γ), we can rewrite

and estimate the right-hand side together with Λ′(F ) > 0 as

1− α

4

∫

R

Λ(F (x)) dx =

∫

R

|x|α sgn(G′
γ(x))

d

dx
Q+

γ (Gγ ,Gγ)Λ
′(F ) dx

−
∫

R

|x|α sgn(G′
γ(x))Gγ(x)(Gγ ∗ | · |γ)′(x)Λ′(F ) dx−

∫

R

|x|α|G′
γ(x)|(Gγ ∗ | · |γ)(x)Λ′(F ) dx

6

∫

R

|x|α
∣∣∣ d

dx
Q+

γ (Gγ ,Gγ)
∣∣∣Λ′(F ) dx+

∫

R

|x|α
∣∣Gγ(x)(Gγ ∗ | · |γ)′(x)

∣∣Λ′(F ) dx.

Thus, by means of Cauchy-Schwarz we get

1− α

4

∫

R

Λ(F (x)) dx 6

(∥∥| · |α d

dx
Q+

γ (Gγ ,Gγ)
∥∥
L2 + ‖| · |αGγ(Gγ ∗ | · |γ)′‖L2

)
‖Λ′(F )‖L2 .

Recalling (C.26) and (C.28) (with α = 1) and taking | · |α 6 wα(·) 6 w1(·) into account, the
right-hand side can be further estimated

1− α

4

∫

R

Λ(F (x)) dx 6

(
(4
√
2 + 2)‖G′

γ | · |
γ
2 ‖L1(w1)‖Gγ | · |

γ
2 ‖L2(w1)

+ (2
√
2 + 1)‖G′

γ | · |γ‖L1(w1)‖Gγ‖L2(w1) +2
√
2‖Gγ‖L2(w1)‖(Gγ | · |γ)′‖L1(w1)

)
‖Λ′(F )‖L2 .

Now (Λ′(F ))2 6 2Λ(F ) implies that ‖Λ′(F )‖L2 6
√
2‖Λ(F )‖

1
2

L1 and we get

1− α

4

(∫

R

Λ(F (x)) dx

) 1
2

6 (8 + 2
√
2)‖G′

γ | · |
γ
2 ‖L1(w1)‖Gγ | · |

γ
2 ‖L2(w1)

+ (4 +
√
2)‖G′

γ | · |γ‖L1(w1)‖Gγ‖L2(w1) + 4‖Gγ‖L2(w1)‖(Gγ | · |γ)′‖L1(w1).

According to Corollary 2.9 and Lemma C.3 the right-hand side is bounded (independent of α and
A). Thus, we can pass to the limit A→ ∞ and α→ 0 which yields ‖G′

γ‖L2 <∞. �
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C.3. Proof of Proposition 1.3. We conclude the paper with the proof of Proposition 1.3 stated
in the Introduction.

Proof of Proposition 1.3. The idea is to apply (Alonso et al. , 2020, Proposition 2.4) to some solution
to the evolution equation ∂tf = Qγ(f, f) with some family of approximation of Gγ as initial
data. We then translate this result in terms of self-similar variables and pass to the limit. First,
we define some variant of the Mehler transform introduced in Lu & Mouhot (2012),

fn0 (x) = en
∫

R

M (en (x− y))Gγ(y) dy, where M(x) =
e
− x2

2M2(Gγ )

√
2πM2(Gγ)

.

We then have∫

R

fn0 (x) dx =

∫

R

Gγ(x) dx,

∫

R

fn0 (x)xdx =

∫

R

Gγ(x)xdx,

∫

R

fn0 (x)x
2 dx = (1 + e−2n)

∫

R

Gγ(x)x
2 dx,

∫

R

fn0 (x) |x|3 dx 6 C‖Gγ‖L1
3
,

for some constant depending only onM2(Gγ). Moreover, for any ψ ∈ L∞
−3(R) ∩ C(R),

lim
n→∞

∫

R

ψ(x)fn0 (x) dx =

∫

R

ψ(x)Gγ(x) dx.

For every n, we then chooseKn > n such that
∫

R

(
fn0 (x)−min (fn0 (x),Kn) e

− x2

Kn

)
〈x〉3 dx 6

1

2n
,

and we set

f̃n0 (x) = min (fn0 (x),Kn) e
− x2

Kn .

For any ψ ∈ L∞
−3(R) ∩ C(R), we have

lim
n→∞

∫

R

ψ(x)f̃n0 (x) dx =

∫

R

ψ(x)Gγ(x) dx.

Since f̃n0 ∈ ∩k∈NL
1
k(R), we deduce from (Alonso et al. , 2020, Theorem A.1) that there exists

a unique weak solution fn ∈ C([0,∞);L1
3(R)) to ∂tf = Qγ(f, f) with initial condition f̃n0 .

Moreover, for every t > 0, fn(t) ∈ ∩k∈NL
1
k(R) and it satisfies

∫

R

fn(t, x) dx =

∫

R

f̃n0 (x) dx,

∫

R

fn(t, x)xdx =

∫

R

f̃n0 (x)xdx,

∫

R

fn(t, x)|x|k dx 6

∫

R

f̃n0 (x)|x|k dx for any k > 2.

With the scaling

gn(t, x) =
1

V (τ(t))
fn
(
τ(t),

x

V (τ(t))

)
= e−

t
4 fn

(
τ(t), e−

t
4x
)
,

where

V (τ) = Vγ(τ) =
(
1 +

γ

4
τ
) 1

γ
and τ(t) =

4

γ

(
e

γt
4 − 1

)
,

we deduce the existence of a unique weak solution gn ∈ C([0,∞);L1
3(R)) to

∂tg = −1

4
∂x(xg) +Qγ(g, g) (C.32)
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with initial condition f̃n0 . Then,∫

R

gn(t, x) dx =

∫

R

f̃n0 (x) dx,

∫

R

gn(t, x)xdx = e
t
4

∫

R

f̃n0 (x)xdx,

and, more generally, for any k > 0
∫

R

gn(t, x)|x|k dx = e
kt
4

∫

R

fn (τ(t), x) |x|k dx <∞.

Now, since fn(t) ∈ ∩k∈NL
1
k(R) for any t > 0, we may deduce from (Alonso et al. , 2020,

Proposition 2.4) the existence, for any k > 2, of a constant Ck depending only on k, γ and

‖f̃n0 ‖L1
2
such that

∫

R

fn(t, x)|x|k dx 6 Ck(γ, ‖f̃n0 ‖L1
2
)min

(
t−

k−2
γ , t−

k
γ

)
, ∀t > 0.

Observing that limn→∞ ‖f̃n0 ‖L1
2
= ‖Gγ‖L1

2
and setting C̃k(γ) = supn>1Ck(γ, ‖f̃n0 ‖L1

2
) < ∞,

we get

sup
n>1

∫

R

fn(t, x)|x|k dx 6 C̃k(γ)min
(
t−

k−2
γ , t−

k
γ

)
, ∀t > 0.

It then follows that, for every n > 1,
∫

R

gn(t, x)|x|k dx 6 C̃k(γ) e
kt
4 min

(
τ(t)−

k−2
γ , τ(t)−

k
γ

)
, ∀t > 0.

Our aim is now to pass to the limit n→ ∞ in the above inequality. To this end, we fix T > 0 and
we shall prove that (gn)n>1 is relatively sequentially compact in C([0, T ], w − L1(R)), where
C([0, T ], w − L1(R)) denotes the space of continuous function from [0, T ] in L1(R) endowed
with its weak topology. Let us first show that, for any t ∈ [0, T ], the set {gn(t), n > 1} is
weakly relatively compact in L1(R). Since Gγ ∈ L1(R), a refined version of the de la Vallée

Poussin Theorem ensures the existence of nonnegative convex function Φ ∈ C2([0,∞)) such
that Φ(0) = 0, Φ′(0) = 0, Φ′ is concave, Φ′(r) > 0 if r > 0,

lim
r→∞

Φ(r)

r
= lim

r→∞
Φ′(r) = ∞ and

∫

R

Φ(Gγ(x)) dx <∞.

Let us note that Φ also satisfies, for r > 0, s > 0,

Φ(r) 6 rΦ′(r), sΦ′(r) 6 Φ(r) + Φ(s). (C.33)

Since Φ is convex, the Jensen inequality implies that

Φ(fn0 (x)) 6

∫

R

Φ(Gγ(y))e
nM (en (x− y)) dy,

and thus, ∫

R

Φ(fn0 (x)) dx 6

∫

R

Φ(Gγ(x)) dx.

Now, since Φ is nondecreasing and f̃n0 6 fn0 , we get∫

R

Φ(f̃n0 (x)) dx 6

∫

R

Φ(fn0 (x)) dx 6

∫

R

Φ(Gγ(x)) dx.
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Let us show that supt∈[0,T ] supn>1

∫
R
Φ(gn(t, x)) dx < ∞. Multiplying (C.32) by Φ′(gn(t, x))

and integrating by parts, we obtain

d

dt

∫

R

Φ(gn(t, x)) dx = −1

4

∫

R

gn(t, x)Φ′(gn(t, x)) dx+
1

4

∫

R

Φ(gn(t, x)) dx

+

∫

R

Qγ(g
n(t), gn(t))(x)Φ′(gn(t, x)) dx.

Thanks to (C.33) and the nonnegativity of Φ′, this leads to

d

dt

∫

R

Φ(gn(t, x)) dx 6

∫

R

Q+
γ (g

n(t), gn(t))(x)Φ′(gn(t, x)) dx.

Now, since γ ∈ (0, 1), we have |x− y|γ 6 |x|γ + |y|γ and thus, thanks to symmetry,

d

dt

∫

R

Φ(gn(t, x)) dx 6 2

∫

R2

|x|γgn(t, x)gn(t, y)Φ′

(
gn
(
t,
x+ y

2

))
dxdy.

Finally, we deduce from (C.33) that

d

dt

∫

R

Φ(gn(t, x)) dx 6 2

∫

R2

|x|γgn(t, x)
(
Φ(gn(t, y)) + Φ

(
gn
(
t,
x+ y

2

)))
dxdy

6 4

∫

R

|x|γgn(t, x) dx
∫

R

Φ(gn(t, y)) dy

6 4 e
γt
4 ‖f̃n0 ‖L1

2

∫

R

Φ(gn(t, y)) dy.

We thus conclude that
∫

R

Φ(gn(t, x)) dx 6

∫

R

Φ(f̃n0 (x)) dx e
4‖f̃n

0 ‖
L1
2

∫ t
0 e

γs
4 ds

6

∫

R

Φ(Gγ(x)) dx e
16
γ
‖f̃n

0 ‖
L1
2
(e

γt
4 −1)

.

Therefore, we have proved that

sup
t∈[0,T ]

sup
n>1

(∫

R

gn(t, x)(1 + x2) dx+

∫

R

Φ(gn(t, x)) dx

)
<∞,

and we deduce from the Dunford-Pettis Theorem that, for any t ∈ [0, T ], the set {gn(t), n > 1}
is weakly relatively compact in L1(R). It now suffices to check that the family gn : [0, T ] →
L1(R) is weakly equicontinuous to conclude that (gn)n>1 is relatively sequentially compact in
C([0, T ], w − L1(R)). Let ϕ ∈ C1

c (R), t1, t2 ∈ [0, T ]. We infer from (C.32) that
∣∣∣∣
∫

R

ϕ(x)gn(t1, x) dx−
∫

R

ϕ(x)gn(t2, x) dx

∣∣∣∣ 6
1

4

∣∣∣∣
∫ t2

t1

∫

R

ϕ′(x)xgn(s, x) dxds

∣∣∣∣

+
1

2

∣∣∣∣
∫ t2

t1

∫

R2

|x− y|γgn(s, x)gn(s, y)
(
2ϕ

(
x+ y

2

)
− ϕ(x)− ϕ(y)

)
dxdy ds

∣∣∣∣ .

Hence, since |x− y|γ 6 |x|γ + |y|γ for γ ∈ (0, 1),
∣∣∣∣
∫

R

ϕ(x)gn(t1, x) dx−
∫

R

ϕ(x)gn(t2, x) dx

∣∣∣∣ 6
1

4
‖ϕ‖W 1,∞

∣∣∣∣
∫ t2

t1

e
s
4

∫

R

|x|fn(τ(s), x) dxds
∣∣∣∣

+ 4‖ϕ‖L∞

∣∣∣∣
∫ t2

t1

∫

R2

|x|γgn(s, x)gn(s, y) dxdy ds
∣∣∣∣ .
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Finally, we have
∣∣∣∣
∫

R

ϕ(x)gn(t1, x) dx−
∫

R

ϕ(x)gn(t2, x) dx

∣∣∣∣

6
1

4
‖ϕ‖W 1,∞‖f̃n0 ‖L1

2

∣∣∣∣
∫ t2

t1

e
s
4 ds

∣∣∣∣+ 4‖ϕ‖L∞‖f̃n0 ‖L1
2
‖f̃n0 ‖L1

∣∣∣∣
∫ t2

t1

e
s
4 ds

∣∣∣∣ ,

where the right-hand side tends to 0 as |t1− t2| tends to 0. Enlarging this result to ϕ ∈ L∞(R) is
classical and uses the uniform bound for moments of order 2 of gn(t) with respect to both n > 1
and t ∈ [0, T ]. It enables to conlude that there exists a nonnegative function g and a subsequence
of (gn)n>1 (not relabelled) such that

g ∈ L∞((0, T );L1
3(R)) and gn → g in C([0, T ], w − L1(R)).

Moreover, for any k > 2,
∫

R

g(t, x)|x|k dx 6 C̃k(γ) e
kt
4 min

(
τ(t)

− k−2
γ , τ(t)

− k
γ

)
, ∀t ∈ (0, T ). (C.34)

It is easy to check that g is a solution to (C.32) with initial conditionGγ . By uniqueness of such a
solution (see (Alonso et al. , 2020, Theorem A.1)), we deduce that g(t, ·) = Gγ for any t ∈ [0, T ].
It follows from (C.34) thatGγ ∈ ⋂k>0 L

1
k(R). �
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