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Abstract

With recent deep learning advances in natural language processing, tasks such as relation extraction have been solved on benchmark data with near-perfect accuracy. However, in a realistic scenario, such as in a French newspaper company mostly dedicated to local information, relations are of varied, highly specific types, with virtually no data annotated for relations, and many entities co-occur in a sentence without being related. We question the use of supervised state-of-the-art models in such a context, where resources such as time, computing power and human annotators are limited. To adapt to these constraints, we experiment with an active-learning based relation extraction pipeline, consisting of a binary LSTM-based model for detecting the relations that do exist, and a state-of-the-art model for relation classification. We compare several classification models of different depths, from simplistic word embedding averaging, to graph neural networks and Bert-based models, as well as several active learning query strategies, including a proposal for a balanced uncertainty-based strategy, in order to find the most cost-efficient yet accurate approach in our newspaper company’s use case. Our findings highlight the unsuitability of deep models in this data-scarce scenario, as well as the need to further develop data-driven active learning strategies.

Relation extraction is a mature field of natural language processing (NLP) that aims at finding the relations between entities in a text. Due to the power of recent language models, and with the use of annotated benchmark datasets, the latest research on relation extraction has focused on the classification of the relations expressed in a sentence. However, issues arise when trying to adapt these powerful models to real-life data, such as extracting relations from content from a local newspaper. In this real-life scenario, data is of a nature very different from standard benchmark corpora, exhibiting certain features that are specific to the regional ecosystem, thus challenging off-the-shelf models. The main feature of this data is that, while it is abundant and new content is added daily, almost none of it is annotated, as human expert annotation is expensive and journalists cannot devote much time to annotating their articles. Other issues of the annotated data, beyond its scarcity, include the fact that the entities present are very specific to the local context of the newspaper, that is, entities that are mentioned only once, or that do not appear in other sources, as they belong to the social and economic fabric of the area covered by the newspaper. Additionally, many entities co-occur in the same sentence but are not related, and some types of relations appear more often in the content than others. These factors, added to ownership of journalistic sources and trust issues, makes using external data impossible. Similarly, eliminating cases of meaningless co-occurring entities pairs, or fallacious relations, is not straightforward, due to the complex language style and numerous entities mentions within articles. Indeed, our dataset contains on average 5 identified entities per sentence, with proper nouns making up 24% of all words in the content. The complexity of language varies between samples as well, as sentences lengths range from 3 to 112, with an average of 25 words per sentence, and the depth of the dependency tree of a sentence varies between 3 and 30.
Figure 1: System architecture diagram

Previous works have been able to make use of unlabelled information, such as unsupervised relation extraction (Hasegawa et al., 2004; Takase et al., 2015), that clusters linguistic patterns if two given entities co-occur a sufficient number of times. Used directly, these clusters’ usability is limited, as they have to be studied and labelled by hand. Preemptive information extraction (Rosenfeld and Feldman, 2007; Shinyama and Sekine, 2006) instead uses such clusters of candidate relations as high-precision seeds to feed a second, semi-supervised model, but this requires redundant linguistic patterns or entity pairs to avoid semantic drift, which are unavailable here. On the supervised end of the learning methods, models range from syntax trees and hand-crafted features based on dependency parsing (Zelenko et al., 2003; Kambhatla, 2004; Xu et al., 2015; Liu et al., 2016; Cai et al., 2016) to deep learning (Wang et al., 2016; Lin et al., 2016). Most of the latest approaches are deep learning approaches, built on the transformer model (Devlin et al., 2019), such as (Yamada et al., 2020; Soares et al., 2019; Wu and He, 2019), and thus require large amount of labelled data or preexisting knowledge which we do not have. We develop an active learning approach to relation extraction in the newspapers’ articles to deal with the scarcity and cost of labelled data, while still leveraging the deep state-of-the-art models in relation extraction and classification. Uncertainty sampling has been shown to be adaptable to deep classifiers in (Prabhu et al., 2019) for NLP, and we select this approach, as it only relies on the distribution of probabilities output by a model, with little additional cost to adding such a strategy to a probabilistic model. For deep learning, (Sener and Savarese, 2018) or (Siméoni et al., 2021) report no improvement by using uncertainty sampling in image classification tasks, while (Siddhant and Lipton, 2018) find that uncertainty-based sampling outperforms random across three NLP tasks. Our aim is to find how these results transfer to real-life data, and whether deep learning is truly adaptable in our context, or whether shallower systems are more adapted.

In the following, we describe the active learning system we devised to test the compatibility of deep learning and active learning for relation extraction in real life. In our experiment, we compare three active learning scenarios and three different classification models. We aim at finding a cost-effective active learning strategy within our framework so as to minimize the amount of annotations needed. We therefore contribute to a study of several active learning scenarios to fit our newspaper use-case with specific, unbalanced local data, using machine learning models with different levels of depth. We notably study the relevance of very deep learning models in such a data-scarce scenario.

1 Methodology

The proposed architecture of our active learning system is presented in Figure 1. This iterative system is a pool-based active learning architecture, revolving around an expert oracle and a learner, described in Section 1.2. Our pool of content consists of sentences extracted from articles of the newspaper. We consider each pair of entities appearing together in a sentence as a candidate relation, and a sample thus consists of a sentence with two highlighted entities between which there may be a relation. Every sample gathered in this active learning experiment has been seen and labelled by a human expert only once. Our annotators being experts of the content used in the articles, we considered that they were trustworthy enough to not have to rely on collective annotation, which in turn allowed for more samples to be annotated by experts whose time is precious so as to create a small database of annotated content for experimentation. Our samples fall in one of 13 relation types, revolving around the life of local companies, such as dirige (is_director_of), a_son_siège_à (has_headquarters_located_in), or collègue_de (is_colleague_of) as well as a aucune (none) category. The resulting dataset is unbalanced with respect to the type of relations, as fallacious relations make the average being 6. These numbers highlight the challenge of applying state-of-the-art relation extraction solutions onto data whose complexity varies largely across samples.
up 60% of the samples, and classes *dirige* and *a_son_siège_à* concentrate 30% of the remaining samples.

### 1.1 Proposed active learning query strategies

Three propositions for the choice of query strategy are as follows, most of them revolving around uncertainty-based sampling:

- **Random**: take $k$ samples randomly from the entire pool of samples not used for training yet.
- **Least likely**: take the $k$ samples less likely in their prediction, i.e., that have the lowest prediction probability.
- **Mixture**: gather all unlabelled samples predicted as belonging to a given relation class, for each of the $l$ possible types of relations. In each of these $l$ relation class bins, select the sample predicted to be in said class with the lowest probability. This results in $l$ samples with low probability to belong to their predicted class, to which we add $k - l$ of the samples with the highest probability overall. This allows to control at the same time the border cases where the model does not distinguish relations very well, and to catch cases where the model is very confident of a wrong relation.

The least likely strategy, or least confident sampling, is the simplest version of uncertainty-based selection strategies: should the simplest and fastest form of uncertainty sampling work, it is likely that methods of sampling more tailored to the data can also succeed. The mixture strategy is an attempt to compensate for the unbalancedness of the data. We expect this to be particularly important for the classes that contain very few examples, as this strategy should select the examples most likely to be wrongly classified, which should be the rarest ones.

### 1.2 Models

The proposed learner is a pipeline of two models. We separate the task of detecting a relation from the classification of said relation. Our underlying idea here is that two light models are faster to train, and more likely to be correctly trained with a limited amount of data than a single large end-to-end model, with the classification model focusing on the small semantic differences between existing relations rather than focusing on the syntax to decide whether a relation exists or not. The detection model takes the word embedding, the part-of-speech tag and dependency tag of each word along the shortest dependency path that connects the two entities in a given sentence. These features are concatenated, and fed to an LSTM layer. The types of the two entities are fed to a simple fully-connected layer. The two outputs, encoding respectively the syntax of the sentence and the entities types, are merged through a dot-product, before a last sigmoid-activated fully connected layer.

For the classification model, we compare three models: a simple model based on average word embedding, C-GCN (Zhang et al., 2018) that is recent, does not require a transformer layer, and is adaptable to French, and a model based on a French flavour of BERT, FlauBERT (Le et al., 2020).

The very simple base classification model (named here BASE) takes as input the average word embedding of the sentence in a sample, averaging every word vector obtained for the words of the sentence. These word embeddings are obtained from a pre-trained skip-gram model (Mikolov et al., 2013) obtained from Fauconnier who made the embeddings publicly available. This input is fed to a fully connected layer, with a softmax output.

C-GCN considers the dependency parse of a sentence as a graph, and applies a graph convolution layer to obtain contextualized embeddings for each word. The final representation is obtained by concatenating the pooled representation for each entity and for the entire sentence, which is followed by a linear layer with a softmax activation.

The approach based on a pre-trained FlauBERT architecture (Le et al., 2020) (named here FlauBERT+FC), is inspired from (Alt et al., 2019) and (Shi and Lin, 2019). First, we construct the input sequence as **[CLS] sentence [SEP] entity1 [SEP] entity2 [SEP]**. To avoid over-fitting, the tokens of the input sentence corresponding to the entities are replaced by a special token representing the type of the entity ([PER], [LOC], [ORG] or [MISC]). Contrary to (Alt et al., 2019), we place our...
<table>
<thead>
<tr>
<th>Relation</th>
<th>Number of test samples</th>
<th>Number of training samples</th>
<th>Random</th>
<th>Least likely</th>
<th>Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>aucune (none)</td>
<td>60</td>
<td>774</td>
<td>0.47</td>
<td>0.43</td>
<td>0.48</td>
</tr>
<tr>
<td>dirige (is_director_of)</td>
<td>66</td>
<td>79</td>
<td>0.35</td>
<td>0.26</td>
<td>0.43</td>
</tr>
<tr>
<td>a_son_siège_à (has_headquarters_located_in)</td>
<td>46</td>
<td>75</td>
<td>0.31</td>
<td><strong>0.35</strong></td>
<td><strong>0.42</strong></td>
</tr>
<tr>
<td>collègue_de (is_colleague_of)</td>
<td>4</td>
<td>70</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>vit_à (lives_in)</td>
<td>13</td>
<td>58</td>
<td>0.06</td>
<td><strong>0.11</strong></td>
<td><strong>0.07</strong></td>
</tr>
<tr>
<td>sous_lieu_de (is_geographical_subdivision_of)</td>
<td>9</td>
<td>49</td>
<td>0.00</td>
<td><strong>0.24</strong></td>
<td><strong>0.14</strong></td>
</tr>
<tr>
<td>membre_de (is_member_of)</td>
<td>25</td>
<td>35</td>
<td>0.20</td>
<td>0.16</td>
<td>0.15</td>
</tr>
<tr>
<td>a_créé (is_creator_of)</td>
<td>23</td>
<td>32</td>
<td>0.35</td>
<td>0.20</td>
<td><strong>0.42</strong></td>
</tr>
<tr>
<td>filiale_de (is_subsidiary_company_of)</td>
<td>12</td>
<td>11</td>
<td>0.35</td>
<td>0.29</td>
<td>0.33</td>
</tr>
<tr>
<td>précède (is_predecessor_of)</td>
<td>3</td>
<td>11</td>
<td>0.40</td>
<td>0.29</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 1: F1 score for each relation class present in the test set for all three strategies and the BASE model, after last iteration (Bold font indicates improvement over random)

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>FluBERT</td>
<td>0.13</td>
<td>0.26</td>
<td>0.16</td>
<td>0.10</td>
<td>0.21</td>
<td>0.13</td>
<td>0.14</td>
<td>0.27</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-GCN</td>
<td>0.24</td>
<td>0.22</td>
<td>0.16</td>
<td>0.19</td>
<td>0.21</td>
<td>0.14</td>
<td>0.14</td>
<td>0.29</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BASE</td>
<td>0.36</td>
<td>0.33</td>
<td>0.32</td>
<td>0.34</td>
<td>0.29</td>
<td>0.29</td>
<td>0.39</td>
<td>0.37</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Weighted scores of multiclass classification for the different strategies, after last iteration (Bold font indicates the best F1 score)

We observed that the scores for all models show little improvement with the number of iterations, which means that adding annotated data yields marginally better results than the starting seed. The main culprit can be found in the highly imbalanced data. Indeed, most of the active learning samples display no relation, which leads to the detection model becoming very conservative, and discarding many samples as fallacious. In addition, two classes (dirige, is_director_of, and a_son_siège_à, has_headquarters_located_in) are disproportionately large, as visible in Table I which leads to a phenomenon of “concentration” on those two big classes, to varying degrees depending on the model. Notably, the C-GCN and FluBERT+FC models classify all data in one of those two classes, dirige, and still reach a satisfying loss, therefore never learning any of the features on the smaller classes. The major issue with these large models is that there is not enough data of any class to sufficiently train them, let alone on examples belonging to the smallest classes.

The final scores, available in Table II are obtained for each model and each query strategy after the last iteration, that is, after the last sample has been processed or the stopping criterion has been met. A first observation is that the mixture query strategy consistently improves the F1 score over the least

2 Experimental results

We trained all three models using each of the proposed active learning strategies. The data consists of 1,271 annotations split in 13 categories, as well as two pools of 588 and 261 samples, respectively the "seed" to initialize the models, and the test set. All models are trained as part of a pipeline, where the detection model is trained jointly with the classification model. Except for FluBERT+FC where we initialized the model with the pre-trained FluBERT weights, all models were trained from scratch, including the detection model. The three tested strategies are respectively random, least likely and mixture. At each iteration, the model is re-trained on the entire annotated pool plus 20 annotations selected through the query strategy, until either a criterion of a difference of micro F1 score inferior to 0.001 is reached, or 60 iterations have been completed, which amounts to almost the entire training pool.

We observed that the scores for all models show little improvement with the number of iterations, which means that adding annotated data yields marginally better results than the starting seed. The main culprit can be found in the highly imbalanced data. Indeed, most of the active learning samples display no relation, which leads to the detection model becoming very conservative, and discarding many samples as fallacious. In addition, two classes (dirige, is_director_of, and a_son_siège_à, has_headquarters_located_in) are disproportionately large, as visible in Table I which leads to a phenomenon of “concentration” on those two big classes, to varying degrees depending on the model. Notably, the C-GCN and FluBERT+FC models classify all data in one of those two classes, dirige, and still reach a satisfying loss, therefore never learning any of the features on the smaller classes. The major issue with these large models is that there is not enough data of any class to sufficiently train them, let alone on examples belonging to the smallest classes.

The final scores, available in Table II are obtained for each model and each query strategy after the last iteration, that is, after the last sample has been processed or the stopping criterion has been met. A first observation is that the mixture query strategy consistently improves the F1 score over the least
likely strategy, and either improves or is similar to the random strategy. The least likely strategy consistently performs more poorly than others, as it forces the model to only learn on the hardest samples. The mixture strategy mitigates this effect by incorporating to the uncertain samples some of the best predicted samples, therefore encouraging the model in some of its best predictions and feeding it with easy examples of each relation.

The mixture strategy improves both precision and recall on the detection task alone compared to the random strategy, with, for the BASE model, precision increasing from 0.29 to 0.38, and recall increasing from 0.15 to 0.16. This is due to the mixture strategy selecting 40% of fallacious relations, compared to random that selects 60%. By decreasing the number of fallacious samples fed to the detection model, it trains over more examples of actual relations, and does not discard rare relations as fast. This mixture strategy shows only little improvement over random for the classification task, with a change in the results according to class size: slightly worse precision and recall on very small classes but better results on both large classes and some middle-sized classes, as shown in Table 1.

The scores for the middle-sized classes do not improve much, contrary to what was expected. This gives an insight on the workings of the mixture strategy, which eventually acts as a guardrail for middle-sized class examples: selecting the least well predicted samples in each class tends to often select the samples whose relation is more present in the dataset, and catch when they have been wrongly predicted as belonging to one of the small classes, thus improving the scores on the largest and middle-sized classes. Examples from smaller classes are not well represented, as the mixture strategy selects from the predicted classes only, and not the real classes. As rare examples are more likely to be classified in the wrong category, our model does not necessarily train on an instance of a small class at each iteration. A possible explanation for the worsening of the performance on some of the middle-sized classes is that the vocabulary and turns of phrases are similar for these relations, such as *membre_de* (is_member_of) and *dirige* (is_director_of), to the point where a simplistic BASE model reaches its limits, and the larger models cannot learn to distinguish on so little training examples.

## 3 Conclusion

This work studied the relevance of deep learning in the context of active learning, in an attempt to use this framework to decrease the cost of annotation in a newspaper company context. We thus compared models of various depths, and also compared uncertainty-based strategies. All things equal, larger models such as C-GCN or transformers do not outperform a much simpler one for this small dataset. Even for a high-resource language such as French, with deep models that are extensively pre-trained, the more complex approaches require too much data to fine-tune on this task, and simpler models are therefore better suited, at least in the first steps of such models, when the amount of labelled data is so limited. This falls in line with previous results, concluding that active learning and deep learning do not mix well in the task of relation detection and classification. A second finding is that, given the larger amount of data needed to train larger models, it is also impossible in our setting to draw definitive conclusions about the influence of the number of iterations or the active learning strategy. Still, our choice of a hand-crafted strategy marginally improves final results compared to a random or least likely strategy, hinting to the fact that purely uncertainty-based strategies are not a good fit for our data, but that future works involving real-life scenarios will benefit from an active learning strategy more tailored to the use-case. A possible direction to explore is diversity sampling, that encourages the selection of samples that reflect the complexity and diversity of real-life scenarios. Within this paradigm, the strategies most promising for our use-case are cluster-based sampling, that selects samples from groups created though unsupervised clustering, and representative sampling, where the training domain differs from the target domain, thus geared towards cross-domain adaptation.
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