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The SONICOM project: Al-driven immersive audio,
from personalisation to modelling

Lorenzo Picinali, Brian FG Katz, Michele Geronazzo, Piotr Majdak, Arcadio Reyes-Lecuona and
Alessandro Vinciarelli

Abstract

Every individual perceives spatial audio differently due in large part to the unique and complex shape of their ears and head.
Therefore, high-quality headphone-based spatial audio should be uniquely tailored to each listener in an effective and efficient
manner. Artificial Intelligence (Al) is a powerful tool that can be used to drive forward research in spatial audio personalisation.
The SONICOM project aims to employ a data-driven approach to link the physiological characteristics of the ear to the individual
acoustic filters which allow us to localise sound sources and to perceive them as being located around us. A small amount of
data acquired from users could allow personalised audio experiences, and Al could facilitate this by offering a new perspective
on the matter. A Bayesian approach to computational neuroscience and binaural sound reproduction will be linked to create a
metric for Al-based algorithms that will predict realistic spatial audio quality. Being able to consistently and repeatedly evaluate
and quantify the improvements brought by technological advancements, as well as the impact these have on complex interactions
in virtual environments, will be key for the development of new techniques and unlocking new approaches to understanding the
mechanisms of human spatial hearing and communication.

Index Terms

Immersive audio, binaural spatialisation, artificial intelligence, perceptual modelling, virtual and augmented reality.

I. INTRODUCTION

Immersive audio is what we experience in our everyday life, when we can hear and interact with sounds coming from
different positions around us. We can simulate this interactive auditory experience within Virtual Reality (VR) and Augmented
Reality (AR) using off-the-shelf components such as headphones, digital signal processors (DSP), inertial sensors and hand-held
controllers. Immersive audio technologies have the potential to revolutionise the way we interact socially within AR/VR envi-
ronments and applications. But several major challenges still need to be tackled before we can achieve this level of simulation
and control. This will involve not only significant technological advancements, but also employing artificial intelligence (AI)
to measure, model and understand low-level psychophysical (sensory) as well as high-level psychological (social interaction)
perception.

Funded by the Horizon 2020 FET-Proact scheme, the SONICOM project [1_-] started in January 2021 and, over the course of
the next five years, will aim to transform auditory social interaction and communication in AR/VR by achieving the following
objectives:

o Design a new generation of immersive audio technologies and techniques to transform social interactions, specifically

looking at customisation and personalisation of the audio rendering.

o Explore, map, and model how the physical characteristics of spatialised auditory stimuli can influence observable be-

havioural, physiological, kinematic, and psychophysical reactions of listeners within social interaction scenarios.

« Evaluate the techniques developed and data-driven outputs in an ecologically valid manner, exploiting AR/VR simulations

as well as real-life scenarios.

o Create an ecosystem for auditory data closely linked with model implementations and immersive audio rendering com-

ponents, reinforcing the idea of reproducible research and promoting future development and innovation in the area of
auditory-based social interaction.

II. OVERVIEW

SONICOM involves an international team of 10 research institutions and creative tech companies from six European countries,
all active in areas such as immersive acoustics, artificial intelligence, spatial hearing, auditory modelling, computational social
intelligence and interactive computing. The workplan is centred around three pivotal research work packages titled Immersion,
Interaction, and Beyond, respectively. Sec. summarises the aims and objectives of the first, identifying relevant technical
developments and sensory aspects. On the other hand, the second focuses on the interaction between these and higher-level
socio-psychological implications as briefly outlined in Sec. The integration of the core research, the proof of concepts
evaluations, and the creation of the auditory data ecosystem ensures that the various outputs of the project will have an impact
beyond the end of SONICOM (see Sec. [V).
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Fig. 1. HRTF measurement setup at Imperial College London (axdesign.co.uk)

III. IMMERSION

Before reaching the listener’s eardrums, the acoustic field is filtered due to shadowing and diffraction effects by the listener’s
body, in particular, the head, torso, and outer ears. This natural filtering depends on the spatial relationship between source and
listener and can be described by so-called head-related transfer functions (HRTFs). These can be acoustically measured (e.g.
see figure [1) or numerically modelled (e.g. [L]. Everyone perceives sound differently due to the particular shape of their ears
and head. For this reason high-quality simulations should be uniquely tailored to each individual, effectively and efficiently.
Within SONICOM we propose a data-driven approach linking the physiological characteristics of the ear to the individual
acoustic filters employed for perceiving sound sources in space.

Our HRTF modelling research considers a variety of approaches. On the one hand, we focus on the creation of parametric
pinna models (PPM) [2], [3] and their application to create an Al-based framework for the numerical calculation of HRTFs. On
the other hand, we focus on HRTF database matching, an approach based on the hypothesis that individuals can be paired with
existing high-quality HRTF datasets (measured or modelled), as long as they share some relevant pre-defined characteristics
in the perceptual features space. To this end, we will expand the procedures based on objective similarity measures [4] and
subjective listener input [5]], [6]]. Said measures concern geometrical variations for parametric pinna models, perceptually signal
deviations of the resulting computed HRTFs, and signal domain similarities for HRTF matching, all referenced to a project
database comprising geometrical scans and associated HRTF measurements from a set of individuals.

Being able to consistently and repeatably evaluate and quantify the improvements brought by these technological advance-
ments will be absolutely key not only for the development of new techniques, but also for unlocking new approaches to
understanding the mechanisms of human spatial hearing. Our approach to personalisation presents a new perspective on this
problem, linking Bayesian theories of active inference [7]], [8] and binaural (i.e. related to both ears) sound reproduction to
create datasets of human behaviour and perceptually-valid metrics modelling such behaviour. By having the acoustic simulations
validated against acoustic measurements, and human auditory models validated against actual behaviour, we will provide
important tools for the development of Al-based algorithms predicting realistic spatial audio quality. These evaluation metrics
are therefore derived through complimenting the above mentioned project database with perceptual results of the same set of
individuals to a variety of perceptual tests.

We will concentrate on the issue of blending virtual objects in real scenes, which is one of the cornerstones of AR. In
order to blend the real with the virtual worlds in an AR scenario, it is essential to develop techniques for the automatic
estimation of the reverberant characteristics of the real environment. This will be achieved by characterising the acoustical
environment surrounding the AR user, using this in-situ data to synthesize virtual sounds with matching acoustic properties.
The data extracted can then be employed to generate realistic virtual reverberation matching the real world. After a set of pilot
studies looking at the perceptual needs in terms of reverberation processing (e.g. [9]), we will employ geometrical acoustics
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and simplified computational models, such as scattering delay networks [10], [11], to generate real-time simulations of the
real-world environment where the listener is located.

Finally, to provide ecologically valid evaluations, studied settings will not be limited to over-simplified highly-controlled
traditional “laboratory” conditions, but will aim to extend the set of evaluation scenarios to better represent a variety of real-
world use cases for AR/VR technology. Combining the desire for robust evaluation techniques with realistic use cases requires
a delicate balance of experimental design in order to present a real-world like context while still maintaining the required
laboratory controllability in order to obtain meaningful exploitable data (e.g. [12]).

I'V. INTERACTION

AR and VR technologies work by stimulating the senses of their users and, as a result, most of the previous research
has focused on reproducing the sensory experience of the physical world. However, this is not sufficient when a virtual or
augmented environment involves the interaction with other agents, whether human or artificial.

For example literature shows that a behavioural cue (a smile, a gesture, a sentence, etc.) stimulates the same range of
unconscious reactions whether it is displayed by an artificial agent or by a person [13]. Such a phenomenon, known as media
equation [14], can be observed in AR/VR where, in the particular case of speech, it is possible to simulate different distances
between artificial speakers and listeners. This is important because social and physical distances are deeply intertwined from
a cognitive and psychological point of view [15]]. Therefore, it is possible to expect that VR users will tend to attribute
different social characteristics (intentions, personality traits, attitudes, etc.) to speakers rendered at different distances in the
physical space. Besides being interesting from a scientific point of view, such a phenomenon can contribute to the design of
personalised interaction experiences. For example, it could enable a virtual pet to develop deeper intimacy with children by
sounding physically closer or help a virtual character to appear less friendly by sounding more distant. More generally, it will
be possible to modulate the perceived distance between VR users and virtual agents according to roles these latter play within
the immersive and interactive environments. While having attracted significant attention in recent years, the use of perceived
physical distance to interface VR technology with psychology and cognition of its users is still at a pioneering stage (see,
e.g., [16], [17]). Its investigation is part of what is planned within the SONICOM project, and promises to be fruitful from
both scientific and technological points of view.

V. BEYOND

Ensuring that the project’s accomplishments (algorithms, Al-based models, evaluation data, etc.) remain available to the
various stakeholders including the wider research communities beyond SONICOM is of primary importance in scientific
projects. In order to facilitate this and consolidate all the developed tools within a common structure, the SONICOM Ecosystem
will be created, which will include open source software modules implementing the various tools, algorithms and models
developed within the project.

The main part of the SONICOM Ecosystem will be the SONICOM Framework consisting of the Binaural Rendering Toolbox
(BRT), auditory data and models, and dedicated hardware. The rendering core of the BRT is inspired by the work already done
on the development of the 3D Tune-In Toolkit [18]]. It will be implemented as an interchangeable module, allowing the use
of various rendering engines for various software platforms, connected with the rendering core modules using interfaces and
communication protocols. Once benchmarked and evaluated, the SONICOM Framework will become part of the SONICOM
Ecosystem. The Ecosystem will further include the Auditory Model Toolbox (AMT) [[19]], [20] and toolboxes dealing with
HRTFs stored in the spatially oriented format for acoustics (SOFA) [21]. SOFA, a standard of the Audio Engineering Society
(AES69-2015, [22]), has received a recent upgrade and will further extended towards the needs of SONICOM and its Ecosystem.
Further component of the Ecosystem will be Mesh2HRTF, an application to numerically calculate HRTFs. Originally developed
in 2015, [IL], it will receive a major upgrade when integrated in the Ecosystem.

Considering the timeline of the project, the core research activities of the Immersion and Interaction work packages will
progress until the first half of 2024, when the work on the SONICOM Framework and Ecosystem will commence. These efforts
will be preparatory to the launch of the Listener Acoustic Personalisation (LAP) challenge, opening up to researchers across the
world to contribute and compete, within various scenarios and tasks, with their state-of-the-art HRTF personalisation algorithms.
The recently introduced paradigm of the egocentric audio perspective [23] will guide the definition of effective evaluation
measures considering the first-person point of view for embodied, environmentally situated perceivers with sensorimotor
processes tightly connected with their exploratory actions. A publicly released corpus will be an integral part of the Ecosystem,
and will include Al-driven data, behavioural and HRTF data, and human body scans for a set of listeners. Moreover, a range
of real-life scenarios of increasing complexity will be captured by microphone arrays and multimodal sensors to form the
ground truth of objects and actions in the scenes. All of this is meant to simulate a digital replica of the complex listener-
(virtual)reality system able to model a virtual/augmented listening experience. Such integration of SONICOM’s outputs aims
to promote reproducible research, creating a sustainable basis for further research beyond SONICOM.
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VI. CONCLUSIONS

While it is true that a large amount of research has been carried out in recent years looking at solutions to challenges that
are similar to what we are tackling in SONICOM, there are transformative elements within the research we are planning which
could be the key to creating a new generation of immersive audio technologies and techniques. One such element is the use
of a data-driven and Al-based approach to HRTF personalisation, looking not only at the physical nature of the problem (e.g.
ear morphology), but also at the perceptual side of things (e.g. listener preferences and performances). The extensive use of
perceptual models also presents a strong element of novelty, using existing ones as a guide during the prototyping and design
stages, as well as for helping to better understand the experimental research outputs, and at the same contributing to the creation
of new and more accurate models to be shared with the wider research community. Within this context, the attempt to make
use of the collected data to model social-level processing within existing sensory models is a novel element, and will allow
to better predict responses to complex tasks such as speech-in-noise understanding and, more in general, sonic interactions
within AR/VR scenarios.

Finally, it seems clear that to ensure an adequate level of standardisation and consistently advance the achievements of
research in this area, a concerted and coordinated effort across disciplines, research institutions and industry players is absolutely
essential, and this is precisely what we are trying to do within SONICOM.
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