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ABSTRACT

In this article, we propose a new approach for the cow heat
detection from endoscopic images. Our approach permits to
identify on the fly the cow heat state through two successive
stages, namely cervix detection then heat classification. For
this purpose, images are analyzed by a Transformer based de-
tection model to localize the cervix, in which case they are
analyzed by a CNN-based heat classification model. The pro-
posed approach permits to assist the farmer during the insem-
ination operation by localizing the cervix in an accurate way.
Moreover, the confidence level of the final decision of the
classification model is increased by focusing its analysis only
on cervix images. The effectiveness of our method is demon-
strated on our generated dataset and the obtained performance
outperform the state of the art.

Index Terms— Deep learning, Transformer, Endoscopic
images, Artificial insemination, Cervix detection

1. INTRODUCTION

In cow farming, artificial insemination is a reproduction
biotechnology that is widely spread [1]. Nevertheless, to suc-
cessfully accomplish cow insemination, its heat period needs
to be correctly detected, a stage that the farmer can possibly
observe through certain behaviors of the cow [2], without
complete certainty [3]. The expert or the veterinarian then
intervenes to confirm the state of heat and locate the cervix
to introduce the spermatozoa. At that point, farmers face
two challenges, the availability of experts at the right time
(cow heat) and the cost associated with their interventions,
particularly if the state of heat is already over [4].
In this context, we have recently proposed the first vision
system for cow heat detection based on the analysis of its
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genital tract [5]. More specifically, the system permits to
analyze the endoscopic video, collected using an innovative
insemination device named Eye Breed [6], and classify its
heat state. The advantages of our system are two folds: 1)
it offers the farmer the possibility to carry out autonomously
the insemination operation thanks to the Eye breed device
which is equipped with an endoscopic camera, 2) it provides
the farmer assistance for identifying the cow heat state thanks
to the video analysis model which is based on a tailored CNN
classifier. In this article, we propose a new approach for

Fig. 1: Flowchart of our cow heat analysis method.

cow heat detection. As illustrated in Figure 1, our approach
permits to identify on the fly the cow heat state through two
main stages namely cervix detection then heat classification.
For this purpose, each frame of the input video stream, col-
lected by the endoscopic camera of the Eye breed device, is
analyzed by a Transformer based detection model to localize
the cervix, in which case the frame is analyzed by the CNN
based heat classification model. The final result of the frame
analysis (cervix box + heat state) is displayed on the screen.
Our proposed approach permits to significantly improve the
two functionalities of our previous system [5]:



• It further facilitates the insemination operation per-
formed by the farmer thanks to the integration of the
cervix detection model. Indeed, the model is able to
detect and localize on the fly and in an accurate way
the cow cervix offering thus to the farmer an assistance
in the device guidance inside the cow genital tract.

• It increases the performance of our original heat state
classification model by excluding from its analysis
noisy video frames. To this end, the model only pro-
ceeds to the analysis of frames that are identified by the
cervix detection model as positive.

Additionally, we show through the experimental study con-
ducted on our dataset that the proposed Transformer architec-
ture for object detection outperforms the state of the art ones
[7, 8, 9, 10, 11, 12].

2. RELATED WORKS

Several works have been proposed in the literature for
cow heat detection from the analysis of its visual behav-
ior [13, 14, 15]. To this end, the proposed methods aim to
exploit recorded videos in the farms in order to detect auto-
matically special postures of the cows, such as being-mounted
or standing-to-be-mounted, which are considered as the main
heat indicators [3]. Basically, the proposed methods, exploit
either handcrafted features to characterize video frames then
analyze their spatio-temporal evolution to detect a behavior
change [14, 15] or exploit CNN models trained for posture
detection [13]. However, the exploitation of these methods in
the context of farms represents a real challenge in reason of
cameras deployment issues both on ethical and logistic plans.
Moreover, as the cow behavior is impacted by its health and
its environment [3], the effectiveness of these methods re-
mains limited. Our proposed method permits to address these
issues since it is based on the analysis of the genital tract of
the cow. The main novelty of the present work compared
to our previous work [5] is the proposition of a two stages
methodology for heat analysis namely 1) cervix detection
and 2) heat classification instead of a one-stage methodology
based on the classification only. The new methodology per-
mits to increase the heat analysis precision. For this purpose,
we designed a Transformer based cervix detection model. In
what follows, we will briefly discuss existing works on object
detection and the difference with our detection model.
As raised in the survey made by Liu et al. [16], most of
the recent methods are based on a unified detection strategy
where CNN architectures are exploited to simultaneously
predict object bounding boxes and their associated classes. In
this sense, among the existing CNN architectures one can cite
the YOLO series 1-5 [17, 11, 10, 9, 7], the transformer-based
DETR model [8] and Deformable-DETR [12]. Indeed, these
methods have shown high performances in term of detection
accuracy over the benchmarking datasets such as the COCO

[18] and the VOC [19] datasets. Nevertheless, in reason of
the requirements of the existing datasets [18, 19], these ar-
chitectures are designed and trained in such a way to detect
at least one target object in the image. Hence, their direct
exploitation for cervix detection from endoscopic videos will
lead to a high detection rate of false positives which is a
major issue in our case. Indeed, detecting a false cervix will
increase the number of noisy frames to be analyzed by the
classifier and will mislead the farmer in the insemination
operation. To address this issue, our detection model has
been designed to perform exclusively the detection task and
has been trained on a balanced image dataset that includes
positive and negative cervix examples.

3. PROPOSED METHODOLOGY

Our proposed methodology for cow heat analysis exploits
two CNN architectures namely Transformer-Darknet19 and
Inception-VGG8 for cervix detection (stage 1) and heat clas-
sification (stage 2) respectively. In this section, we present
the first architecture (Transformer-Darknet) which is a vari-
ant of the original DETR architecture [8]. For more details
about the second architecture (Inception-VGG8), we refer the
reader to our recent work [5]. Figure 2 illustrates the design of

Fig. 2: Overview of our Transformer-Darknet19 architecture
for cervix detection.

our Transformer-Darknet19 architecture. More specifically,
image features are extracted using a CNN backbone corre-
sponding to the Darknet19 [11] architecture. The features are
then flattened and given to the encoder of the transformer in
the form of a data sequence which is the expected form by
transformers. To avoid losing spatial positioning informa-
tion of the image pixels, positional encodings of the flattened
features are joined to the input data sequence of the encoder.
The encoder proceeds then to learn, through a self-attention
mechanism [3], how to focus on relevant object patterns from
the input sequence. The encoder output is then exploited by
the decoder to learn, through an attention mechanism, how
it can affect the prediction of the two positional embeddings
that represent the existence and absence of a cervix object
respectively. Finally, the decoded output is passed to an FFN
(Feed Forward network corresponding to a 3-layer perceptron



of size 2048 each) for box prediction.
It is worth mentioning that to adapt the original DETR archi-
tecture [8] to our problem, we have: 1) used the Darknet CNN
backbone for image features extraction instead of ResNet, 2)
limited the number of encoders and decoders to one instance
instead of six, 3) limited the number of positional embeddings
for encoding the cervix existence and absence to 2 instead of
100.
The choice of Darknet19 backbone is explained by the fact
that, contrary to ResNet, it has a reasonable depth which helps
to limit the overfitting during the training process of the whole
architecture. The backbone has been firstly pretrained on the
ImageNet dataset and to extract image features we consid-
ered the output of the 18th convolutional layer (1024 feature
maps). The limitation of the number of encoders/decoders to
1 is due to the particularity of our detection problem. Indeed,
in our case, endoscopic images contain at most one target
object of a unique class (cervix). Hence one encoder/decoder
is enough to characterize the object while reducing the com-
plexity of the global architecture. To achieve our goal of
encoding the existence and absence of the cervix (2 posi-
tional embeddings), we have trained our global architecture
on a balanced dataset that includes images of the two classes
(with and without cervix boxes). In addition, we have modi-
fied the loss function by replacing the L1 loss component by
the smoothL1 loss in order to faster the convergence of the
learning [20].

4. EXPERIMENTAL STUDY

4.1. Generated endoscopic image dataset

Our dataset consists of 12732 labeled endoscopic images
which have been extracted from 79 recorded videos of sim-
ulated insemination operation on several cows using the Eye
breed device. The labelling of each image corresponds to
i) its heat class (heat or no-heat) which is the video class
assigned by the expert and ii) associated cervix bounding box
which is set up to null if there is no cervix. The set of images
have been split into a training set of 10734 images and a
validation set of 1998 images. Both two sets are balanced in
term of positive and negative cervix boxes. In addition, the
dataset split has been done in such a way that the frames of a
given video are completely included either in the training set
or in the validation set. To reach this goal, we have randomly
split our set of videos into 69 videos for training and 10 for
validation. All the video frames have been extracted using
an FPS rate set to 5. To evaluate the generalization level of
our models, we exploited the 10 validation videos to extract
a larger set of labelled images namely 32552 and considered
it as a test set. For this purpose, the video frames have been
extracted using the default FPS rate of the concerned videos
which is ranged between 20 and 102. Indeed, this parameter
can be finetuned by the operator during the recording.

4.2. Performance evaluation

To evaluate the performance of our method we considered
two scenarios: 1) we have evaluated the performance of the
cervix detection model (stage 1) and 2) we have evaluated the
performance of the global pipeline namely cervix detection
and heat classification (stage 1 + stage 2). The obtained per-
formances in both scenarios have been compared with those
of the state of the art namely YOLO series [7, 9, 10, 11],
DETR-ResNet50/101 [8], Deformable-DETR-R50 [12] and
Inception-VGG8 [5]. To this end, each method has been
trained, validated and tested on the sets presented in the pre-
vious section. To train the state-of-the-art methods we used
their respective source codes which are publicly available and
set up their parameters following the recommendations from
the referenced articles.

4.2.1. Cervix detection performance

Positive vs. Negative frames – To measure the ability
of the models to distinguish between positive and nega-
tive cervix frames we calculated their accuracy (ACC =
(TP +TN)/(TP +TN +FN +FP )), precision (PRE =
TP/(TP + FP )) and recall (REC = TP/(TP + FN)).
Table 1 summarizes the obtained results on the 32552 im-
ages of the test set. We can observe that our detection model
reached an accuracy of 87.1% which is the best one compared
to the other models. The table also shows that, contrary to
the other models, our model tends to favor the precision over
the recall (98.9% vs. 76.3%). This means that our model has
a weak rate of FP which is more suited in the context of our
insemination application.
Cervix box localization – To measure the ability of the mod-
els to detect the cervix and localize it, we calculated their
average precision (AP = TP/(TP + FP + FN)). The
TP, FP and FN are calculated with respect to the ground-truth
boxes based on an IoU (Intersection over Union) metric. They
correspond for a given frame to what follow:

• TP a box detected with an IoU≥ threshhold compared
to the ground-truth box.

• FP all additional boxes detected within the same frame.

• FN missed box (empty frame) or box detected with an
IoU<threshold compared to the ground-truth box.

Figure 3 shows the obtained results of the top 3 models on the
16773 positive frames of the test set using several IoU thresh-
olds [0.5, 0.95]. The curves in the figure permit to observe
that our model reached a precision which is slightly less than
the one obtained by the YOLOv5s (75.6 vs. 79.5) for a small
IOU threshold (0.5). Nevertheless, our model and contrary to
the others, succeeded to keep the same level of performance
with relatively a high threshold (0.75) which clearly indicates
that it has a better cervix localization ability.



YOLOv2 [11] YOLOv3 [10] YOLOv4 [9] YOLOv5s [7] DETR-R50 [8] DETR-R101 [8] D-DETR-R50 [12] Our method
ACC 51.4 62.5 78.1 83.8 81 51.8 67.3 87.1
PRE 51.4 67.7 78.1 78.9 80.4 58.2 63.7 98.9
REC 100 95.8 85.1 93.5 83.4 23.3 83.2 76.3

Table 1: Cervix detection models performance comparison obtained on the test set (32552 images).

Fig. 3: Performance comparison in term of cow cervix lo-
calization obtained on the test set of positive frames (16773
images).

4.2.2. Cervix detection and heat classification performance

We measured for each model the mean of average precision
(MAP = (APheat + APno−heat)/2) which takes into con-
sideration the detection quality and classification as well. In-
deed, it is not relevant to evaluate separately the classification
of the state of the art methods in reason of their unified detec-
tion and classification strategy.
The APclass = TPclass/(TPclass + FPclass + FNclass))
where class = heat, no-heat. To this end, we used the
16773 positive frames of the test set and split them accord-
ing to their heat category. Each APclass has been calculated
using several IoU thresholds [0.5,0.95] and has been averaged
to obtain a global performance for each class. Table 2 shows
the obtained results by the best 3 models together with their
complexities. We can observe that our method has reached
the highest percentage for both classes outperforming widely
the state of the art ones. In addition, it has a reasonable com-
plexity making possible its deployment on a smartphone. To

Method APh APnh MAP Params FPS
YOLOv5s [7] 59.6 56.2 57.9 7M 151
DETR-R50 [8] 44.5 40.6 42.5 36.7M 20

Our method 68.5 70.7 69.6 26.5M 46

Table 2: Performance comparison of the final decision on
cervix detection and heat classification obtained on the test
set of positive frames (16773 images).

compare the performance of our new method with our previ-

ous one [5], we evaluated both of them on the validation set of
10 videos and calculated their rates of correct prediction (heat
or no-heat). We also exprimented two other conbinations :
DETR-R50 [8] + IVGG8 [5] and YOLOv5s [7] + IVGG8 [5].
Figure 4 shows the obtained results on 5 videos from each
class. We can observe that all methods are able to correctly
predict the heat state. However, our new method shows more
confidence in its decision since it gives the highest rates for
all the videos.

Fig. 4: Results in (%) of heat state prediction on the validation
set composed of 10 videos.

5. CONCLUSION

A new deep learning-based approach for cow heat analysis
from endoscopic images has been proposed. The approach
goes through two main stages namely cervix detection and
heat classification. The effectiveness of our approach has
been demonstrated on our dataset outperforming the state-
of-the-art methods. More specifically, our transformer-based
detection model reached an accuracy of 87.1% which permit-
ted to increase the confidence level of the final decision of our
method for heat prediction in comparison with our previous
method [5]. We believe that this new method will further
assist the farmer in the insemination operation offering him a
precision detection and analysis tool.
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