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Abstract—The use of recurrent neural networks in several
applications has allowed to capture impressive results, especially
in various applications such as video prediction and it has become
a promising direction of scientific research. In this paper, we
introduce a novel algorithm for video prediction called ”Ro-
bust Spatiotemporal Convolutional Long Short-Term Memory
(Robust-ST-ConvLSTM) Algorithm” that outperforms the state-
of-the-art approaches. Robust-ST-ConvLSTM is a memory flow
algorithm based on higher order ConvLSTM. This memory flow
algorithm is holding the spatiotemporal information to optimize
and control the prediction abilities of the ConvLSTM cell. Our
approach is developed in the specific context of predicting future
frames based on historical observations, and we experimentally
validate the ability of the proposed algorithm on two spatiotem-
poral datasets, including a moving variant of MNIST dataset of
handwritten digits, and KTH which is a human motion dataset.

Index Terms—Video prediction, deep learning, neural net-
works, computer vision, ConvLSTM, memory flow, hidden states

I. INTRODUCTION

Video prediction or predicting what happens in the next
frames is the key component of intelligent decision making
systems. It is also, an emerging field of computer vision and
deep learning that is facing many challenges. Actually, these
predictive systems have many real-world applications such as
video surveillance or human and buildings security which is
one of the most frequently debated issues nowadays.

Video prediction networks are based on historical informa-
tion gathered from continuous and unlabeled video frames.
These networks aim to forecast future frames in a video
after having some previous images. Formally, we suppose
Xt ∈ Rw×h×c is the t-th frame of a dynamic scene X =
(Xt−n, ..., Xt) with n frames, where w, h, and c denote
width, height and number of channels, respectively. The main
target from this project is to predict the next m frames
Y = (Yt+1, ..., Yt+m) from the input X .

Since deep learning has demonstrated its performances
and effectiveness in video processing and because feature
extraction from images using traditional supervised machine
learning methods is challenging, deep learning for video
prediction could be a promising research direction and a very
powerful tool for better performances. However, despite the
huge advancement is deep learning models, video prediction

remains a big challenge in terms of image deblurring and long-
term prediction. Therefore, we propose in this paper a new
algorithm called Robust Spatiotemporal Convolutional Long
Short-Term Memory (Robust-ST-ConvLSTM) algorithm for
video prediction as a long-term prediction algorithm that can
forecast more than 20 frames. Also, it outperforms the state-
of-the-art architectures. Thus, we empirically demonstrate the
performance of our model on the main two challenges men-
tioned above. In fact, the main cell of our architecture is a
modified ConvLSTM cell. Actually, ConvLSTM architecture
is commonly used for spatiotemporal predictive systems with
a traditional roadway for the memory state. However, this
approach is outdated and not optimal for many reasons and
that’s why some changes on its main structure have been
done. Firstly, the predictive algorithms based on ConvLSTM
focus on the long-term stochastic properties of the data rather
than its spatial distortion. Nevertheless, for video prediction,
spatial and temporal data structure are important and should
be taken into account. Secondly, the spatiotemporal cell state
designed will handle low-level and semantic aspects of the
spatiotemporal video data which are significantly important
to generate future frames. Thirdly, the memory flow will
propose new cell state and hidden state transition functions
different from the ordinary ones which have not fully used
the homogeneity of the input and the output space. Finally, the
ConvLSTM model proposes an explicit temporal information
encoding in each cell [32]. This first-order Markovian archi-
tecture updates the hidden states with information from the
previous time step only which harden the capturing of long-
range temporal correlations. In addition, most first-order RNN,
i.e the current hidden state is updated based on one previous
hidden state, suffer from the gradient vanishing problem in
back-propagation resulting in a difficulty in learning RNN to
model long-term dependency in data [33].

The remaining paper is organized as follows: Section
II discusses related works. In Section III, we describe
the main idea behind our proposed algorithm and its key
components. In Section IV, we evaluate the capability of
Robust-ST-ConvLSTM for multi-step video prediction on
two spatiotemporal datasets, including a synthetic dataset of
handwritten digits and a human motion dataset and report
its performance by comparing it against the state-of-the-art



algorithms. Finally, Section V provides conclusion and the
future research directions.

II. RELATED WORKS

A. Optical flow based methods

Many research projects have proposed video prediction
solutions based on optical flow or dense trajectory [1]–[4]. In
fact, optical flow is applied to report motion information about
objects of successive frames. Technically, these approaches
take the given dynamic scene as input to forecast the optical
flow of the future frame. The obtained result is then merged
with the last input frame to generate the future predicted video
frame. However, those approaches that necessitate supervised
training, use training datasets that contain optical flow infor-
mation which is not obviously provided in the commonly used
video datasets.

B. Deep Learning based methods

While the optical flow based models use the motion in-
formation to predict the frames, neural network approaches
analyze the frames and extract their features in order to exploit
the spatiotemporal representation to forecast the next frames.
In this section, recent deep learning models for video pre-
diction will be discussed after being classified into three
categories: recurrent neural networks, convolutional networks
and generative networks.
Although these neural networks based methods are better
than the traditional optical-flow-based solutions in terms of
performances, they are challenging and produce sometimes
blurry results. Obviously, it is a promising research area.

1) Recurrent models
Recurrent networks are commonly used for video sequences

related problems since they are considered as sequential data
with spatio-temporal representation.
Recurrent neural networks (RNN) have demonstrated
considerable success in video prediction research works that
are detailed in [7]–[23] . In fact, along with the advancements
in neural networks architectures, video prediction has been
studied extensively in recent years.
Zhang et al. proposed a ConvLSTM-based architecture where
hidden states are updated along a z-order curve [12]. The
model presents a novel training approach based on two
Z-Order Recurrent Networks (Znet): Znet-Predictor and
Znet-Probe. Since the majority of video prediction algorithms
based on ConvLSTM have duplicated features with same
functionality in both cell state and hidden state of the LSTM
unit, Znet came up with a novel routes updating to enhance
the hidden states. Technically, to trick the neural network, the
model is set to choose inputs that minimize the loss function
instead of updating weights and biases that minimize the cost.
W. Lotter et al. [15] presented a predictive neural network
(PredNet) architecture. This network aims to forecast future
video frames in dynamic scenes. Technically, every layer
in the network makes local predictions and only sends the
deviations from those predictions to the following layers.

The PredNet model is a series of recurrent blocks that make
local predictions, then subtracted from the input before being
forwarded to the subsequent network layer.
C. Lu et al. [18] propose a Flexible Spatio-Temporal Network
(FSTN). This model enables the generation of the frames
lying between the observed frames in order to output
slow-motion video sequences. Also, it proposes a novel loss
function to optimize the training phase of the model. The
architecture described above is based on two main models:
extrapolation model and interpolation model. Both of them
are considered as spatio-temporal autoencoders. However, the
extrapolation model has a guided training phase by the the
ground truth frames feeding each layer by the supervised
information needed, while the interpolation model does not
need the ground truth images. Another difference of the
two models lies in their definition. The interpolation is the
estimation of a value between given data points but the
extrapolation is useful when looking for a value that is either
higher or lower than the values in the dataset.
A recent RNN architecture was proposed by Wang et
al. in [24]. The idea behind this research work remain
behind the new spatiotemporal LSTM (ST-LSTM) unit that
take out and memorize spatial appearances and temporal
variations simultaneously since for video prediction we need
to consider both the spatial and the temporal structures. In
fact, the Predictive Recurrent Neural Network (PredRNN)
is based on spatiotemporal memory flow which allows the
memory cells to move vertically across stacked RNN layers
and horizontally through all RNN states. This approach is
different from stacked LSTM. Actually, in stacked LSTM,
memory states are updated independently from the visual
features which means that the first layer of the present time
step could ignore the information memorized by the last
layer at the previous time step. However, in PredRNN, a
memory cell is introduced to handle the information between
different time steps. Another problem is solved in [31].
The new memory cell can handle long-term and short-term
information at the same time which can limit the predictive
performances of the model. So, a pair of memory cells is used
and and explicitly decoupled in order to satisfy the different
variations. This model reduce the loss of visual information
from the very first layer to the top of the recurrent network.
Furthermore, another learning strategy was proposed called
reverse scheduled sampling. This strategy enables to learn
temporal dynamics from longer periods of the input video
and reduce the training discrepancy between the encoding
network and the prediction network.

2) Convolutional models
Different from recurrent neural networks, convolutional

networks are feed-forward neural networks that are commonly
used for computer vision challenges such as visual prediction.
Many models are based on convolutions for video prediction.
One of these architectures is a multi-model combining
temporal and spatial sub-networks which is proposed in [25]
and called MixPred. The future frame prediction approach



described is divided into two parts: a temporal model for
modeling the time series of the input video and a spatial
sub-network to model the spatial texture on the content. Then,
the authors tested an information fusion method for feature
map interaction between the two parts. This approach allows
to copy the unchanging pixels from the last frame thanks to
the temporal mask which means that the predicted frame has
the same clearness as the original frame. Also, synchronously
exchanging temporal and spatial information enables to fill
the changed pixels in order to have a complete predicted
image. This model uses only convolutional layers but it
could be theoretically enhanced by using another models like
the generative networks. However, the architecture of this
approach, in particular the choice of the hyperparameters,
differs with the model which their performances are compared
to. The model described above could be used not only in
future frames prediction but also in several applications such
as object tracking, action recognition and video compression.
In [26], the model trains a deep neural network to generate
video frames by flowing pixel values from existing ones
instead of initializing them from scratch. The model, called
Deep Voxel Flow (DVF), takes usually 3 frames from the
video scene without pre-processing: two frames are taken as
input and the third frame is used as the generated target. This
approach is based on the idea of borrowing voxels (3D-pixels)
from the adjacent frames to generate more realistic results.
The architecture is composed of a convolutional encoder-
decoder to forecast the voxel flow and a volume sampling
layer to generate the target image.
As in [25], the model can predict the in-between frames
(interpolation) and the future frames (extrapolation) of the
input dynamic scene. The voxel flow, used to sample the
input frames with the volume sampling function to synthesize
the target frame, has two main components: the spatial
component and the temporal one. The spatial element is the
optical flow for the predicted frame and the temporal part is
used to form a color in that frame.
The framework described above aims to predict one frame
but it can naturally be extended to a multi-frame prediction
framework with a fairly simple manipulation. In fact, the
target becomes a 3D volume and not 2D image and the
learning rate will be reduced to maintain stability in the
training phase. In addition, the spatiotemporal coherence is
maintained because of the preserve of local correlations due
to the convolutions across the temporal layers.
The strength of this model is that it combines the advantages
of the optical-flow-based approach and the newer neural-
network-based models. Also, it can be trained and tested on
any real-world video with any resolution. However, it fails in
scenes with repetitive patterns. Also, it generates some blurry
scenes, like most of neural-network-based implementations.

3) Generative models
Generative models are used to generate new samples from

the same distribution as the input data. The target behind
training generative models is to learn a probability distribution

that is similar to the data’s probability distribution. In video
prediction, the models described above aim to output a single
eventual outcome. However, generative approaches generate a
wide spectrum of feasible predictions.
The most common network structure in the field of video
prediction and image generation in general is Generative
Adversarial Networks (GAN). These networks are composed
of two sub-networks jointly trained, the discriminator and the
generator, to create fake samples that look like real data. Tech-
nically, the generator fools the discriminator by generating new
samples from a random noise (e.g. Gaussian noise). Then the
discriminator features the probability distribution function that
describes real data. Nevertheless, in video prediction, some
conditions could be added to the general implementation of
GAN in order to forecast the future frames.
In [27], a generative approach was proposed to prediction
frames based on cycle GAN. The main model is composed
of one generator and two discriminators. In fact, the generator
uses the retrospective cycle to predict both future and past
frames and we train it with reversed input sequences. More-
over, one discriminator is dedicated to identify fake frames
while the other is implemented to distinguish the sequences
that contain fake frames which is crucial in forecasting tem-
porally consistent frames. Technically, the loss function and
the network architecture make this approach special when we
compare it with the general formulation of GAN networks.
Since this model enables to predict a limited number of frames
before generating blurry images, a multi-frame prediction
strategy is employed. The model starts by forecasting the next
frame from an input video. Then, it constructs a new input
video by concatenating the last frames of the input video and
the predicted frame. Finally, the new input video will enable
the prediction of the next frame. This strategy is repeated until
we get the desired number of predicted frames.
In [28], the authors insisted on the fact that conditional
Generative Adversarial Networks (cGAN) are suitable for
video frames prediction because it can guarantee the spatio-
temporal coherence between the predicted frames and the input
video.
Another approach is discussed in [29] and is based on the
idea of dividing the video signal into two parts: content and
motion. Content to specify the objects in the sequence and
motion to describe their movements. The model is based on
mapping a sequence of random vectors to a sequence of
frames in order to generate the predicted videos. These random
vectors are composed of two parts: one for the content and
the other for the motion. Since this framework is based on
GAN, discriminators are used to learn motion and content
decomposition in an unsupervised way by introducing a new
adversarial learning scheme.

III. OVERVIEW OF THE PROPOSED ROBUST
SPATIOTEMPORAL CONVLSTM ALGORITHM

A. From LSTM to ConvLSTM

The idea behind the proposed algorithm is based on Con-
volutional LSTM (ConvLSTM) which is Long Short Term



Memory (LSTM) network applied on high dimensional data.
1) LSTM
Long short Term Memory Network is considered as an

advanced type of RNN that was designed and developed
by Hochhreiter and Schmidhhuber (1997) [34] to solve the
vanishing gradient problem of standard RNNs. Theoretically,
RNNs are designed to learn long term dependencies. However,
in practice, many issues appear such as vanishing gradient that
prevents those neural network to learn long term dependencies.
Therefore, it has been proven that LSTM is a powerful tool
to remember information for longer period of time. Indeed,the
main idea behind LSTM consists of connecting the previous
information to the future task.
The main structure of LSTM based neural networks is the
same: it consists of a chain of LSTM modules. However, the
structure of those modules depends on the application.

Fig. 1. The structure of a standard LSTM module

One of the most powerful components of LSTM is the cell
state which is represented by the horizontal line on the top of
Figure 1. It is used to handle the main information through
the whole network and from one LSTM block to another. This
function is controlled by 3 different structures: the forget gate,
the input gate and the output gate.
When we look at the LSTM cell in Figure 1, we notice that
the information coming from the cell state ct passes through
the forget gate that decide which information is going to be
forgotten thanks to the sigmoid layer that outputs a number
between 0 and 1. Then, the input gate uses the input xt and
the hidden state ht−1 to update the cell state. Then, a tanh
layer outputs new candidate values ĉt that have the possibility
to be added to the cell state. The cell state update is created
from the combination of ĉt and it.
Now, everything is ready to update the cell state. Firstly, the
old cell state ct−1 is multiplied by ft then it ∗ ĉt is added.
Finally, the output of the LSTM unit will be based on the
cell state ct, the input xt and the hidden state ht−1. Indeed,
a sigmoid gate is applied to decide the parts of the cell state
that will be involved in the output process. Then, the cell state
ct is put through tanh and then multiplied by the output of the
sigmoid layer. The main target of this last step is to output the
new hidden state ht. To sum up the mechanism of LSTM: This

neural network unit has 3 inputs: the input xt, the cell state
ct−1 and the hidden state ht−1 that will be passed through 3
different gates in order to output 2 structures: the cell state ct
and the new hidden state ht. The mechanism described above
is explained by the following equations:

it = σ(wi × xt + si × ht−1)
ft = σ(wf × xt + sf × ht−1)
ot = σ(wo × xt + so × ht−1)
ĉt = tanh(wĉ × xt + sĉ × ht−1)
ct = ft ◦ ct−1 + it ◦ ĉt
ht = ot ◦ tanh(ĉt)

(1)

Where σ is the sigmoid function, × is a simple multiplication
and ◦ denotes the Hadamard product.

2) ConvLSTM
Although LSTM is considered as a powerful network for

dealing with temporal relationship, its main drawback is that
it is unable to handle spatial information because we need to
flatten high dimensional data to 1D vectors to be compatible
to the input common structure. However, Spatiotemporal data
are commonly used is many applications such as video surveil-
lance. So, we were forced to look for a new structure where we
take advantage of LSTM by integrating spatiotemporal data.
Convolutional LSTM is used to capture the spatial dimension
for the prediction mode. The special feature of ConvLSTM
is that the inputs xt, the cell states ct, the hidden states ht
and the 3 gates are 3D tensors. In addition, the convolution
operation is used instead of simple matrix multiplication as
shown in the following equations:

It = σ(Wi ∗Xt + Si ∗Ht−1)

Ft = σ(Wf ∗Xt + Sf ∗Ht−1)

Ot = σ(Wo ∗Xt + So ∗Ht−1)

Ĉt = tanh(Wĉ ∗Xt + Sĉ ∗Ht−1)

Ct = Ft ◦ Ct−1 + It ◦ Ĉt

Ht = Ot ◦ tanh(Ĉt)

(2)

Where ∗ denotes the convolution operation and ◦ denotes the
Hadamard product.

B. Robust Spatiotemporal ConvLSTM proposed algorithm

The Proposed Robust Spatiotemporal ConvLSTM (Robust-
ST-ConvLSTM) algorithm is a memory flow algorithm based
on higher order ConvLSTM. To make it simple, the novel
algorithm aim to decide the cell state Ct not only from
the previous hidden state Ht−1 but also from N previous
hidden states (Ht−2, ...,Ht−N ) (N will be fixed by the user
and it can only affect the computational time). The second
part of the algorithm is to implement a memory flow to
hold spatiotemporal information to optimize and control the
prediction capacities of ConvLSTM. In fact, the memory flow
will be a second cell state for spatiotemporal data. However,
the cell state will not be removed and will handle temporal



Fig. 2. The structure of convolutional LSTM

data.
Indeed, the novel algorithm uses a stack of ConvLSTM units
to learn the spatial correlations and the temporal dynamics
from the input video. These feature will be used later to
forecast the future frames. So, a novel transition function
is introduced based on spatiotempral memory flow and is
able to leverage a deterministic number of previous hidden
states. In the original implementation of ConvLSTM, the
temporal memory states Ct are updated only from one time
step to another. However, in video prediction, the consecutive
frames are having a close data distributions in the spatial
dimensions and also many temporal correlations. That’s why,
we need to exploit these properties to make better predictions
in terms of quality performances. Therefore, we believe that
this higher order ConvLSTM based on memory flow will take
advantage from the global motion changes of the consecutive
frames and the information of the spatiotemporal memory to
predict future frames. It is obvious that the memory state
is updated horizontally in the original stacked ConvLSTM
model. However, the previous model is enhanced by updat-
ing the memory state horizontally (the cell state) and also
vertically (the spatiotemporal memory state) as illustrated in
Figure 3. This approach ameliorates the way we handle the
spatiotemporal information from the input to the output and
enables to connect all the recurrent units of the entire network.
The main equations of the new robust spatiotemporal unit
represented in Figure 4 are:

It = σ(Wi ∗Xt + f(H l
t−1, ...,H

l
t−N ))

Ft = σ(Wf ∗Xt + f(H l
t−1, ...,H

l
t−N ))

Ĉt = tanh(Wĉ ∗Xt + f(H l
t−1, ...,H

l
t−N ))

Cl
t = Ft ◦ Cl

t−1 + It ◦ Ĉt

I ′t = σ(W ′i ∗Xt +M ′i ∗ STM l−1
t )

F ′t = σ(W ′f ∗Xt +M ′f ∗ STM l−1
t )

Ĉ ′t = tanh(W ′ĉ ∗Xt +M ′ĉ ∗ STM l−1
t )

STM l
t = F ′t ◦ STM l−1

t + I ′t ◦ Ĉ ′t
Ot = σ(Wox ∗Xt + f(H l

t−1, ...,H
l
t−N )

+Woc ∗ Cl
t +Wostm ∗ STM l

t)

H l
t = Ot ∗ tanh(W1×1 ∗ [Cl

t, STM
l
t ])

(3)

Where σ is the sigmoid activation function, ∗ and ◦ denote the
convolution operator and the Hadamard product respectively.
Like the original ConvLSTM, It and Ite: the input gates, Ft

and F ′t : the forget gates, Ĉt and Ĉ ′t: the potential candidates
for the cell states,Ot: the output gate. Xt denotes the input
at the time step t. H l

t denotes the hidden state of the lth
layer at the time step t. Cl

t is the memory state of the lth
layer at the time step t. STM l

t denotes the spatiotemporal
memory of the lth layer at the time step t. f is the function
that should be designed to combine N previous hidden states.
The design of the f is quite difficult since it must satisfy
the following conditions: the spatial structure of the hidden
states must be preserved, the size of the filters that control
the previous hidden states must increase with the time steps
in order to capture the context of these structures and finally,
the algorithm’s complexity must not explode.
To implement f we tested two main approaches. The first
approach aims to return the mean value of all elements in the
input tensor that handle the previous hidden states. In Robust-
ST-ConvLSTM, the feedback signal is generated by combining
multiple preceding hidden states. Therefore, the state of the N-
order Robust-ST-ConvLSTM is recursively updated with the
following f function:

f(H l
t−1, ...,H

l
t−N ) =

1

N

N∑
n=1

WhnH
l
t−n (4)

Analogous to the filter structures used in signal processing,
the second approach in designing the f function in inspired
from recursive least squares filters [35]. It is now based on the
weighted sum of the previous hidden states. Consequently, f
is straightforward:

f(H l
t−1, ...,H

l
t−N ) =

1

N

N∑
n=1

αn
nWhnH

l
t−n (5)

Where α is the forgetting factor. The parameter α (0 < α < 1)
gives more weight to recent hidden states.
The gates of the Robust Spatiotemporal unit are no longer
dependent on the the hidden state and the temporal memory
state from the previous time step of the same layer. However,
they depend on the previous hidden states from previous time



steps at the same layer and the spatiotemporal memory state.
To be clear, the first layer in a stacked ConvLSTM model at
time step t receives the spatiotempral memory of the last layer
in the stacked model of the previous time step as illustrated in
Figure 3 (STM1

t = STML
t−1 with L is the number of stacked

layers).
So, we adopt the original structure of ConvLSTM and we
added a second gated structure for the spatiotemporal mem-
ory STM l

t . However, the final hidden state H l
t depends on

the combination of the temporal memory state Cl
t and the

spatiotemporal memory state STM l
t .

The spatiotemporal memory parameter is dedicated to reduce
the loss of spatiotempral information in the video sequences
from the first layer to the last layer of the network. Besides,
the previous hidden states used as input for the ConvLSTM
blocks are implemented to expand the visibility of the neural
units about the context of the current events at different time
steps.
It is clear that the proposed model increases the number of
parameters when we compare it with the standard ConvLSTM
but it will prevent as from unnecessarily expanding the Con-
vLSTM model to obtain the same performances.

IV. PERFORMANCE EVALUATION, COMPARISON AND
DISCUSSION

A. Datasets

As far as we are concerned, there are currently no datasets
for video prediction because it is an emerging area of research.
However, researchers basically use motion video datasets such
as KTH and MovingMNIST used to compare the performances
of our proposed algorithm with the state-of-the-art approaches.

1) KTH
This dataset [5] has 2391 video sequences of 6 human

actions (Walking , Jogging, Running, Boxing, Hand waving,
Hand clapping) performed by 25 people in 4 different sce-
narios (outdoors s1, outdoors with scale variation s2, outdoors
with different clothes s3 and indoors s4 as illustrated in Figure
5).
Static cameras were used to capture the video scenes with
25fps as a frame rate. The sequences have a length of 4
seconds in average with a frame size of 160 × 120. The
videos are stored in 600 video files for each combination of
25 subjects, 6 actions and 4 scenarios.

2) Moving MNIST
The commonly used Moving MNIST dataset [6] contains

10,000 sequences of moving handwritten digits with random
velocities. Each video of the dataset is a 20-frame dynamic
scene and its frame size is 64× 64.

B. Compared methods and performance metrics

1) Compared methods
To evaluate the performance of our proposed Robust-ST-

ConvLSTM, we compare it with the performance of some
advanced video prediction models:

• ConvLSTM: is commonly used for spatiotemporal pre-
dictive systems with a traditional roadway for the mem-
ory state. This algorithm is mentioned in almost every
research work as the least efficient approach. However, it
is the source of inspiration for video prediction algorithms
based on recurrent neural networks.

• PredRNN 2017: based on the spatiotemporal LSTM
(ST-LSTM) unit that take out and memorize spatial
appearances and temporal variations simultaneously.

• PredRNN 2021: In this algorithm, a pair of memory
cells is used and explicitly decoupled in order to enhance
the performances of the previous algorithm and surpass
its limitations. In addition, another learning strategy was
proposed called reverse scheduled sampling.

2) Performance metrics
Because the results are video frames, we will use the most

commonly used metrics to evaluate the quality of images
between the ground truth and the prediction. Those metrics are
Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity
Index (SSIM) [30]. The PSNR measures, in decibels, the
quality ratio between the original frame and the predicted one.
The higher the PSNR, the better the quality of the predicted
image.
The PSNR is calculated by:

PSNR(Y, Ŷ ) = 10log10
max2

Ŷ
1
N

∑N
i=1(Y − Ŷ )2

(6)

Where Y is the ground truth, Ŷ is the generated prediction,
N is the number of pixels and maxŶ is the maximum value
of the frame intensities.
The SSIM measures the similarity between two images in
terms of luminance, contrast and structure. It is calculated as
follows:

SSIM(Y, Ŷ ) =
(2µY µŶ + C1) + (2σY Ŷ + C2)

(µ2
Y + µ2

Ŷ
+ C1)(σ2

Y + σ2
Ŷ
+ C2)

(7)

Where µY and µŶ are the average of Y and Ŷ , respectively,
σY and σŶ are the variance of Y and Ŷ , respectively, σY Ŷ

is the covariance of Y and Ŷ . C1 and C2 are constants. The
higher the SSIM, the greater similarity between two images.

C. Implementation details

The proposed algorithm is implemented with Python 3.6
and Pytorch 1.4.0 as a deep learning framework. Pytorch is
used because it offers an effective way to manipulate tensors or
multi-dimensional matrices needed to store and process multi-
dimensional data.
We use Adam optimizer to train our model which is an op-
timization algorithm that combine the properties of AdaGrad
and RMSProp algorithms to provide an optimization algorithm
that is faster than the commonly used Stochastic Gradient
Descent (SGD) algorithm especially with sparse data. A mini-
batch of 2 sequences is chosen at each training iteration and
it is reduced to the maximum to handle the out of memory
problem of our GPU. We choose a learning rate of 0.0001



Fig. 3. The main structure of Robust Spatiotempral LSTM

Fig. 4. Robust Spatiotemporal Unit

Fig. 5. KTH action dataset

and the training process is stopped after 100000 iterations.
The main architecture of our proposed model is composed of
4 ConvLSTM layers for each time step as illustrated in Figure
3. We set the number of the hidden states used to strengthen
the prediction process to 3. The initial tensor used to handle
the hidden states tensors is filled with the scalar value 0 with
the shape: [3, dimension of one hidden state]. The dimensions
of the hidden state depend on the dimensions of the input
frames.

The entire training process was on an NVIDIA GeForce
RTX 2060GPU, Intel(R) Core(TM) i7-9700K CPU (3.60
GHz), a 32GB device memory, and Windows 10 operating
system.



D. Simulation results

1) on KTH dataset
Table I presents quantitative results of the proposed al-

gorithm and state-of-the-art networks and the corresponding
frame-wise comparisons are shown in Figure 6 and Figure
7. We adopt PSNR and SSIM as evaluation metrics. We
can obviously confirm that our proposed algorithm show
significant improvements in terms of short-term and long-term
forecasting over the commonly used ConvLSTM approach. In
fact, it increases the average PSNR and SSIM over the same
number of predicted frames by 26% and 21.31%, respectively,
by comparing it with the algorithm mentioned above. Also,
it performs favorably against the PredRNN-v2017 and the
PredRNN-v2021 algorithms of Wang et al. Our Robust-ST-
ConvLSTM (with α = 0.9) performs better than PredRNN-
v2021 by 1.72% and 2.77% in terms of PSNR and SSIM,
respectively. These empirical results demonstrate the effec-
tiveness and the efficiency of the Robust Spatiotemporal Con-
volutional LongShort-Term Memory algorithm in predicting
future frames. In accordance with these results, Figure 8
that compares representative generated frames, proves that
our algorithm outperforms the state-of-the-art approaches in
terms of future movement and frames details. Robust ST-
ConvLSTM predicts more accurate motion trajectories into the
future because of the memory flow component that strengthen
the long term prediction ability of the ConvLSTM cell and also
because of updating the ConvLSTM cell using information
from some previous time steps.
we can notice also that the second approach in designing f
which is inspired from recursive least squares filters slightly
outperforms the first approach in terms of PSNR and SSIM.
This means that further research work could be done in order
to determine the optimal value of α that gives the best PSNR
and SSIM performances. In this work, various values of α
have been tested randomly (0 < α < 1) and the optimum one
among them was the selected value 0.9.
The presented results and the computational cost depend
on the number of memory units used for feedback. In our
implementation, we used 3 hidden states which means that
we have 3r-order Robust-ST-ConvLSTM. Furthermore, the
number of hidden states can affect the performances of our
model in terms of the quality of its output and also in terms
of the computational process.
From the previous observations about the value of α and the
number of hidden states, we can confirm that a trade-off should
be done between quality performances and computational
costs, in future research work, to have the best performances
without training a computationally very expensive algorithm.

2) on Moving MNIST
Table II presents the performance of the evaluated models

on the Moving MNIST dataset by predicting the next 10
frames from the previous 10 input frames. We use the similar-
ity index measure (SSIM) and the Peak signal-to-noise ratio
(PSNR) for evaluation. As shown from table II and Figures 9
and 10, our architecture performs well against the state-of-the-

Fig. 6. Frame-wise PSNR comparisons of different models on KTH dataset
after 100 000 iterations

Fig. 7. Frame-wise SSIM comparisons of different models on KTH dataset
after 100 000 iterations

art approaches in both metrics. Figure 9 and Figure 10 show
the frame-wise PSNR and SSIM comparisons of different
approaches on MNIST dataset. The results of these figures
prove the ability of the Robust-ST-ConvLSTM in predicting
future frames. Also, they prove that our approach outperforms
the previous models on all the predicted frames. The memory
flow algorithm based on 3rd order ConvLSTM with α = 0.9
increases the average PSNR over the 10 predicted frames by
3.15% by comparing it with PredRNN (Wang et al., 2021).
However, it outperforms the same approach by 0.22% in terms
of SSIM. This means that this metric could not be a good eval-
uation metric in this case. Moreover, Our approach performs
favorably against the traditional ConvLSTM approach in terms
of PSNR and SSIM. It brings 14.59% PSNR improvement and
26.95% SSIM improvement over ConvLSTM based frames
prediction approach. These numerical results are confirmed
by Figure 11 that shows the quality of the 10 predicted
frames generated by the different approaches. Robust-ST-
ConvLSTM outputs clearer frames. However, the state-of-the-
art algorithms produce blurry images. This means that Robust-
ST-ConvLSTM is more precise and sure about the future
variations which proves its robustness against the other long-
term prediction algorithms mentioned above.
we can notice also that the recursive least squares filters based
approach in designing f has approximately similar results as
the first approach and that for different values of α. Different
from KTH dataset, the value of the parameter α does not



Fig. 8. Prediction examples on the KTH data set, where we predict 20 frames into the future based on the past 10 frames

TABLE I
QUANTITATIVE EVALUATION OF DIFFERENT ALGORITHMS ON THE KTH

DATASET. THE METRICS ARE AVERAGED OVER THE 20 PREDICTED
FRAMES. HIGHER SCORES INDICATE BETTER PREDICTION RESULTS

Model PSNR(dB) SSIM
ConvLSTM (Shi et al., 2015) 23.009 0.704
PredRNN (Wang et al., 2017) 27.624 0.839
PredRNN (Wang et al., 2021) 28.502 0.831

Robust-ST-ConvLSTM 28.828 0.848
Robust-ST-ConvLSTM with α = 0.9 28.992 0.854

affect the quality performances of the outputs but it affects
the computational cost of our algorithm since a number of
multiplications are added to the calculation process. This
means that, for MNIST dataset, only the first approach of
designing f , which is based on returning the mean value of
the previous hidden states, is taken into consideration.

Fig. 9. Frame-wise PSNR comparisons of different models on MNIST dataset
after 100 000 iterations

V. CONCLUSION

Video prediction is considered as a powerful tool to un-
derstand and model dynamic scenes. Therefore, in this work,



Fig. 10. Frame-wise SSIM comparisons of different models on MNIST
dataset after 100 000 iterations

TABLE II
QUANTITATIVE EVALUATION OF DIFFERENT ALGORITHMS ON THE MNIST

DATASET. THE METRICS ARE AVERAGED OVER THE 10 PREDICTED
FRAMES. HIGHER SCORES INDICATE BETTER PREDICTION RESULTS

Model PSNR(dB) SSIM
ConvLSTM (Shi et al., 2015) 28.380 0.705
PredRNN (Wang et al., 2017) 30.569 0.869
PredRNN (Wang et al., 2021) 31.525 0.893

Robust-ST-ConvLSTM 32.490 0.894
Robust-ST-ConvLSTM with α = 0.9 32.520 0.895

we propose a new recurrent neural network (Robust-ST-
ConvLSTM) for video prediction. It is based on new robust
spatiotemporal unit inspired from the well-known ConvL-
STM structure. This spatiotemporal unit rely on two different
approaches in order to strengthen its prediction abilities: a
memory flow to handle the spatiotemporal information and a
higher order ConvLSTM approach that enable the cell states to
decide their values from previous hidden states. Our approach
outperforms the state-of-the-art research works on different
datasets, including KTH dataset for human motion and Moving
MNIST.
In conclusion, video prediction is a promising research di-
rection and can be used in different applications such as
video surveillance, video compression and intelligent decision-
making systems. While great work has been done in video
prediction, there is still a place for improvement especially
with the continuous advancement in deep learning techniques.
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