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ABSTRACT

Grasp-IT Xmod is a multisensory and gamified brain-computer interface designed to support post-stroke motor rehabilitation of the upper limb. Indeed, stroke survivors require extensive rehabilitation work, including kinesthetic motor imagery (KMI), to stimulate neurons and recover motor function. Yet, KMI remains intangible without sensory feedback. In our system, after recording the electrical brain activity with an electroencephalographic system during KMI, multisensory feedback is given according to the quality of the KMI. This feedback consists of a visual environment and, more originally, a vibrotactile device placed on the forearm. In addition to an affording and motivating situation, the vibrotactile feedback, synchronous to the visual one, aims to promote the incorporation of the imagined movement in the user to improve their KMI performance and consequently the rehabilitation process.

CCS CONCEPTS

- Human-centered computing → Haptic devices.
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1 INTRODUCTION

Kinesthetic motor imagery (KMI)-based brain-computer interfaces (BCI) hold great promise for the rehabilitation needs of stroke patients because of their ability to stimulate brain plasticity [3]. Interaction with this type of interface is based on the electrical brain activity generated during the execution of a KMI, recorded by electroencephalography (EEG). KMI consists of imagining a movement without execution, focusing on the haptic sensations experienced during the real movement (e.g., tactile, proprioceptive, and kinesthetic) [1, 5]. Unfortunately, KMI is a demanding task that does not generate sensory feedback on its quality, limiting the users’ ability to evaluate themselves in their execution qualitatively. Therefore, to address the users’ needs (i.e., patients and the therapists) to perceive the KMI performance, we developed a KMI-based BCI allowing multisensory feedback (Figure 1). This interface provides visual and vibrotactile stimuli to give situated and embodied information about the quality of the user’s KMI.
The Grasp-IT Xmod interface (Figure 1) consists of four elements: vibrotactile device with three vibration motors (VM). Providing thoroughly designed feedback, the users will increase their experience.

2 SYSTEM DESCRIPTION
The Grasp-IT Xmod interface (Figure 1) consists of four elements:

- The Biosemi ActiveTwo electroencephalographic system (Figure 1 - 1a) to record the electrical brain activity with 64 active scalp electrodes (Figure 1 - 1b) covering the motor and somatosensory cortices.

- The gamified environment developed on Unity, that shows the tasks to execute (i.e., to grasp, pinch, rotate the wrist, or open the hand) and gives visual feedback about the participant’s performance of their KMI, displayed on a screen placed in front of the participant (Figure 1 - 2). 16 mini-games may be selected and combined. For example, squeezing a ketchup bottle to put sauce on a hot dog or filling an aquarium with water to save a goldfish. The success rate depends on the KMI detection accuracy. In addition to the first-person view of the scene, a vertical performance bar indicates the user’s current and best accuracies. A traffic light tells the participants the current stage (rest, prepare, perform KMI, feedback). At the lower part of the screen, there is a progress bar showing the current trial and how many are left.

- A vibrotactile device consisting of three vibration motors (Figure 1 - 3). The device consists of three eccentric rotation mass (ERM) vibration motors (Figure 1, left) of 10 millimeters controlled by an Arduino Nano. One motor is placed on the top of the hand, while the other two motors are placed on the forearm: one is placed on top of the flexor muscle, and the other one is on top of the extensor muscle. The motors are held in place with adjustable bracelets. The device stimulates the skin on top of some of the key muscles involved during a grasping movement [2].

- The operator’s computer (Figure 1 - 4). It includes an interface for the therapists to allow them to adapt the KMI training program to the participants’ personal needs, e.g., participant’s physical characteristics (size, skin color, right/left), select the number of trials, the type of feedback, the KMI mini-games, etc. It also includes the OpenViBE software [4] to analyze the EEG signal.

3 SYSTEM OPERATION
First, an EEG cap and the vibrotactile device are installed. The latter is placed on the non-dominant hand of the participant. The subject also holds a real object, similar to the one visible on the screen, e.g., a small bottle. Then, if novice, the subject learns to perform the KMI task following the procedure proposed in [6]. After that, a calibration phase, without any feedback, will take place for the system to learn and adapt to the participant’s brain activity. The virtual environment provides visual cues via a traffic light, allowing the subject to easily identify when to perform the KMI task (green light) and the rest (red light) tasks. In addition, an orange light indicates the user to prepare before performing the KMI to ensure that the subject is fully relaxed during the resting task and to avoid any motor preparation during the resting state. The EEG signals are processed by a scenario on the software OpenViBE [4]. First, the signal analysis consists of a band-pass filter of 8-30 Hz, then the Common Spatial Patterns algorithm is applied to obtain the main features, and finally, the Linear Discriminant Analysis classifier is trained to classify rest versus KMI.

After the calibration phase, the participant uses the interface in a similar order. The difference is there will be multisensory feedback proportional to the accuracy of the KMI. After the green light, orange and red lights indicate the beginning of the feedback phase. In the case of the hot dog game, the virtual hand will press the bottle, and the sauce will be displayed. Simultaneously, a vibration will be given whose intensity will be proportional to the accuracy in four different levels: no vibration, low, medium, and high vibration intensity. The synchronization among the devices is guaranteed by LUA and Python scripts in the OpenViBE [4] scenario. The Python script is responsible for the communication with the Arduino of the vibrotactile device via a serial protocol and with the virtual environment via a VRPN protocol.

4 CONCLUSION AND PERSPECTIVES
In this demonstration paper, we presented the Grasp-IT Xmod BCI, whose goal is to enhance the post-stroke motor rehabilitation of the upper limb by improving the sensory perception of kinesthetic motor imagery. In the long-term, tests will be performed with post-stroke participants to evaluate the effects of the device in their motor rehabilitation, as well as the user experience for participants and therapists.
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