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Abstract

We investigate the scale-shift operator for discrete-time signals via the action of

the hyperbolic Blaschke group. Practical implementation issues are discussed

and given for any arbitrary scale, in the framework of very classical discrete-time

linear filtering. Our group theoretical standpoint leads to a purely harmonic

analysis definition of the Mellin transform for discrete-time signals. Explicit

analytical expressions of the atoms of the discrete-time Fourier-Mellin decom-

position are provided along with a simple algorithm for their computation. The

so-defined scale-shift operator also allows us to establish a mathematical equiv-

alence in between the discrete-time wavelet coefficients of a given discrete-time

signal and the corresponding Voice-transform generated by a well-chosen uni-

tary representation of the Hyperbolic Blaschke group, in the classical Hardy

space of the unit disc.
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1. Introduction

Shift operators are very basic ingredients of many fundamental concepts in

signal processing, such as periodicity, stationarity, linear filtering, etc. These

operators also play a key role in several chapters of mathematics including

functional analysis and harmonic analysis which fuel the development of lin-

ear systems theory and provide most of the signal processing tools for signal

representation, signal analysis and signal synthesis.

The two most common shifts, namely translation (lag operator) and scaling,

are combined in the definition of the wavelet transform [1, 2]. These two shift

operators are linked by an anamorphosis, called the Lamperti transformation

[3], which corresponds to a logarithmic deformation of the time axis (see also

[4] where the logarithmic distorsion appears as well in the defined scale oper-

ator). This anamorphosis defines a map which allows one to express almost

any concept related to time-shift to its scale-shift counterpart. For instance,

the Mellin transform appears as the image of the classical Fourier transform

and the self-similarity property can be derived from the classical stationarity,

up to some multiplicative factor [5], [6], [7]. Unfortunately, this map applies

only in the continuous-time setting. Although scaling is used in many appli-

cations, the scale-shift operator does not admit a unanimous definition in the

discrete-time case. In this case, scaling is generally restricted to some particu-

lar and favourable setting, as for instance the dyadic scales in discrete wavelet

transform [8] or approximated, as with the principle of aggregation in the study

of self-similarity [9]. Yet, a clear-cut mathematical definition was given in [10]

in terms of the action of an Abelian subgroup of the group of automorphisms

of the unit disc [11] (also called the hyperbolic Blaschke group). Below, we

use this definition to revisit the wavelet transform in the discrete-time setting.

However, we mention that the same operation has already been used for the pur-

pose of frequency warping. Indeed, scaling in time also corresponds to scaling

in frequency. Thus, the wavelet transform in discrete time has been revisited

by [12], [13] in the frequency domain, using the frequency warping in associ-
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ation with filterbanks. Surprisingly, only the frequency warping effect of the

operator has been considered so far while the interpretation of the scale-shift

in the time domain did not seem to hold the interest of the authors of [12],

[13] (see also [14] and [15]). Now, the group action viewpoint of the scale-shift

enlarges the perspective (see [16] and [17]) and leads to an exact and purely

harmonic analysis approach of the Mellin transform for discrete-time signals.

The proposed approach is in contrast with the principle of discretizing integral

operators stemming from the continuous-time setting, using some adequat (ge-

ometric) grids (see e.g. [18], [19]). The presented viewpoint also leads us to

consider the unitary representations of the hyperbolic Blaschke group and to

find that the so-defined discrete-time scale-shift operator is the very basic in-

gredient of the Voice transform for this group (see Definition 4.1 and [20], [21]).

Note that strong analogies between the wavelet transform and the Voice trans-

form for the hyperbolic Blaschke group have already been observed by several

studies [22], [23]. We make this link explicit. Indeed, Theorem 4.2 establishes

that the discrete wavelet transform is mathematically equivalent to the Voice

transform for an Abelian subgroup of the hyperbolic Blaschke group.

Besides the introduction, this paper is divided into four sections. In sec-

tion 2, we describe briefly the long path leading to the rigorous definition of

the scale-shift operator on discrete-time signals then, we give its implementa-

tion and illustrate it with some examples. The Mellin transform for a purely

discrete-time signal is defined in section 3. Explicit analytical expressions are

given for the atoms of the transform, along with a simple algorithm to compute

them recursively. Section 4 starts by basically lightening up the voice trans-

form theory. Then, the equivalence between discrete time wavelets and voice

transform is established. We conclude our development in section 5.
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2. The scale-shift in discrete-time

2.1. The scale-shift operator for discrete-time signals

In discrete-time, scaling has been first well defined in [10] using a parallelism

with the continuous-time case and an algebraic viewpoint. Without loss of

generality, all signals considered in this work are real valued. To begin, recall

that, given a signal f(t), t ∈ R, its scale-shift at scale α ∈ R+
∗ reads as f(αt).

Also, recall that if F (s) is the Laplace transform (LT) of f(t), t ∈ R+, then

the LT of its scale-shifted version f(αt), α > 0, is 1
αF

(
s
α

)
. Scaling is thus

expressed, via the operator Sα : u 7→ Sα(u) = αu, in the same way in the two

domains of continuous-time (u ∈ R+) and frequency (u ∈ C+).

In discrete-time world however, scaling a given signal f = {fn}n>0 does

not come directly as it is in continuous-time. The key step leading to its clear

mathematical definition, given in [10], was the observation that the operator Sα
is equivalent to the action of a subgroup of the hyperbolic Blaschke group on

the unit disc D of the complex plane:

G =
{
γ(z) = γ1z + γ2

γ̄2z + γ̄1
, |γ1|2 − |γ2|2 = 1

}
(1)

Each element of G maps D, the unit circle T and the exterior of the closed

disc D = D ∪ T into itself respectively. For f = {fn}n>0 ∈ `2, consider its

Z-transform

F (z) =
∑
n>0

fnz
n, (2)

which converges to an element of the Hardy space of the disc H2(D). Now,

for a given fixed θ with |θ| < π
2 , it is well known that the Möbius function

Gθ(s) = eiθ−s
e−iθ+s maps C+ into D conformally [11]. Then, for any z ∈ D, there

exists a unique s ∈ C+ such that z = Gθ(s). Hence, from F (z), one considers

the map defined in C+ by

X(s) := F (Gθ(s)) (3)

The mapX is well defined and it coincides with the LT of some causal continuous-

time signal x(t), t > 0 (this is by one of the fundamental results in Fourier-
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Laplace analysis [24]). In the frequency domain, the scale-shifted signal x
(
t
α

)
, α >

0, is represented by αX(αs) = X (Sα(s)) = F (Gθ ◦ Sα(s)).

Replacing s by G−1
θ (z) gives

X
(
Sα ◦G−1

θ (z)
)

= F
(
Gθ ◦ Sα ◦G−1

θ (z)
)

(4)

This establishes the relation between scaling a discrete-time signal, in the fre-

quency domain, and its continuous-time counterpart. It remains now to identify

exactly the discrete-time signal whose frequency representation corresponds to

(4) (up to normalization). This leads us to consider the family

Gθ =
{
γα(z) =

(
Gθ ◦ Sα ◦G−1

θ

)
(z), |θ| < π

2

}
. (5)

Now we have:

Lemma 1 ([10, 17]). Endowed with the composition law ◦, Gθ, forms a group

which is a subgroup G. Each γα ∈ Gθ can be written as

γα(z) = Gθ ◦ Sα ◦G−1
θ (z) = γ1z + γ2

γ̄2z + γ̄1
, (6)

where

γ1 = eiθ + αe−iθ and γ2 = eiθ(1− α). (7)

Conversely, every element γ(z) ∈ G is in this form for some θ = θγ and some

α = αγ .

Fixing θ makes Gθ an Abelian group. In all the sequel we fix θ, and we

note αγ for the scale associated by (6) to the element γ of Gθ (also called the

multiplier of γ, see [11]). A direct computation shows that for all γ, ϕ ∈ Gθ, we

have the relation

αγαϕ = αγ◦ϕ (8)

which establishes a group homomorphism between Gθ and the multiplicative

group of R+
∗ . From now on, the coefficients of γα(z) in (7) are normalized such
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that |γ1|2 − |γ2|2 = 1, as in (1):

γ1 = eiθ + αe−iθ

2
√
α cos θ (9)

γ2 = eiθ(1− α)
2
√
α cos θ . (10)

Following [10], we introduce the Hardy space unitary operator Tαγ : H2(D) →

H2(D) defined by

TαγF (z) := F (γ(z))
γ̄2z + γ̄1

=
∑
n>0

fnΦ(γ)
n (z) (11)

where

Φ(γ)
n (z) = [γ(z)]n

γ̄2z + γ̄1
, n = 0, 1, . . . (12)

The transform (11) is just a normalization of (4). For each n > 0, it can be

readily seen that Φ(γ)
n (z) is the image of zn under Tαγ . Being unitary [17], Tαγ

preserves the scalar product and therefore the family {Φ(γ)
n (z)}n>0 is orthogonal

and complete in the Hardy space H2(D) of the unit disc. Hence, expressing each

Φ(γ)
n (z) in the standard basis of H2(D), we can rewrite TαγF (z) as

TαγF (z) =
∑
n>0

f (γ)
n zn (13)

where ∀n > 0,

f (γ)
n = 〈zn, TαγF (z)〉H2(D) =

∑
m

fmφ
(γ)
n,m, (14)

with

φ(γ)
n,m = 〈zm,Φ(γ)

n (z)〉H2(D). (15)

Therefore, we have the following

Definition. The discrete-time scale shift operator is defined as the mapping

f = {fn}n>0 −→ f (γ) = {f (γ)
n }n>0,γ∈Gθ . (16)

described in (11)-(15). In matrix form, this reads as

f (γ) = Φ(γ)f (17)

where the matrix Φ(γ) =
(
φ

(γ)
n,m

)
n,m>0

and the column vectors f and f (γ) contain

the samples fn, n > 0 and their scale shifted counterparts f (γ)
n , respectively.
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This operator allows one to make a direct zoom in any given discrete-time

signal f = {fn}n>0 for any given scale 1
αγ

. Now that the role of Gθ in this

operator is clear, we invoque the homomorphism (8), (9) and (10) to replace all

functions of γ ∈ Gθ by functions of α ∈ R+
∗ . Thus, if {fn} is the discrete-time

analog of f(t) then we will denote by {f (α)
n } the discrete-time analog of f(t/α),

keeping in mind that α = αγ for some γ(z) ∈ Gθ as in Lemma 1.

2.2. Implementation of the discrete-time scale shift

The implementation is based on a digital filtering process. Note that a

related implementation appeared in [25] in the context of system identification

with Laguerre basis (see also [26] and [27]). We start by bringing back the

functions Φ(γ)
n (z) in (12) and observe that they satisfy the recurrence relation

Φ(γ)
0 (z) = 1

γ̄2z + γ̄1
(18)

Φ(γ)
n (z) = γ(z)Φ(γ)

n−1(z), n > 1. (19)

Let {δn} denote the unit impulse sequence. Given a discrete-time signal

f = {fn}, its scale-shift at a scale 1
αγ

> 0, as given in (14), can be implemented

by the scheme below:

δn Φ0,γ(z)

φn,0

γ(z)

φn,1

γ(z) · · ·

φn,2 · · ·

⊗f0 ⊗f1 ⊗f2

⊕ ⊕ · · ·

· · ·

⊕→ f
(αγ)
n

Figure 1: Implantation diagram obtained from (11), (18) and (19)

2.3. Finite support and Gibbs phenomenon

Without loss of generality, we consider the example below to fix the ideas.

Let {fn} be the discrete-time signal defined for all n > 0 by fn = f(nTs) where
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Ts = 0.01 and

f(t) =
[
0.66 (t− 1.87)2 + 0.1

]
e−0.66(t−2)2

. (20)

Below, we consider the signal {fn}Nn=0 and investigate the effect of the finite

support N on its scale-shitfs
{
f

(α)
n

}Nα
n=0

, for various N and α. As one may

readily observe, the support of the scale shifted signal is given by Nα = bNαc,

where the notation b·c stands for the integer part of the argument.

2.3.1. Smooth signal

In this first example, we set N = 400. This is large enough to consider that

the whole support of f(t) is covered. The top plot in figure 2 represents the

original signal {fn}Nn=0 (corresponding to α = 1, black curve) together with its

shifts
{
f

(α)
n

}Nα
n=0

at scales α =
√

2 (blue curve) and α = 1/
√

2 (red curve). The

implementation is easy and effective.

0 1 2 3 4 5 6 7 8 9
0

0.2

0.4

0.6

0 1 2 3 4 5 6
-1

0

1

2
10-4

Figure 2: Effectiveness of the scale shift operator even for irrational scales (top plot) – Re-

versibilty of the scaling (bottom plot)

The bottom plot in this figure provides an illustration of the composition

property (8): αγ−1 = 1
αγ

and αid = 1. The plot displays the error signals
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{e(α)·(β)
n }Nn=0 defined by

hn = f (α)
n (21)

e(α)·(β)
n = fn − h(β)

n (22)

with α = 1
β = 1√

2 for the red curve and α = 1
β =

√
2 for the blue curve. The

error signal
{
e

( 1√
2

)·(
√

2)
n

}
n>0

is negligible, which thus shows an almost exact

reversibility of the discrete-time scale-shift operation. The same conclusion

can be drawn for the other error signal,
{
e

(
√

2)·( 1√
2

)
n

}
n>0

, although it shows

some fluctuations with gradual amplitudes in the second half of its support. As

explained below, these fluctuations come from the Gibbs phenomenon, induced

by the fact that fN > 0 corresponds to a jump, even though the amplitude is

small.

2.3.2. Nonsmooth signals and Gibbs oscillations

Recall that, as a transfer function, γ(z) in figure 1 has an infinite impulse

response. Strictly speeking, the matrix Φ(γ) in (17) is therefore doubly infinite

even though the implementation considers a limited row dimension of Nα as

given above, to keep only the meaningful part of the scaled signal. The α-scale

shift of a finite support signal {fn}Nn=0 then reads in matrix form as



f
(α)
0
...

f
(α)
Nα

∗

∗
...


= Φ(γ)



f0
...

fN

0

0

0
...


(23)

where the “∗” are meaningless values since only the first Nα+1 components are

of interest. This equation shows that the scale shift operator sees a jump in the

finite support original signal, by considering its extension of infinite duration by
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zero padding. The jump is always present unless the last samples smoothly decay

to zero, that is: fn → 0, n = N0, N0 + 1, . . . , N for some range N0 < N . As is

well known, low-pass filtering a signal with jump induces a Gibbs phenomenon.

Now, we claim that these Gibbs oscillations start to occur, in the scaled version

of the signal, from the time index

nα =
⌊
N

α

⌋
. (24)

When α < 1 (scale contraction) we have nα > Nα and thus the Gibbs phe-

nomenon does not appear in the finite support of the scaled signal. However,

it happens in the meaningless part of the scaled signal, marked by the symbol

“∗” in the left-hand side of (23).

For α > 1 however, the oscillations become visible in the whole time index

interval [nα, Nα].

These conclusions are illustrated in the next example.

In this second example, we reconsider the discrete-time signal {fn}Nn=0 sam-

pled from f(t) in (20), with a finite duration N such that f((N + m)Ts) is

significantly different from 0, for all m = 0, 1, . . . ,M , for some M > 0. For

example, N = 345 satisfies this condition, with M = 55. The jump in the

original signal, displayed by the black colored curve in figure 3, induces Gibbs

oscillations for all scales α1 =
√

3 and α2 = 1√
3 . With α1 > 1, the oscillations

occur in the interval [nα1 , Nα1 ], as claimed above (see the blue colored curve

in figure 3).

0 1 2 3 4 5 6
-0.2

0

0.2

0.4

0.6

0.8

Figure 3: Gibbs oscillations and scale shift of a nonsmooth signal.
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In the red colored curve of the same figure, corresponding to α2 < 1, the

Gibbs phenomenon is still present but the oscillations start after the time index

Nα2 since in this experiment, we have nα2 > Nα2 . Observe also that as α1 =

1/α2, we have a coincidence of nα1 and Nα2 . These results confirm the previous

analysis on the effect of a jump on the scale operator. Note also that the analysis

already suggests a solution to make the scale shift operator safe from the Gibbs

phenomenon.

2.3.3. Mitigating the Gibbs phenomenon

To begin, recall that for α < 1, the Gibbs oscillations are unseen because they

happen after the time Nα, that is in the meaningless part of the scaled signal

(see equation (23)). Now, observe that one can get back to the same situation

with α > 1 by pushing (artificially) the jump of the signal far enough. More

precisely, consider the computation of the α-scale shift of the signal {fn}Nn=0

(with jump at the end, as explained before), with α > 1. First we define the

signal {f̃n}Ñn=0 of duration Ñ = N +Kα such that

f̃n =

fn, n = 0, 1, · · · , N

fN n = N + 1, · · · Ñ = N +Kα

(25)

where Kα is some constant depending on α. According to eq.(23) and setting

Ñα = bÑαc, the α-scale shift of {f̃n}Ñn=0 then reads as

f̃
(α)
0
...

f̃
(α)
Nα

f̃
(α)
Nα+1
...

f̃
(α)
Ñα

∗
...



= Φ(γ)



f0
...

fN

fN
...

fN

0
...



Kα lines
(26)
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We thus get back to the setting in eq.(23) where the original jump, at time

index N , is now carried over to the time index Ñ = N +Kα. Accordingly, the

Gibbs oscillations start to occur at the time index ñα = b Ñα c.

0 2 4 6 8 10 12 14 16 18
0

0.1

0.2

0.3

0.4

0.5

Figure 4: Making scale shitf insensitive to Gibbs oscillations

This is shown in figure 4 above which displays {f̃ (α)
n }n>0 obtained from the

previous signal {fn}Nn=0, with the same value of α =
√

3. The value ofKα is such

that Ñ = 3N and the corresponding value of ñα is represented by the vertical

dashed line in the figure. Note how this matches with the expected starting

point of the Gibbs oscillations. Finally, to make the α-scale shift operation

immune from the Gibbs phenomenon, it suffices to select Kα such that

Nα = bNαc 6 ñα =
⌊
N +Kα

α

⌋
.

Now this is achieved when

Kα >
⌈
N(α2 − 1)

⌉
.

This is confirmed by the results in figure 5, where the scaled versions {f (α)
n }Nαn=0

of the finite support signal {fn}Nn=0 (black curve) are free from any Gibbs oscil-

lations for all α, be it lower or greater than 1.

0 1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

Figure 5: Scale-shift immune to Gibbs oscillations
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The scaled version is obtained from the filtering scheme in figure 1 equation

(23), for α < 1 (red curve in the plot). For α > 1, it is defined by f
(α)
n =

f̃
(α)
n , n = 0, · · · , Nα (blue curve).

3. Mellin transform for discrete-time signals

To outline the guiding ideas of our approach, we begin with a brief review

of the basic elements of harmonic analysis that underlie the abstract Fourier

transform. This subject is standard and is exposed in a number of classical

(re-edited) textbooks such as e.g. [28], [29] and [30]. Nonetheless, we recall the

basic bricks because the subject may not be familiar to some readers. Next, we

show how easy and natural the definition of the Mellin transform for discrete-

time signals falls within this general framework. The last part of this section

will provide a simple algorithm to compute the atoms of the decomposition.

3.1. Abstract Harmonic Analysis

3.1.1. Basic definitions

Let (G , •) be a locally compact Abelian group, with Haar measure µ and

neutral element ι. A function σ : G → T satisfying

i) σ(ι) = 1 (27)

ii) σ(a • b) = σ(a)σ(b), ∀a, b ∈ G (28)

is called a character. The set of all continuous characters forms a group Ĝ

called the dual group of G . By the Pontryagin duality, Ĝ is also a locally

compact Abelian group and we denote by µ̂ its associated Haar measure. Now,

for f : G → C in L1(G , dµ), the Fourier transform F and its inverse F−1 are

defined respectively by

f̂(σ) = F{f}(σ) =
∫

G

f(a)σ(a)dµ(a), σ ∈ Ĝ (29)

f(a) = F−1{f̂}(a) =
∫

Ĝ

f̂(σ)σ(a)dµ̂(σ), a ∈ G . (30)

13



3.1.2. Group action

Consider the action of G on a non-empty set E. This can be described via

a morphism η : G × E → E such that

• η(ι, t) = t, for all t ∈ E

• η(a, η(b, t)) = η(a • b, t), ∀a, b ∈ G and ∀t ∈ E.

To every f : E → C, one can thus associate a function h : G × E → C, defined

for all (a, t) ∈ G × E by h(a, t) = f ◦ η(a, t). Now, for each fixed t ∈ E, one

can compute by (29) the Fourier transform ĥt(σ) of the function ht(·) = h(·, t),

provided it belongs to L1(G , dµ). In general, one has to compute ĥt(σ) via (29)

for each different t. In some situations however, it becomes straightforward to

determine ĥt(σ) based on the knowledge of ĥτ (σ) for any given pair (τ, t) ∈ E2.

This arises when the group action is transitive. Recall that the action of G on

E is said transitive if for any pair (τ, t) ∈ E2, there exists a ∈ G such that

τ = η(a, t). Let then t0 ∈ E be fixed once for all and given t ∈ E, let bt ∈ G be

defined such that η(bt, t0) = t. Then we get

ht(a) = h(a, t) = f(η(a, t)) = f(η(a, η(bt, t0)))

= f(η(a • bt, t0)) = ht0(a • bt),

showing that the two variables merge into one and the function h(·, ·) reduces

to a function of a single variable. The Fourier transform of ht(·) becomes:

ĥt(σ) =
∫

G

ht(a)σ(a)dµ(a) =
∫

G

ht0(a • bt)σ(a)dµ(a)

=
∫

G

ht0(a)σ(a • b−1
t )dµ(a • b−1

t )

= σ(bt)ĥt0(σ),

where the last equality is obtained using (27)-(28) and the translation-invariance

property of the Haar measure. An example of such simple situation is the case

when G is the additive group of real (resp. integer) numbers, and E = G :

The Haar measure is the Lebesgue measure (resp. counting measure) and the
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characters are the exponential functions σω(a) = e−iωa. This corresponds to

the classical Fourier transform. Another common example is obtained with the

multiplicative group of positive real numbers, with again, E = G : The Haar

measure is dµ(a) = da
a , the characters are the functions σω(a) = a−iω, ω ∈ R

and we recover the Mellin transform.

3.2. Scaling and Mellin transform in discrete-time

As observed already, scale translation in discrete-time is expressed via the

action of the group Gθ (θ being fixed as before). We recall that by Lemma 1, (8)

and Definition 2.1, this action is equivalent to that of the multiplicative group

of positive reals, with E = N. The associated morphism η(α, n) is defined

such that for a given discrete-time signal f = {fn}n>0 with its Z-transform

F (z) =
∑
fnz

n, we have

fη(α,n) := f (α)
n = 〈zn, TαF (z)〉H2(D). (31)

Clearly, this action is not transitive. Therefore, the two variables α ∈ R+
∗ and

n ∈ N cannot be merged. For any fixed pair (n,m) of positive integers with

m 6= n, f (α)
n and f

(α)
m are therefore two unrelated functions of α. Hence a

different Mellin transform needs to be computed for each different m.

Theorem. Let f = {fn}n>0 ∈ `2 be a causal discrete-time signal and let m ∈ N

be a given time index. Then

1) - The Mellin transform of {fn}n>0 with respect to the time index m,

denoted by f̂m =Mm{f}, is given by

f̂m(ω) =Mm{f}(ω) =
∑
n>0

fnEm,n(ω), (32)

where the nth atom of the transform is

Em,n(ω) = (−1)m 2π
cosh(πω)Pm(iω)Pn(iω), n = 0, 1, 2, · · · (33)

where Pn(s) is the polynomial of degree n which reads as

Pn(s) = 1
n!

n∑
k=0

(
n

k

) n∏
`=1

(`− k − 1
2 − s) (34)
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2) - The transform is reversible and the original signal {fn} can be retrieved by

fn =
〈

Φ(α)
n (z), F̂ (α)(z)

〉
H2(D)

, (35)

where

F̂ (α)(z) =
∑
m

M−1
{

f̂m(s)
}
zm

and where we use the notationM−1 for the classical inverse Mellin transform.

Proof. The proof is given in the appendix.

In the sequel, we define the polynomials

pk,n(s) =
n∏
`=1

(`− k − s− 1
2), n ∈ N, 0 6 k 6 n (36)

so that the polynomial in (34) reads as Pn(s) = 1
n!
∑n
k=0

(
n
k

)
pk,n(s).

3.3. Computation algorithm

The following lemma shows some relations on these polynomials that are

useful for the computation of the atoms Em,n(s).

Lemma 2. The polynomials pk,n satisfy the following recurrence relations

pn−k,n(s) = (−1)npk,n(−s) (37)

pk,n(s) =
(

2(n− k)− 1
2 − s

)
pk,n−1(s), ∀n > 1 (38)

pk,n(s) =
−2k+1

2 − s
2(n−k)+1

2 − s
pk−1,n(s), 1 6 k 6 n (39)

Proof. See the appendix.

Lemma 3. On the imaginary axis, s = iω, ω ∈ R, the polynomial Pn(s) is

either real valued or purely imaginary and we have:
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1. For n even, n = 2q,

P2q(iω) = 2
(2q)!

q−1∑
k=0

(
2q
k

)
<{pk,2q(iω)}

+ 1
(q!)2 pq,2q(iω)

(40)

and pq,2q(iω) is real.

2. For n odd, n = 2q + 1,

P2q+1(iω) = 2i
(2q + 1)!

q∑
k=0

(
2q + 1
k

)
={pk,2q+1(iω)} (41)

These lemmas show how one can compute the polynomials Pn(s) for all

n, using simple recurrences iniatialized from p0,0(s) = 1. Indeed, for each

given n > 0, the polynomials pk,n(s), k = 1, · · · , n can be easily obtained

recursively from p0,n(s) by following the recurrence relation (39). Now, the

polynomial p0,n(s), in turn, easily derives from p0,0(s) by a recursive application

of the relation (38). Finally, the polynomials pk,n(s), and hence Pn(s), can be

computed using the diagram in figure 6 below, where the vertical arrow with

the circle mark in the middle represents the relation (39) and the one with the

square mark represents the relation (38).

p0,0 | P0...

p0,2(q−1) · · · pq−1,2(q−1)| P2(q−1)

p0,2q−1 · · · pq−1,2q−1 | P2q−1

p0,2q · · · pq−1,2q pq,2q | P2q

p0,2q+1 · · · pq−1,2q+1 pq,2q+1 | P2q+1...
...

...

Figure 6: Computation diagram of the set of polynomials Pn(iω).
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Based on Lemma 3 and (33), it holds that Em,n(ω) is real when n+m is even

and purely imaginary otherwise. The supports and the shapes of the different

atoms vary markedly with m and n. This is illustrated in figure 7 below, where

the atoms or their imaginary part where appropriate, are represented for some

values of n and m.
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Figure 7: Some atoms Em,n of the Mellin transform

4. Voice transform and wavelet coefficients

In this section, we use the scale-shift operator defined above to revisit two

popular signal transforms: the discrete wavelet transform and the Voice trans-

form for the Blaschke group. We establish a strict equivalence between these

two transform.

4.1. The Voice transform

The Voice transform was originally introduced in [31, 32] and serves as a

unifying theory for lot of atomic representations (see also [21, 20, 22]). Generally
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speaking, one starts by representing a given locally compact topological group

G in a given Hilbert space H by unitary operators Ug, g ∈ G , defined in H. More

precisely, the voice transform of an element f ∈ H generated by Ug, g ∈ G , and

with respect to some parameter h ∈ H, is defined as

[Vhf ](g) = 〈f, Ugh〉H (42)

where 〈·, ·〉H is the inner product in the Hilbert space H.

Related to the present context, let us consider the subgroup Gθ defined in

(5), with an angle θ ∈ (−π/2, π/2) fixed as before. Recall that the operators

Tαγ : H2(D) → H2(D) defined in (11) are unitary representations of Gθ in the

Hilbert space of the disc, H2(D).

Therefore, we can define the Voice transform with respect to Gθ, for discrete-

time signals:

Definition. Let X(z) =
∑
n>0 xnz

n ∈ H2(D) be given. For a causal discrete-

time signal f = {fn}n>0 ∈ `2, we define its associated Voice transform, gener-

ated by Tαγ , with parameter X, as: [VX(z)f ] : Gθ → C, such that

[VX(z)f ](γ) = 〈F (z), TαγX(z)〉H2(D) =
∑
n

fnx
(αγ)
n (43)

where F (z) =
∑
n>0 fnz

n

4.2. Voice transform to Wavelets coefficients

We are now ready to state and prove the mathematical equivalence between

the Voice transform and the wavelet coefficients of a given discrete-time signal.

We mention that the relation in between these two transforms has been studied

in [22] without touching an explicit and strict equivalence. The reason lies

probably on the lack of a proper scale-shift operator. Indeed, because of the non

commutativity of the whole Blaschke group G, different elements of the group

present different rotation angles and this precludes to interpret the action of

the entire group in terms of scale-shift. Here, we get around this difficulty by
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fixing the angle θ and just consider the subgroup Gθ of SU(1) which, in turn, is

Abelian.

Recall that the wavelet transform of a given continuous-time signal f(t) ∈

L2(R) is defined as

[Wψf ](α, u) = 1√
α

∫
R
f(t)ψ

(
t− u
α

)
dt, (44)

where ψ is the corresponding mother wavelet, α and u are the scale and time-

shift parameters, respectively.

In the context of this present work, signals are assumed to be known only at

discrete-time instants i.e. f = {fn}n>0. Let {ψn} be the discrete-time version of

the mother wavelet, that may be obtained, for instance, by ψn = ψ(nTs) where

Ts is a sampling time. Accordingly, let
{
ψ

(α)
n

}
denote the discrete-time version

of ψ
(
t
α

)
as defined by the discrete-time scale shift operator in Definition 2.1.

Then, the discrete wavelet transform may be readily given by the discrete-time

version of eq.(44) by

ck(α) =
∑
n

fnψ
(α)
n−k. (45)

This expression leads to the following result:

Theorem. The voice transform of a discrete-time signal {fn}n>0 is equivalent

to its discrete wavelet transform as given in (45), that is:

ck(α) =
[
V[zkΨ(z)]f

]
(γα) (46)

Proof. Let F (z) =
∑
n>0 fnz

n and Ψ(z) =
∑
n ψnz

n be the Z−transforms

of the sequences {fn}n>0 and {ψn}n>0 respectively. The Z-transform of the

discrete-time scale shifted signal
{
ψ

(α)
n

}
then readily reads as

Ψ(α)(z) =
∑
n

ψ(α)
n zn = TαΨ(z).

Likewise, for any fixed k ∈ N, we will use the notation Ψ(α)
k (z) =

∑
n ψ

(α)
n−kz

n =

Tα[zkΨ(z)], to represent the discrete-time scale shift of {ψn−k}n>0. The proof
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follows upon noting that the expression (45) also reads in a form of a scalar

product

ck(α) =
∑
n

fnψ
(α)
n−k (47)

= 〈F (z),Ψ(α)
k (z)〉H2(D) (48)

= 〈F (z), TαzkΨ(z)〉H2(D) (49)

=
[
V[zkΨ(z)]f

]
(γα), (50)

where γα(z) is the element of Gθ associated with the scale α as in (5). This ends

the proof.

5. Conclusion

This paper has investigated a clear cut definition of the scale-shift operator

in discrete-time. Its implementation has been given under a very simple and

classical linear filtering setup. It has then been illustrated with some examples

showing the presence of Gibbs phenomenon under the scale-shift of discrete-

time signal with finite support. However, the Gibbs flusctuations can be fully

avoided and a simple and effective solution is provided. Then, the scale-shift op-

erator has been used to define rigorously the Mellin transform for discrete-time

signals. The definition falls within the classical harmonic analysis framework.

The atoms of the decomposition have been given by explicit expressions and a

easy computational algorithm has also been devised. Finally, the definition of

this operator has enabled us to establish an explicit equivalence between two

popular signal transforms: the Voice transform associated to a specific Blaschke

hyperbolic subgroup and the discrete wavelet transform.
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Appendix

5.1. Proof of Theorem 3.2

Following (31), we are interested in the calculation of the Mellin transform

of fη(α,m) as a function of α ∈ R+
∗ , for m ∈ N fixed. By definition, this is given

by

f̂m(s) =Mm{f}(s)

=M{fη(α,m)}(s) =
∫ ∞

0
fη(α,m)α

s−1dα

=
∞∑
n=0

fn

〈
zm,M

{
Φ(α)
n (z)

}
(s)
〉
H2(D)

5.1.1. Computation ofM
{

Φ(α)
n (z)

}
The first task towards the computation ofM

{
Φ(α)
n (z)

}
is to express Φ(α)

n (z)

as a function of α, regarding n and z as fixed parameters. Without loss of

generality, we fix θ = 0 and consider the subgroup G0. The dependence of

Φ(α)
n (z) on α can be made explicit by recalling (12), (9) and (10) with θ = 0.

We get

Φ(α)
n (z) = 2

√
α

(1− α)z + (1 + α)

[
(1 + α)z + (1− α)
(1− α)z + (1 + α)

]n
= 2
√
α

1 + z

[1− λzα]n

[1 + λzα]n+1

= 2
1 + z

n∑
k=0

(−1)k
(
n

k

)
λkzα

k+1/2 1
(1 + λzα)n+1

where we have set

λz = 1− z
1 + z

.

and where we have used the well-known binomial formula in the last equality.

Next, recall that if Y (s) represents the Mellin transform of a function y(x)

then the Mellin transform of xνy(x) would read as Y (s+ ν). So, let us set

yz(α) = 1
(1 + λzα)n+1 .
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The corresponding Mellin transform is well-known as

Yz(s) = λ−sz
Γ(s)Γ(n+ 1− s)

Γ(n+ 1) ,

where Γ(·) is the classical Gamma function. Therefore, we deduce the Mellin

transform

Φ̂n(s, z) :=M
{

Φ(α)
n (z)

}
= 2

1 + z

n∑
k=0

(−1)k
(
n

k

)
λkz Yz

(
s+ k + 1

2

)

= 2
1 + z

n∑
k=0

(−1)k
(
n

k

)
λkzλ

−s−k−1/2
z

· Γ(s+ k + 1/2)Γ(n− k + 1/2− s)
Γ(n+ 1) .

Setting s̃ = s+ k + 1/2, we write

Γ(n− k + 1/2− s) = Γ(n+ 1− s̃) =
n∏
`=1

(`− s̃)Γ(1− s̃)

With the Euler’s reflection formula

Γ(ζ)Γ(1− ζ) = π

sin πζ , ∀ζ ∈ C \ Z,

and recalling the expression (36), namely

pk,n(s) =
n∏
`=1

(`− sk) =
n∏
`=1

(`− k − 1/2− s),

we obtain:

Φ̂n(s, z) = 2λ−s−1/2
z

1 + z

n∑
k=0

(−1)k
(
n

k

)
π pk,n(s)

n! sin [π(s− k − 1/2)]

= 2λ−s−1/2
z

1 + z

π

cos (πs)

n∑
k=0

(
n

k

)
pk,n(s)
n!

= 2λ−s−1/2
z

1 + z

π

n! cos (πs)Pn(s)

5.1.2. Computation of 〈zm, Φ̂n(s, z)〉

To finish the proof, we need to express the development of Φ̂n(s, z) in a

formal power series of the variable z, s being a fixed parameter. To begin, we
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set

As(z) := λ
−s−1/2
z

1 + z
= (1− z)−s−1/2

(1 + z)−s+1/2 .

The following formal power series

(1− z)−s−1/2 =
∞∑
`=0

Γ(s+ 1/2)
Γ(s− `+ 1/2)Γ(`+ 1)z

`

(1 + z)−s+1/2 =
∞∑
`=0

(−1)` Γ(−s+ 1/2)
Γ(−s− `+ 1/2)Γ(`+ 1)z

`,

allow one to rewrite As(z) as

As(z) =
∞∑

k,`=0

(−1)kΓ(−s+ 1
2 )Γ(s+ 1

2 )zk+`

k! `! Γ(−s+ 1
2 − k)Γ(s+ 1

2 − `)

=
∞∑
m=0

m∑
k=0

(−1)k
k!(m− k)!

Γ(−s+ 1
2 )

Γ(−s+ 1
2 − k)

·
Γ(s+ 1

2 )
Γ(s+ 1

2 −m+ k)
zm

=
∞∑
m=0

am(s)zm.

where

am(s) =
m∑
k=0

(−1)k
k!(m− k)!

Γ(−s+ 1
2 )

Γ(−s+ 1
2 − k)

Γ(s+ 1
2 )

Γ(s+ 1
2 −m+ k)

= 1
m!

m∑
k=0

(−1)k
(
m

k

)
rk(s)rm−k(−s).

with r0(s) ≡ 1 and

rk(s) =
Γ(−s+ 1

2 )
Γ(−s+ 1

2 − k)
(51)

=
Γ(−s− 1

2 + 1)
Γ(−s− 1

2 − (k − 1))
(52)

=
k−1∏
`=0

(−s− 1
2 − `) =

k∏
`=1

(−s− 1
2 − k + `) (53)

Hence, replacing k by m− k and s by −s, leads to

rm−k(−s) =
m−k∏
`=1

(s− 1
2 −m+ k + `) =

m∏
`=k+1

(s+ 1
2 + k − `).
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If we split the product in the expression of pk,n(s) in (36) as

pk,n(s) =
k∏
`=1

(`− k − 1/2− s)
n∏

`=k+1
(`− k − 1/2− s)

then one immediately recognizes the equality

pk,n(s) = (−1)n−krk(s)rn−k(−s).

This leads to the conclusion that

am(s) = 1
m!

m∑
k=0

(−1)k
(
m

k

)
(−1)m−kpk,m(s) = (−1)mPm(s).

The proof is now complete with

Em,n(s) = 〈zm, Φ̂n(s, z)〉 (54)

= π

n! cos (πs)Pn(s)〈zm, As(z)〉 (55)

= π

n! cos (πs) (−1)mPm(s)Pn(s) (56)

�

5.2. Proof of Lemma 2

5.2.1. Symmetry relation (37)

pn−k,n(s) =
n∏
`=1

(`− n+ k − s− 1
2)

=
n−1∏
m=0

(−m+ k − s− 1
2) =

n∏
`=1

(−`+ k − s+ 1
2)

= (−1)n
n∏
`=1

(`− k + s− 1
2)

= (−1)npk,n(−s)
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5.2.2. Recurrence on n (38)

pk,n(s) =
n∏
`=1

(`− k − s− 1
2)

=
n−1∏
`=1

(`− k − s− 1
2) · (n− k − s− 1

2)

= ak,n(s)pk,n−1(s)

where ak,n(s) = n− k − s− 1
2 = 2(n−k)−1

2 − s.

5.2.3. Recurrence on k (39)

pk,n(s) =
n∏
`=1

(`− k − s− 1
2)

=
n∏
`=1

(
`− 1− (k − 1)− s− 1

2

)

=
n−1∏
m=0

(
m− (k − 1)− s− 1

2

)

=
−k + 1

2 − s
n− k + 1

2 − s

n∏
m=1

(
m− (k − 1)− s− 1

2

)
= bk,n(s)pk−1,n(s)

where bk,n(s) = −k+ 1
2−s

n−k+ 1
2−s

=
−2k+1

2 −s
2(n−k)+1

2 −s
.

�

5.3. Proof of Lemma 3

Observe first that the symmetry relation (37) implies that

pq,2q(iω) = pq,2q(−iω) = pq,2q(iω)

showing that pq,2q(iω) is real. Next using the recurrence relation (37) and the

identity
(
n
k

)
=
(
n

n−k
)
, we can simplify the computation of the polynomials Pn(s),

for n even/odd, by
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For n = 2q,

P2q(s) = 1
n!

2q∑
k=0

(
2q
k

)
pk,2q(s)

=
q−1∑
k=0

(2q
k

)
n! (pk,2q(s) + pk,2q(−s)) + 1

(q!)2 pq,2q(s).

For n = 2q + 1,

P2q+1(s) = 1
n!

2q+1∑
k=0

(
2q + 1
k

)
pk,2q+1(s)

=
q∑

k=0

(2q+1
k

)
n! pk,n(s) +

2q+1∑
k=q+1

(2q+1
k

)
n! pk,n(s)

= 1
n!

q∑
k=0

(
2q + 1
k

)
(pk,n(s) + pn−k,n(s))

= 1
n!

q∑
k=0

(
2q + 1
k

)
(pk,n(s)− pk,n(−s)) .

The Lemma follows upon noting that for s = iω, ω ∈ R, it holds that pk,n(−iω) =

pk,n(iω) since all coefficients of pk,n are real. �
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