
HAL Id: hal-03834676
https://hal.science/hal-03834676v2

Preprint submitted on 7 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Interpolation inequalities on the sphere and phase
transition: rigidity, symmetry and symmetry breaking

Esther Bou Dagher, Jean Dolbeault

To cite this version:
Esther Bou Dagher, Jean Dolbeault. Interpolation inequalities on the sphere and phase transition:
rigidity, symmetry and symmetry breaking. 2024. �hal-03834676v2�

https://hal.science/hal-03834676v2
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Interpolation inequalities on the sphere and phase transition:

rigidity, symmetry and symmetry breaking

Esther Bou Dagher

CEREMADE (CNRS UMR n◦ 7534),

PSL university, Université Paris-Dauphine,

Place de Lattre de Tassigny, 75775 Paris 16, France.

E-mail: esther.bou-dagher@dauphine.psl.eu

Jean Dolbeault

CEREMADE (CNRS UMR n◦ 7534),

PSL university, Université Paris-Dauphine,

Place de Lattre de Tassigny, 75775 Paris 16, France.

E-mail: dolbeaul@ceremade.dauphine.fr

This paper is devoted to the study of phase transitions associated to a large family of Gagliardo-Nirenberg-Sobolev in-
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1. Introduction

On the d-dimensional unit sphere, the classical Gagliardo-Nirenberg-Sobolev interpolation inequality,

‖∇u‖2
L2(Sd )

≥ d

p −2

(
‖u‖2

Lp (Sd )
−‖u‖2

L2(Sd )

)
(GNS)

for any u ∈ H1(Sd ,dσ), was proved with optimal constant by M.-F. Bidaut-Véron and L. Véron 5, and also by

W. Beckner 4 using another method, for p > 2. The case p < 2 and some cases with p > 2 are covered by the

carré du champ method coupled with the heat flow 1,2,27. Here d ≥ 1 is an integer, dσ= ∣∣Sd
∣∣−1 d vg denotes

the uniform probability measure on the unit sphere Sd , and d vg can be seen as the measure induced on

Sd ⊂Rd+1 by Lebesgue’s measure on Rd+1. The space Lq (Sd ,dσ) with q ∈ [1,+∞) is the standard Lebesgue

space with norm

‖u‖Lq (Sd ) :=
(∫
Sd

|u|q dσ

)1/q

.

The fact that dσ is a probability measure means that ‖u‖Lq (Sd ) = 1 if u = 1 a.e. on Sd and we also

have ‖u‖Lq1 (Sd ) ≤ ‖u‖Lq2 (Sd ) for any u ∈ Lq2 (Sd ,dσ) as soon as 1 ≤ q1 ≤ q2. The space H1(Sd ,dσ) is ob-

tained by completion of the space of smooth functions on Sd with respect to the norm u 7→ (‖∇u‖2
L2(Sd )

+
‖u‖2

L2(Sd )

)1/2. Inequality (GNS) holds in the range

p ∈ [1,2)∪ (2,∞) if d = 1, 2 and p ∈ [1,2)∪ (2,2∗] if d ≥ 3, with 2∗ := 2d

d −2
.

https://zbmath.org/classification/?q=cc:58J05
https://zbmath.org/classification/?q=cc:35B06
https://zbmath.org/classification/?q=cc:26D10
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By convention, we take 2∗ = +∞ if d = 1, 2. The carré du champ method has been extended to nonlinear

diffusion flows 13,24 in order to cover the whole range of admissible exponents on manifolds with positive

curvature, with applications to the sphere 20,21,22. Inequality (GNS) can be considered as a special case of

the family of interpolation inequalities in H1(Sd ,dσ)

‖∇u‖2
L2(Sd )

+ λ

p −2
‖u‖2

L2(Sd )
≥ µ(p,λ)

p −2
‖u‖2

Lp (Sd )
(1.1)

which depends on a positive parameter λ, with optimal constant µ(p,λ). One can indeed check that

d = max
{
λ> 0 : µ(p,λ) =λ}

.

By construction, the function λ 7→ µ(p,λ) is monotone non-decreasing and concave. Branches of critical

functions, parametrized by λ, which realize the equality case in (1.1), have been characterized by the carré

du champ method 22,27,18. In this paper, we investigate the larger family of inequalities(
‖∇u‖2

L2(Sd )
+ λ

p −2
‖u‖2

L2(Sd )

)θ (
‖u‖2

L2(Sd )

)1−θ
≥

(
µ(p,θ,λ)

p −2

)θ
‖u‖2

Lp (Sd )
, (1.2)

for any u ∈ H1(Sd ,dσ), where θ > 0 and λ> 0 are two parameters and µ(p,θ,λ) is the corresponding opti-

mal constant. Depending on the value of θ, we observe several scenarios of phase transition. The case θ = 1

corresponds to (1.1) and the range θ > 1 is admissible. The range θ < 1 deserves some additional care, as

there is another limitation, θ ≥ θ?, where

θ? := d
p −2

2 p

is the exponent in the Euclidean Gagliardo-Nirenberg-Sobolev inequality

‖∇ f ‖θ?
L2(Rd )

‖ f ‖1−θ?
L2(Rd )

≥CGNS(p)‖ f ‖Lp (Rd ) ∀ f ∈ H1(Rd ,d x) . (1.3)

Our purpose is to study λ 7→ µ(p,θ,λ) and characterize whenever possible the optimal functions. Let us

define the Bakry-Emery exponent 2#, the parameters γ# and θ#, such that 2 < 2# ≤ 2∗ and θ? < θ# < 1, by

2# := 2d 2 +1

(d −1)2 , γ# :=
(

d −1

d +2

)2

(p −1)(2# −p) and θ# :=
(
γ#

p −2
+1

)−1

if d ≥ 2,

2# =+∞ , γ# = p −1

3
and θ# := 3

p −2

4 p −7
if d = 1.

Inequality (1.2) is known, for any p ∈ (2,2#) but only for θ = θ#, from Inequality (2.4) of 18. This inequality

arises as a consequence of improvements of (1.1) based on the carré du champ method, written in the form

‖∇u‖2
L2(Sd )

≥ d θ#

p −2

(
‖u‖2/θ#

Lp (Sd )
‖u‖2(θ#−1)/θ#

L2(Sd )
−‖u‖2

L2(Sd )

)
(1.4)

for any u ∈ H1(Sd ,dσ). Our first result deals with Inequality (1.2) and properties of µ(p,θ,λ).

Theorem 1.1. Let d ≥ 1, p ∈ (2,+∞) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3, and θ ≥ θ?. Inequality (1.2) holds for some

optimal µ(p,θ,λ) > 0, for any λ> 0 and equality is achieved if p < 2∗ and θ > θ?. The function λ 7→µ(p,θ,λ)

is monotone non-decreasing, monotone increasing if θ > θ?, concave and such that, for any λ> 0,

µ(p,θ,λ) ≤λ and µ(p,θ,λ) <λ if λ> d θ ,

µ(p,θ,λ) =λ if λ≤ d θ , θ ≥ θ# and p ∈ (2,2#] if d ≥ 2 or p > 2 if d = 1.

Moreover, for any θ ≥ θ?, there is some explicit κ> 0 such that

µ(p,θ,λ) ∼ κλ1−θ?/θ as λ→+∞ . (1.5)
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Whenever µ(p,θ,λ) = λ, constant functions realize the equality case in (1.2). If these constant functions

are the only optimal functions, we shall say that there is symmetry because none of the optimal functions

points in a privileged direction. The equality case is achieved by non-constant functions if µ(p,θ,λ) <λ, in

which case rotations and multiplications by a constant generate a d-dimensional set of optimal functions.

In that case, we shall say that there is symmetry breaking. The key issue is to understand for which value

of λ the phase transition from a regime with symmetry to a regime of symmetry breaking occurs, that is, to

determine

λT(p,θ) := inf
{
λ> 0 : µ(p,θ,λ) <λ}

.

We read from Theorem 1.1 that λT(p,θ) ≤ d θ, and λT(p,θ) = d θ if θ ≥ θ# and p ∈ (2,2#). Our second state-

ment goes as follows. Explicit estimates of λT will be given later, but the general picture goes as follows.

Theorem 1.2. Let d ≥ 1, p ∈ (2,+∞) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3 and θ ≥ θ?. Then λT(p,θ) is positive and

λT(p,θ) < d θ if θ−θ? ≥ 0 is taken small enough and p < p∗ for some p∗ > 2.

Inequalities (1.2) provide us with a simple model of nonlinear phase transition, which fits into the

Ehrenfest classification 36. For given values of p and θ, the transition from a regime with symmetry to a

regime of symmetry breaking is driven by the parameter λ. The curve λ 7→ µ(p,θ,λ) can either be smooth

(second order phase transition), or give rise to a jump in the derivative with respect to λ (first order phase

transition). It turns out that a detailed description can be obtained in the simplest case, d = 1, which is

particularly enlightening: see Section 5 for details and also Section 6 for various numerical illustrations. As

we shall see with less details, similar patterns are also present in higher dimensions.

A key tool for the analysis of (1.1) is a generalized carré du champ method which amounts to evolve the

deficit in (1.1), that is, the difference of the two sides of the inequality, by a nonlinear diffusion equation.

This allows us to reduce the issue of the optimality from a global nonlinear variational problem to a local

problem that can be studied with spectral tools. Such a strategy enters in the class of the entropy methods.

From the point of view of physics, the evolution equation that we use is a diffusion at fixed temperature

and the notion of (generalized) entropy is in fact a free energy.

The symmetry versus symmetry breaking issue in (1.2) provides us with a rather simple mathemati-

cal model, in which both types of phase transition occur depending on the choice of the parameter θ.

Similar results on phase transitions have been observed in Caffarelli-Kohn-Nirenberg inequalities 9,11, a

well known example of functional inequalities in which symmetry breaking plays an important role, but

which also raises various technical difficulties and is for this reason less understood 25,7. The sharp thresh-

old for the symmetry range of the parameters in such inequalities is known in the critical case 34,26 and

in the subcritical case 6,29, under a condition which corresponds to θ = 1 in (1.2). However, a complete

parabolic proof based on entropy methods is so far missing and results rely on rigidity results: see 25,33,7

for partial results based on flows. The analogy between our interpolation inequalities on the sphere and

Caffarelli-Kohn-Nirenberg inequalities can be pushed further, as one can study branches of critical func-

tions as in (1.1), see for instance 11,30,15. There is also a family of inequalities involving a parameter θ < 1

as in (1.2) which has several qualitative properties 12,31,16,17,19 that are similar to the properties that we

can observe on the sphere. However Inequality (1.2) provides us with a much more detailed example of

the phenomenon of phase transition, especially in dimension d = 1, in a simple functional framework.

Moreover, the regularity of the solution of the nonlinear flow on Sd raises no difficulty 39 (to be compared

with 25,33,7).

Let us quote some additional entry points in the literature. M.-F. Bidaut-Véron and L. Véron proved 5

Inequality (1.1) as a consequence of a rigidity result, i.e., the property that there is no other positive criti-
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cal point than the constant functions. This strategy goes back to the work of B. Gidas and J. Spruck 35. The

proof of (1.1) by W. Beckner 4 relies on spectral methods, the Funk-Hecke formula and a duality result intro-

duced by E. Lieb 37. An earlier version corresponding to the range p ∈ (2,2#) was established by D. Bakry and

M. Emery 1,2, using the carré du champ method and the heat flow. We refer to the book of D. Bakry, I. Gentil

and M. Ledoux 3 for a general overview of the carré du champ method in the context of Markov processes or

linear diffusion equations, and to several papers 13,24,27 for the extension to nonlinear diffusion equations.

Inequality (1.2) is less standard than (1.1) and we are not aware of any specific reference, except for θ = θ#,

as a consequence of improvements of (1.1) based on the carré du champ method 18. We also refer to a

presentation 18 of entropy methods based on nonlinear flows and improved interpolation inequalities, with

further references therein. An important motivation for (1.2) arises from pure states in Lieb-Thirring esti-

mates and interpolation inequalities for systems 8. We finally refer to review papers 28,14 on, respectively,

functional inequalities and branches of solutions in various frameworks, and entropy methods associated

with nonlinear diffusion equations.

This paper is organized as follows. In Section 2, we state various preliminary results, give some explicit

lower bounds on µ(p,θ,λ) and obtain estimates for the symmetry range. In Section 3, we establish the

asymptotics of µ(p,θ,λ) as λ→+∞ and reparametrize the set of solutions with θ 6= 1 by the solutions of

the problem with θ = 1. How solutions behave near the bifurcation point is studied at formal level in Sec-

tion 4. Section 5 is devoted to the case of dimension d = 1. All non-constant solutions of the Euler-Lagrange

equations can be parametrized by an energy, which provides us with various estimates. In Section 6, we col-

lect numerical results which illustrate our main results and explain why phase transitions are of particular

interest in the study of Inequality (1.2).

2. Preliminary results

Let us consider the optimal constant for (1.2), which is given by the variational problem

µ(p,θ,λ) = inf
u∈H1(Sd ,dσ)\{0}

Qp,θ,λ[u] with Qp,θ,λ[u] :=
(p −2)‖∇u‖2

L2(Sd )
+λ‖u‖2

L2(Sd )

‖u‖2/θ
Lp (Sd )

‖u‖2−2/θ
L2(Sd )

. (2.1)

2.1. Some simple estimates

By using u ≡ 1 as test function in (2.1), we have an easy upper bound on µ(p,θ,λ).

Lemma 2.1. Let d ≥ 1, p ∈ (2,+∞) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3 and θ ≥ θ?. For all λ> 0, we have

µ(p,θ,λ) ≤λ .

Lower bounds are not as simple.

Lemma 2.2. Let d ≥ 1, p ∈ (2,+∞) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3. Assume that θ? ≤ θ1 < θ2. Then we have

µ(p,θ?,λ) ≤µ(p,θ1,λ) ≤µ(p,θ2,λ) . (2.2)

Additionally, if θ? ≤ θ1 < θ2 < p θ1/(p −2) and θ2 ≤ θ1/θ? if d ≥ 3, then we have

µ(p,θ1,λ) ≥ 1

2θ2

(
p θ1 − (p −2)θ2

)
µ

(
2 p θ1

p θ1 − (p −2)θ2
,θ2,

2λθ2

p θ1 − (p −2)θ2

)
. (2.3)
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Proof. Since dσ is a probability measure, we have ‖u‖2
L2(Sd )

≤ ‖u‖2
Lp (Sd )

by Hölder’s inequality so that

Qp,θ1,λ[u] =
(

(p −2)
‖∇u‖2

L2(Sd )

‖u‖2
L2(Sd )

+λ
)( ‖u‖2

L2(Sd )

‖u‖2
Lp (Sd )

)1/θ1

≤
(

(p −2)
‖∇u‖2

L2(Sd )

‖u‖2
L2(Sd )

+λ
)( ‖u‖2

L2(Sd )

‖u‖2
Lp (Sd )

)1/θ2

=Qp,θ2,λ[u]

which proves (2.2). Concerning (2.2), we may use Hölder’s inequality ‖u‖Lp (Sd ) ≤ ‖u‖θ
Lq (Sd )

‖u‖1−θ
L2(Sd )

, that is,

‖u‖2
L2(Sd )

‖u‖2
Lp (Sd )

≥
( ‖u‖2

L2(Sd )

‖u‖2
Lq (Sd )

)θ
where θ = q (p −2)

p (q −2)
. (2.4)

If θ > (p −2)/p, this determines q = q(p,θ) given by

q(p,θ) := 2 p θ

2−p (1−θ)
. (2.5)

in the range (p,2∗) with q = 2∗ in the limit case θ = θ? = d (p −2)/(2 p), whenever d ≥ 3, and q in the range

(p,∞) if d = 1 or d = 2. Let

Λ(p,θ,λ) := q(p,θ)−2

p −2
λ= 2λ

2−p (1−θ)
. (2.6)

Altogether, with q(p,θ) = q(p,θ) and Λ=Λ(p,θ,λ), we can then write that

Qp,θ1,λ[u] ≥ p −2

q −2

(
(q −2)

‖∇u‖2
L2(Sd )

‖u‖2
L2(Sd )

+Λ
)( ‖u‖2

L2(Sd )

‖u‖2
Lq (Sd )

)θ/θ1

=
(
1− p

2
(1−θ)

)
Qq,θ1/θ,Λ[u] .

If d ≥ 3, the condition q(p,θ) ≤ 2d/(d −2) amounts to θ ≥ θ?, which proves (2.3) using θ = θ1/θ2.

Corollary 2.1. Let d ≥ 1 and p ∈ (2,+∞) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3.

If θ ≥ 1, then

µ(p,λ) ≤µ(p,θ,λ) ≤λ ∀λ> 0. (2.7)

If θ ∈ (θ?,1), with q(p,θ) and Λ(p,θ,λ) given respectively by (2.5) and (2.6), then(
1− p

2 (1−θ)
)
µ

(
q(p,θ),Λ(p,θ,λ)

)≤µ(p,θ,λ) ≤λ ∀λ> 0 (2.8)

under the condition

d = 1, p ∈ (2,∞) and θ ∈ (2θ?,1) ,

d = 2, p ∈ (2,∞) and θ ∈ (θ?,1) ,

d ≥ 3, p ∈ (2,2∗] and θ ∈ [θ?,1) .

(2.9)

If θ ∈ (θ?,1] and θ < d/2, then for any λ> 0, we have

λ

Λ
µ

(
2d

d −2θ
,θ,Λ

)
≤µ(p,θ?,λ) ≤λ with Λ=Λ

(
p,
θ?

θ
,λ

)
= 4θλ

(p −2)(d −2θ)
. (2.10)

If d ≥ 3, the lower estimate in (2.10) is remarkable because µ(2∗,1,Λ) =µ(2∗,Λ) = min{Λ,d} according,

for instance, to Lemma 5 in 22, so that, using the monotonicity of λ 7→µ(p,θ?,λ), we obtain

µ(p,θ?,λ) ≥ min
{
λ, (p −2)A

}
with A := 1

4
d (d −2) . (2.11)

Proof of Corollary 2.1. The upper bounds follow from Lemma 2.1, while the lower bounds are conse-

quences of (2.3) with 1 = θ1 ≤ θ2 = θ in (2.7), θ = θ1 < θ2 → 1 in (2.8), and θ? = θ1 < θ2 = θ < 1 in (2.10).

In (2.10), the case θ = 1 is covered if d ≥ 3 by taking the limit as θ→ 1−.
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As a consequence, we obtain a rigidity range.

Lemma 2.3. Let d ≥ 3. Under Condition (2.9) and with the above notation, we have

µ(p,θ,λ) =λ if λ≤λ0 and µ(p,θ,λ) ≥λ0 if λ≥λ0 (2.12)

for some λ0 ≥ d (2−p (1−θ))/2 ≥ (p −2)A. Moreover, there is an explicit constant κ1(p,θ) > 0 such that

µ(p,θ,λ) ≥ max

{
λ0,κ1(p,θ)

(
λ

(p−2)A −1
)1−θ?/θ

}
if λ≥λ0 .

Proof. It is known 5,21,22 that µ(q,Λ) = Λ if Λ ≤ d and µ(q,Λ) ≥ d if Λ ≥ d . Under Condition (2.9), we

deduce (2.12) from the lower estimate on µ(p,θ,λ) in (2.8) withΛ=Λ(p,θ,λ) defined by (2.6). Assume that

d ≥ 3 so that A> 0, and let x := ‖u‖2
L2∗ (Sd )

/‖u‖2
L2(Sd )

. Using (GNS) in the critical case and (2.4) with q = 2∗,

we find that

Qp,θ,λ[u] ≥ (
(p −2)Ax+λ− (p −2)A

)
x−θ?/θ .

Assume that θ > θ?. An optimization with respect to x> 0 shows that

Qp,θ,λ[u] ≥ κ1(p,θ)

(
λ

(p −2)A
−1

)1−θ?/θ

where κ1(p,θ) := θ (p −2)A

θ
θ?/θ
? (θ−θ?)1−θ?/θ

.

The case θ = θ? is obtained by observing that limθ→θ? κ1(p,θ) = (p −2)A> 0.

If d ≥ 3, Lemma 2.3 holds with λ0 = (p −2)A. The case d = 2, θ = θ? and the case d = 1, θ? ≤ θ ≤ 2θ?
are not covered by Condition (2.9). In these cases, lower estimates require a more sophisticated approach

that we describe next.

2.2. Stereographic projection, scalings and interpolation inequalities

Let us explain how we define and use the stereographic projection. On Rd 3 x, let r = |x| and ω = x/|x|
denote spherical coordinates. On the unit sphere Sd ⊂Rd+1, we consider cylindrical coordinates (ρω, z) ∈
Rd × (−1,1) with ρ2 + z2 = 1. The stereographic projection S :Sd \ {N} → Rd , where N ∈Sd is the North Pole

defined by z =+1, is such that S(ρω, z) = r ω= x where

z = r 2 −1

r 2 +1
and ρ = 2r

1+ r 2 .

If v is a function on Rd , let us consider its counterpart u := S−1 v on Sd obtained using the inverse stereo-

graphic projection as(
u ◦S−1) (x) =m(r )d−2 v(x) ∀x ∈Rd with m(r ) =

√
(1+ r 2)/2.

For any q ≥ 1, with δ(q) := 2d −q (d −2), we obtain∫
Sd

|u|q dσ= ∣∣Sd ∣∣−1
∫
Rd

|v |q
m(r )δ(q)

d x ,∫
Sd

|∇u|2 dσ+ 1

4
d (d −2)

∫
Sd

|u|2 dσ= ∣∣Sd ∣∣−1
∫
Rd

|∇v |2 d x .

Notice that δ(2) = 4, and δ(2∗) = 0 if d ≥ 3. We refer to Theorem 2.1 of 18 for a statement concerning the

inequality obtained from (1.1) and a special case of (1.2) by the stereographic projection.
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Using the stereographic projection, we learn that

µ(p,θ,λ) = |Sd |−
p−2
p θ inf

(p −2)‖∇v‖2
L2(Rd )

+4(λ−A)
∫
Rd

|v |2
(1+|x|2)2 d x(∫

Rd

( 2
1+|x|2

)δ/2 |v |p d x
)2/(p θ) (∫

Rd
4 |v |2

(1+|x|2)2 d x
)1−1/θ

where the infimum is taken on
{

v ∈ L2
(
Rd , (1+|x|2)−2 d x

)
\ {0} : ∇v ∈ L2(Rd ,d x)

}
and δ = δ(p). Either v is

constant, in which case Qp,θ,λ[u] =λ, or ‖∇v‖L2(Rd ) > 0, which we assume from now on. With the rescaling

v(x) = w
( x

τ

)
∀x ∈Rd , τ= 1p

λ−A

for any λ>A, we find that

Qp,θ,λ[u] := |Sd |− 2θ?
d θ

(p −2)‖∇v‖2
L2(Rd )

+4(λ−A)
∫
Rd

|v |2
(1+|x|2)2 d x(∫

Rd

( 2
1+|x|2

)δ/2 |v |p d x
)2/(p θ) (∫

Rd
4 |v |2

(1+|x|2)2 d x
)1−1/θ

=
(

τ

|Sd |1/d

) 2θ?
θ τ−2 (p −2)‖∇w‖2

L2(Rd )
+4(λ−A)

∫
Rd

|w |2
(1+τ2 |x|2)2 d x(∫

Rd

( 2
1+τ2 |x|2

)δ/2 |w |p d x
)2/(p θ) (∫

Rd
4 |w |2

(1+τ2 |x|2)2 d x
)1−1/θ

= (λ−A)1−θ?/θ

|Sd |2θ?/(d θ)

(p −2)‖∇w‖2
L2(Rd )

+4
∫
Rd

|w |2
(1+τ2 |x|2)2 d x(∫

Rd

( 2
1+τ2 |x|2

)δ/2 |w |p d x
)2/(p θ) (∫

Rd
4 |w |2

(1+τ2 |x|2)2 d x
)1−1/θ

.

Assuming that X and Y are positive numbers and using the identity(
X +Y

Y 1−1/θ

)θ
≥ cθ X θ? Y 1−θ? where cθ := θθ

θ
θ?
? (θ−θ?)θ−θ?

(2.13)

with X = (p −2)‖∇w‖2
L2(Rd )

and Y = 4
∫
Rd

|w |2
(1+τ2 |x|2)2 d x, we obtain

Qp,θ,λ[u] ≥ (p −2)θ?/θ (λ−A)1−θ?/θ

|Sd |2θ?/(d θ)

cθ

(∫
Rd |∇w |2 d x

)θ? (∫
Rd

|w |2
(1+τ2 |x|2)2 d x

)1−θ?

(∫
Rd

( |w |p
(1+τ2 |x|2)δ/2 d x

)2/p


1/θ

.

By yet another scaling, we can get rid of (1+τ2 |x|2) and find that, after minimization,

Qp,θ,λ[u] ≥ κ2(p,θ) (λ−A)1−θ?/θ with κ2(p,θ) := (p −2)θ?/θ c1/θ
θ

(
CGNS(p)
|Sd |θ?/d

)2/θ
, (2.14)

where CGNS(p) is the optimal constant in (1.3).

Proposition 2.1. Let d ≥ 1. If p > 2, p ≤ 2∗ if d ≥ 3, and θ ≥ θ?, with κ2(p,θ) defined by (2.14), we have

µ(p,θ,λ) ≥ min
{
λ,κ2(p,θ) (λ−A)1−θ?/θ

}
∀λ>A .

Moreover, if d ≤ 2, there is some λ0 > 0 such that µ(p,θ,λ) =λ if λ≤λ0.

Proof. Either the optimal function is a constant, in which case µ(p,θ,λ) =λ, or (2.14) applies. If d ≤ 2, we

have A≤ 0 which gives an explicit λ0 > 0, obtained by solving λ0 = κ2(p,θ) (λ0 −A)1−θ?/θ . As a special case,

we have λ0 = (κ2(p,θ))θ/θ? if d = 2.

2.3. Existence of an optimal function

Lemma 2.4. Let d ≥ 1, p ∈ (2,+∞) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3, and θ > θ?. For any λ > 0, there is an

optimal function for (1.2) if either d ≤ 2, or d ≥ 3 and p < 2∗.
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Proof. If d ≥ 3, Hölder’s inequality (2.4) applies with θ = θ? and q(p,θ?) = 2∗. Combined with (GNS) writ-

ten with p = 2∗, we obtain

‖u‖Lp (Sd ) ≤ ‖u‖θ?
L2∗ (Sd )

‖u‖1−θ?
L2(Sd )

≤
(

4

d (d −2)
‖∇u‖2

L2(Sd )
+‖u‖2

L2(Sd )

)θ?/2

‖u‖1−θ?
L2(Sd )

,

and, as a consequence, using (2.1),

Qp,θ,λ[u] ≥ (p −2)ν+λ(
4

d (d−2) ν+1
)θ?/θ

=: qp,θ,λ[ν] with ν= ν[u] :=
‖∇u‖2

L2(Sd )

‖u‖2
L2(Sd )

.

The existence of an optimal function follows by a standard minimization argument. If (un)n∈N is a mini-

mizing sequence for Qp,θ,λ, we can assume without loss of generality that ‖un‖L2(Sd ) = 1 by homogeneity

of Qp,θ,λ. Using θ > θ?, it follows from the above estimate that ν[un] is bounded, thus proving that (un)n∈N
weakly converges in H1(Sd ) up to the extraction of a subsequence to some u ∈ H1(Sd ). From the com-

pactness of the embedding H1(Sd ) ,→ Lp (Sd ), we conclude that u is a minimizer of Qp,θ,λ. In dimension

d = 1 and d = 2, a similar method applies except that one has to interpolate with an Lq (Sd ) norm for some

q ∈ (p,2∗) = (p,+∞) instead of picking q = 2∗.

Notice that an optimization of ν 7→ qp,θ,λ[ν] with respect to ν ∈ R+ gives an explicit lower estimate of

Qp,θ,λ[u] which is similar to the optimization on x in the proof of Lemma 2.3.

2.4. Symmetry breaking

We obtain an estimate of the symmetry breaking range by Taylor expanding around a constant perturbed

by a spherical harmonic function.

Lemma 2.5. Let d ≥ 1, p ∈ (2,2∗) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3 and θ > θ?. There is symmetry breaking

in (1.2), that is, µ(p,θ,λ) <λ, if λ> d θ.

Proof. Let us consider uε = 1+εϕ with ϕ ∈ H1(Sd ,dσ) such that
∫
Sd ϕdσ= 0 as a test function:

‖∇uε‖2
2 = ε2 ‖∇ϕ‖2

L2(Sd )
,

‖uε‖2
2 = 1+ε2 ‖ϕ‖2

L2(Sd )
,

‖uε‖2
p = 1+ε2 (p −1)‖ϕ‖2

L2(Sd )
+o(ε2) .

As a consequence, we obtain that

lim
ε→0

1

ε2

Qp,θ,λ[uε]−λ
p −2

= ‖∇ϕ‖2
L2(Sd )

− λ

θ
‖ϕ‖2

L2(Sd )
=

(
d − λ

θ

)
‖ϕ‖2

L2(Sd )
< 0

if we take a non-trivial spherical harmonic function ϕ such that −∆ϕ= dϕ and λ> d θ.

2.5. Simple symmetry results

Using a simple monotonicity observation, we obtain the following result.

Lemma 2.6. Let d ≥ 1, p ∈ (2,2#). If θ ≥ θ#, there is symmetry in (1.2), that is, µ(p,θ,λ) =λ, if λ≤ d θ.

Proof. We start by the following observation. Let X > 0 be a given real number and consider the function f

on R+ defined by

f(θ) := θ
(

X
1
θ −1

)
.
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It is elementary to compute − f ′(θ) = X
1
θ log(X

1
θ )+1−X

1
θ ≥ 0.

Let X := ‖u‖2
Lp (Sd )

/‖u‖2
L2(Sd )

. If λ= d θ, we consider two cases:

(1) Either θ ≥ 1 and we read from (GNS) that

‖∇u‖2
L2(Sd )

≥ d

p −2

(
‖u‖2

Lp (Sd )
−‖u‖2

L2(Sd )

)
= d

p −2
‖u‖2

L2(Sd )
f(1)

≥ d

p −2
‖u‖2

L2(Sd )
f(θ) = d θ

p −2

(
‖u‖

2
θ

Lp (Sd )
‖u‖−2 1−θ

θ

L2(Sd )
−‖u‖2

L2(Sd )

)
.

(2) Or θ ∈ (θ#,1) and we know from (1.4) that

‖∇u‖2
L2(Sd )

≥ d

p −2
‖u‖2

L2(Sd )
f(θ#)

≥ d

p −2
‖u‖2

L2(Sd )
f(θ) = d θ

p −2

(
‖u‖

2
θ

Lp (Sd )
‖u‖−2 1−θ

θ

L2(Sd )
−‖u‖2

L2(Sd )

)
.

If λ< d θ, the result follows from

‖∇u‖2
L2(Sd )

≥ d θ

p −2

(
‖u‖

2
θ

Lp (Sd )
‖u‖−2 1−θ

θ

L2(Sd )
−‖u‖2

L2(Sd )

)
= λ

p −2

(
‖u‖

2
θ

Lp (Sd )
‖u‖−2 1−θ

θ

L2(Sd )
−‖u‖2

L2(Sd )

)
+ d θ−λ

p −2

(
‖u‖

2
θ

Lp (Sd )
‖u‖−2 1−θ

θ

L2(Sd )
−‖u‖2

L2(Sd )

)
≥ λ

p −2

(
‖u‖

2
θ

Lp (Sd )
‖u‖−2 1−θ

θ

L2(Sd )
−‖u‖2

L2(Sd )

)
,

as a consequence of ‖u‖2/θ
Lp (Sd )

‖u‖−2(1−θ)/θ
L2(Sd )

≥ ‖u‖2
L2(Sd )

, i.e., of Hölder’s inequality ‖u‖L2(Sd ) ≤ ‖u‖Lp (Sd ). The

equality case means that u is a constant.

2.6. Consequences for the main results

Let us collect the consequences of the above estimates for Theorems 1.1 and 1.2. The proofs (part 2/2) will

be completed in Section 3.4.

Proof of Theorem 1.1, part 1/2. Inequality (1.2) holds as a consequence of Corollary 2.1 if θ > (p −2)/p or

equivalently Condition (2.9), and of Proposition 2.1 if either d = 2 and θ = θ?, or d = 1 and θ ∈ [θ?,2θ?].

The existence of optimal functions in the equality cases of (1.2) is established in Lemma 2.4 while the

monotonicity and the concavity of λ 7→ µ(p,θ,λ) is a straightforward consequence of the expression of

Qp,θ,λ given by (2.1). The upper bound µ ≤ λ and the symmetry breaking property meaning µ < λ are

the result of Lemma 2.1 and Lemma 2.5 respectively. The symmetry result valid for p < 2# and θ ≥ θ#

corresponds to Lemma (2.6). As a consequence, the proof is complete except for the proof of (1.5). ä

Proof of Theorem 1.2, part 1/2. We deduce that λT is positive from Lemma 2.3 if d ≥ 3 and from Proposi-

tion 2.1 if d = 1 or d = 2. The fact that λT(p,θ) ≤ d θ is a consequence of Theorem 1.1 (or Lemma 2.5) but

the strict inequality for θ−θ? ≥ 0 small enough and p in the appropriate range is still to be proved. ä

3. Asymptotics, reparametrization and further estimates

3.1. Asymptotics ofµ(p,θ,λ) asλ→+∞
Heuristically, large values of λ correspond to highly concentrated optimal functions, which behave like the

functions obtained by a stereographic projection on the tangent Euclidean space at the point of concentra-

tion as in Section 2.2. Here we shall use the optimal constant Kp,d ,θ in the Gagliardo-Nirenberg-Sobolev
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inequality (
‖∇v‖2

L2(Rd )
+‖v‖2

L2(Rd )

)
‖v‖

2
θ
−2

L2(Rd )
≥Kp,d ,θ ‖v‖

2
θ

Lp (Rd )
∀v ∈ H1(Rd ,d x) . (3.1)

Lemma 3.1. Let d ≥ 1, p > 2, p ≤ 2∗ if d ≥ 3, and θ ≥ θ?. With cθ as in (2.13), we have

Kp,d ,θ =
(
cθC 2

GNS(p)

)1/θ .

Inequality (3.1) is equivalent to (1.3), as will be made clear in the proof.

Proof. Assume that θ > θ? and let us consider uε(x) := ε−d/p u(x/ε) for any x ∈Rd , so that∫
Rd

|uε|p d x =
∫
Rd

|u|p d x ,
∫
Rd

|uε|2 d x = ε2θ?
∫
Rd

|u|2 d x and
∫
Rd

|∇uε|2 d x = ε−2(1−θ?)
∫
Rd

|∇u|2 d x .

For an arbitrary λ> 0, we compute(
‖∇uε‖2

L2(Rd )
+ λ

p −2
‖uε‖2

L2(Rd )

)θ (
‖uε‖2

L2(Rd )

)1−θ

=
(
ε−2(1−θ?) ‖∇u‖2

L2(Rd )
+ λ

p −2
ε2θ? ‖u‖2

L2(Rd )

)θ (
ε2θ? ‖u‖2

L2(Rd )

)1−θ
=

(
Aε−a+ λB

p −2
εb

)θ
where A := ‖∇u‖2

L2(Rd )
‖u‖2(1−θ)/θ

L2(Rd )
, B := ‖u‖2/θ

L2(Rd )
, a := 2−b and b := 2θ?/θ. With cθ defined as in (2.13), an

optimization on ε> 0 shows that(
Aε−a+ λB

p −2
εb

)θ
= cθ

(
λ

p −2

)θ−θ?
‖∇u‖2θ?

L2(Rd )
‖u‖2(1−θ?)

L2(Rd )
≥ cθ

(
λ

p −2

)θ−θ?
CGNS(p)2 ‖u‖2

Lp (Rd )
(3.2)

using (1.3). Taking λ = p − 2, we find that Kp,d ,θ ≥ c1/θ
θ

C 2/θ
GNS(p). There is in fact equality because we can

choose for u an optimal function for (1.3). The case θ = θ? is obtained as a limit case using lim
θ→θ?

cθ = 1.

The above computation is also interesting if λ 6= p − 2. On Sd , in the limit as λ → +∞, so that

ε→ 0, heuristics are simple as soon as we know that optimal functions concentrate: the behaviour of

λ 7→ µ(p,θ,λ) as λ→ +∞ is determined by the interpolation problem on the tangent hyperplane to the

sphere at the point of concentration, i.e., by (3.1), up to the normalization factor in the definition of dσ.

This was proved for θ = 1 in 22. By taking for u an approximation of the optimal function for (1.3) with

compact support in a small ball, which can be done because of the scaling invariance of (1.3), we can

guess from (3.2) that µ(p,θ,λ) = O(λθ−θ? ) as λ→+∞. The purpose of the following result is to extend the

results for (1.1) of Proposition 9 and 10 of 22 to Inequality (1.2) with θ 6= 1.

Lemma 3.2. Under the assumptions of Theorem 1.1 on d, p and θ ≥ θ?, we have

µ(p,θ,λ) = κ(p,θ)λ1−θ?/θ (
1+o(1)

)
as λ→+∞ where κ(p,θ) =

(
p−2

|Sd |2/d

)θ?/θ
Kp,d ,θ .

Proof. We do a blow-up analysis based on a change of variables depending on λ→+∞. As in Section 2.2,

let m(r ) =
√

(1+ r 2)/2, δ(p) = 2d −p (d −2) and uλ := S−1 vλ where

vλ(x) := v
( x

τ

)
with τ= 1

2

√
p −2

λ−λ
and λ := (p −2)A= 1

4
d (d −2)(p −2) .
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We take v as an optimal function for (3.1). With r = |x| and Qp,θ,λ defined in (2.1), we compute

Qp,θ,λ[uλ] =
(p −2)

(
‖∇uλ‖2

L2(Sd )
+ 1

4 d (d −2)‖uλ‖2
L2(Sd )

)
+ (λ−λ)‖uλ‖2

L2(Sd )

‖uλ‖
2
θ

Lp (Sd )
‖uλ‖2− 2

θ

L2(Sd )

=
(p −2)‖∇vλ‖2

L2(Rd )
+ (λ−λ)‖m(r )−2 vλ‖2

L2(Rd )

|Sd |
1
θ

(
1− 2

p

)
‖m(r )−

δ(p)
p vλ‖

2
θ

Lp (Rd )
‖m(r )−2 vλ‖2− 2

θ

L2(Rd )

=
(λ−λ)1− θ?

θ (p −2)
θ?
θ

(
‖∇v‖2

L2(Rd )
+ 1

4 ‖m(τr )−2 v‖2
L2(Rd )

)
|Sd |

1
θ

(
1− 2

p

)
2−

δ(p)
p θ −2

(
1− 1

θ

)
‖m(τr )−

δ(p)
p v‖

2
θ

Lp (Rd )
‖m(τr )−2 v‖2− 2

θ

L2(Rd )

.

By taking the limit as λ→ +∞ and using Lebesgue’s theorem of dominated convergence with m(τr ) →
1/
p

2 a.e., and using the fact that the quotient becomes proportional to the quotient that defines the con-

stant in the Gagliardo-Nirenberg-Sobolev inequality up to a numerical constant, we conclude that

Qp,θ,λ[uλ] = (λ−λ)1−θ?/θκ(p,θ)
(
1+o(1)

)
as λ→+∞, for a constant κ(p,θ) that can be computed explicitly, up to tedious but elementary consider-

ations. Consistently with Proposition 2.1 (we notice that κ(p,θ) = κ2(p,θ) in (2.14)), this proves that

lim
λ→+∞

λθ?/θ−1µ(p,θ,λ) ≤ κ(p,θ).

We have now to prove the reverse inequality. As in Proposition 10 of 22, we argue by contradiction. Let

(λn)n∈N and (un)n∈N be such that un ∈ H1(Sd ,dσ) with ‖un‖Lp (Sd ) = 1 for any n ∈N, limn→+∞λn =+∞,

Qp,θ,λn [un] =µ(p,θ,λn) and lim
n→+∞λ

θ?/θ−1
n µ(p,θ,λn) ≤ κ(p,θ)−η (3.3)

for some η > 0. We learn from the expression of Qp,θ,λ that λn ‖un‖2/θ
L2(Sd )

≤ κ(p,θ)λ1−θ?/θ
n as n →+∞ so

that limn→+∞ ‖un‖L2(Sd ) = 0. Concentration occurs: there exists a sequence (yi )i∈N of points in Sd with

i ∈ I ⊂N, sequences of positive numbers (ζi )i∈N and (ri ,n)i ,n∈I×N and functions ui ,n ∈ H1(Sd ,dσ) with

ui ,n = un on Sd ∩B(yi ,ri ,n) and supp ui ,n ⊂Sd ∩B(yi ,2ri ,n)

such that, as n →+∞,∑
i∈I

‖∇ui ,n‖2
L2(Sd )

∼ ‖∇un‖2
L2(Sd )

and
∑
i∈I

‖ui ,n‖2
L2(Sd )

∼ ‖un‖2
L2(Sd )

with, for all i ∈ I ,

lim
n→+∞ri ,n = 0,

∑
i∈N

ζi = 1 and lim
n→+∞

∫
Sd∩B(yi ,ri ,n )

|ui ,n |p dσ= ζi .

With a blow up argument applied to (ui ,n)n∈N, we prove for all i ∈ I that

lim
n→+∞λ

θ?
θ
−1

n

(
(p −2)‖∇ui ,n‖2

L2(Sd )
+λn ‖ui ,n‖2

L2(Sd )

)
‖ui ,n‖−2− 2

θ

L2(Sd )
≥ κ(p,θ)ζ

2
p θ

i .

We may notice that

(p −2)‖∇ui ,n‖2
L2(Sd )

+λn ‖ui ,n‖2
L2(Sd )

‖ui ,n‖2− 2
θ

L2(Sd )

≥
(p −2)‖∇ui ,n‖2

L2(Sd )
+λn ‖ui ,n‖2

L2(Sd )

‖un‖2− 2
θ

L2(Sd )

.
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Let us choose an integer N such that

N∑
i=1

ζ
2

p θ

i ≥
(

N∑
i=1

ζi

) 2
p θ

> 1− η

2κ(p,θ)
.

For n large enough, by writing

λ
θ?
θ
−1

n

N∑
i=1

(p −2)‖∇ui ,n‖2
L2(Sd )

+λn ‖ui ,n‖2
L2(Sd )

‖ui ,n‖2− 2
θ

L2(Sd )

≥ κ(p,θ)
N∑

i=1
ζ

2
p θ

i

(
1+o(1)

)≥ κ(p,θ)− η

2
,

we obtain a contradiction with (3.3). This concludes the proof.

We learn from Lemma 3.1 and Lemma 3.2 that

µ(p,θ?,λ) ≤ κ(p,θ?) = p−2
|Sd |2/d CGNS(p)2/θ? ∀λ> 0. (3.4)

This estimate is very useful. Taking into account various other results, here is one of the consequences.

Corollary 3.1. With the notation of Theorem 1.2, we have λT(p,θ) ≥λT(p,θ?) for any θ ≥ θ? and

(p −2)A≤λT(p,θ?) ≤ κ(p,θ?) if d ≥ 3,

λT(p,θ?) = κ(p,θ?) if d = 1 or d = 2.

Proof. By Lemma 2.1 and Lemma 2.2, using the monotonicity of θ 7→ µ(p,θ,λ), we know that µ(p,θ?,λ) ≤
µ(p,θ,λ) ≤ λ if θ ≥ θ?. This proves λT(p,θ) ≥ λT(p,θ?). If d ≥ 3, the lower estimate on λT(p,θ?) follows

from (2.11), while the upper estimate λT(p,θ?) ≤ κ(p,θ?) is a consequence of (3.4). If d = 1 or d = 2,

λT(p,θ?) = κ(p,θ?) is deduced from Proposition 2.1.

Remark 3.1. In view of Corollary 3.1, one can conjecture that λT(p,θ?) = κ(p,θ?) if d ≥ 3, as it is the case

if d = 1 or d = 2. One the other hand, one may wonder if Lemma 3.2 is compatible with (2.10), because for

a given p and a given θ, λ/Λ= (p −2)(d −2θ)/4θ is independent of Λ> 0. We know by (3.4) that µ(p,θ?,λ)

is bounded uniformly with respect to λ > 0, while µ
(
q,θ,Λ

) ∼ 4θκ(q,θ)
(p−2)(d−2θ) λ

1−θ?(q)/θ → +∞ as λ→ +∞ if

θ?(q) = d (q −2)/(2 q) > θ. There is no paradox because we obtain θ?(q) = θ if we take q = 2d/(d −2θ).

3.2. Reparametrization

As in 9,12,31,16,17,19, the set of optimal functions for (2.1) for θ 6= 1 can be parametrized by the critical points

of the problem corresponding to θ = 1. The precise statement goes as follows.

Proposition 3.1. Let d ≥ 1, p ∈ (2,2∗), θ ≥ θ? and Λ> 0, given. If u is an optimal function for (2.1), then, up

to a multiplicative constant, the function u solves

− ∆u + λ

p −2
u = up−1 (3.5)

with

λ= 1

θ

(
Λ+ (1−θ) (p −2)

‖∇u‖2
L2(Sd )

‖u‖2
L2(Sd )

)
and ‖u‖p

Lp (Sd )
= 1

θ

(
‖∇u‖2

L2(Sd )
+ Λ

p −2
‖u‖2

L2(Sd )

)
. (3.6)

Proof. Any optimal function u for (2.1) is such that(
‖∇u‖2

L2(Sd )
+ Λ

p −2
‖u‖2

L2(Sd )

)θ (
‖u‖2

L2(Sd )

)1−θ
=

(
µ(p,θ,Λ)

p −2

)θ
‖u‖2

Lp (Sd )
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solves the Euler-Lagrange equation

θ
(− ∆u + Λ

p−2 u
)

‖∇u‖2
L2(Sd )

+ Λ
p−2 ‖u‖2

L2(Sd )

+ (1−θ)u

‖u‖2
L2(Sd )

= up−1

‖u‖p

Lp (Sd )

, (3.7)

that is, Equation (3.5) with λ and the multiplicative constant given by (3.6).

An interesting consequence is the fact that the curve Λ 7→µ(p,θ,Λ) can be parametrized by λ using

Λ= θλ− (1−θ) (p −2)
‖∇u‖2

L2(Sd )

‖u‖2
L2(Sd )

and µ(p,θ,Λ) = θ
(
λ+ (p −2)

‖∇u‖2
L2(Sd )

‖u‖2
L2(Sd )

)( ‖u‖L2(Sd )

‖u‖Lp (Sd )

)2/θ

,

where u is as in the above proof, because(
(p −2)

‖∇u‖2
L2(Sd )

‖u‖2
L2(Sd )

+Λ
)θ ‖u‖2

L2(Sd )

‖u‖2
Lp (Sd )

= (
µ(p,θ,Λ)

)θ and (p −2)
‖∇u‖2

L2(Sd )

‖u‖2
L2(Sd )

+Λ= θ
(
λ+ (p −2)

‖∇u‖2
L2(Sd )

‖u‖2
L2(Sd )

)
.

However, it is not a priori granted that any positive non-constant solution to (3.5) gives rise to an optimal

function for (2.1). We recall that µ(p,λ) = µ(p,1,λ). Since Proposition 3.1 applies to θ = 1, in that case an

optimal function solves (3.5), up to a multiplicative constant. Let us assume that there is some continuous

branch λ 7→ uλ of optimal functions in the case θ = 1, which solve (3.5). Assume moreover that there is no

other non-constant solution of (3.5). Then

µ(p,λ) = (p −2)‖uλ‖p−2

Lp (Sd )

and we can introduce

ν(p,λ) :=
‖∇uλ‖2

L2(Sd )

‖uλ‖2
L2(Sd )

.

Here we assume that λ is in some interval I . By testing (3.5) with uλ, we know that

λ+ (p −2)ν(p,λ) =µ(p,λ)
‖uλ‖2

Lp (Sd )

‖uλ‖2
L2(Sd )

and learn that the curve Λ 7→µ(p,θ,Λ) is contained in the set

{(
Λ(p,θ,λ), M(p,θ,λ)

)
: λ ∈I

}
where

Λ(p,θ,λ) := θλ− (1−θ) (p −2)ν(p,λ) ,

M(p,θ,λ) := θµ(p,λ)1/θ
(
λ+ (p −2)ν(p,λ)

)1−1/θ .
(3.8)

Remark 3.2. If we consider the bifurcation from constant functions, which occurs for θ = 1 at λ = µ = d ,

then by considering the corresponding branch λ 7→ uλ of positive non-constant solutions to (3.5), we may

notice that limλ→d+ µ(p,λ) = d , limλ→d+ ν(p,λ) = 0 and, as a consequence

lim
λ→d+

Λ(p,θ,λ) = lim
λ→d+

M(p,θ,λ) = d θ . (3.9)

The reparametrization (3.8) is also consistent with Lemma 3.2 as λ → +∞. From the case θ = 1, we

know that µ(p,λ) ∼ κ(p,1)λ1−θ? so that ν(p,λ) ∼ cλ for some c > 0 and recover that Λ(p,θ,λ) ∼
κ(p,θ) M(p,θ,λ)1−θ?/θ as λ→+∞ using

(
κ(p,θ)

)θ = κ(p,1)θθ/(θ−θ?)θ−θ? .

The case d = 1 is of particular interest as all positive non-constant solutions of (3.5) are known, ex-

ist only in I = (d ,+∞) and are uniquely for any given λ ∈ I . However, for a given value of Λ, (3.7)

may have several non-constant solutions, even if d = 1 or up to a rotation in dimension d ≥ 1. Hence
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the reparametrization in terms of λ has to be reserved for numerical computations or a local analysis of

the branches and µ(p,θ,Λ) can be estimated only after optimizing Qp,θ,λ[u] on all admissible solutions u

of (3.5).

3.3. Comparison with inequalities on the Euclidean space

We investigate the regime of θ close to θ? and prove that for p > 2 but not too large, symmetry breaking

occurs for λ< d θ.

Proposition 3.2. Let d ≥ 1. There is some p∗ ∈ (2,2∗) such that for any p ∈ (2, p∗) and any θ ∈ (θ?,θ?+ε) for

some ε(p) > 0, we have

µ(p,θ,d θ)

d θ
< 1.

Proof. Taking the logarithm of both sides in (1.3), we have

θ?

2
log

(∥∥∇ f
∥∥2

L2(Rd )

)
+ 1−θ?

2
log

(∥∥ f
∥∥2

L2(Rd )

)
≥ log

(
CGNS(p)

)+ 1

p
log

(∫
Rd

| f |p d x

)
.

This inequality for p > 2 becomes an equality at p = 2, with CGNS(2) = 1. Using θ′?(2) = d/4 where ′ denotes

the derivative with respect to p, we obtain

‖ f ‖2
L2(Rd )

log

(‖∇ f ‖2
L2(Rd )

‖ f ‖2
L2(Rd )

)
≥ 2

d

∫
Rd

| f |2 log

(
| f |2

‖ f ‖2
L2(Rd )

)
d x + 8

d
C ′

GNS(2)‖ f ‖2
L2(Rd )

by taking the derivative with respect to p at p = 2, which the logarithmic Sobolev in scale invariant form

with optimal constant: see for instance Theorem 2 of 40, Inequality (2.3) of 38 or Inequality (26) of 10. Hence

we deduce that C ′
GNS(2) = d

8 log(πd e/2). Altogether, this means that

lim
λ→+∞

µ(p,θ?,λ)

d θ?
∼ 2πe

d |Sd |2/d
= 2e

d

(
Γ
( d+1

2

)
2
p
π

)2/d

.

As a function of d , the right-hand side is increasing with limit 1 as d →+∞ according to Stirling’s formula,

which proves that

lim
p→2+

µ(p,θ?,λ)

d θ?
< 1 ∀ (d ,λ) ∈N× (0,+∞) . (3.10)

We apply (3.10) with λ = d θ and use the continuity of µ(p,θ,λ) first with respect to p and then with

respect to θ, as a consequence of the reparametrization.

To get an upper estimate of CGNS(p) in an arbitrary dimension d ≥ 1, we can use concentrating Gaus-

sian test functions. Using (3.4), we obtain

µ(p,θ?,λ) ≤ κ(p,θ?) = p−2
|Sd |2/d CGNS(p)2/θ? ≤ g(p,d) := d (p−2) p

2
p−2

2
(d+2) p−4

d (p−2) π
1
d

Γ
(

d+1
2

)2/d
(3.11)

for any λ > 0. The condition g(p,d) < d θ? shows that for θ−θ? > 0 small, symmetry breaking occurs for

λ < d θ. Checking the condition g(p,d) < d θ? is easy to implement numerically. Solving g(p,d) = d θ?
gives a lower estimate on p∗. See Section 6.6 for more details.

3.4. Consequences for the main results

With the estimates of Section 3, we can complete the proofs of Section 2.6.
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Proof of Theorem 1.1, part (2/2). For large values of λ, the estimate of µ(p,θ,λ) given by (1.5) is the result

of Lemma 3.2 with κ= κ(p,θ). ä

Proof of Theorem 1.2, part (2/2). It is easy to rephrase the result of Proposition 3.2 as the fact thatλT(p,θ) <
d θ if θ−θ? ≥ 0 is taken small enough and p is in the appropriate range. ä

4. A formal Taylor expansion near the bifurcation point

We consider the minimization problem (2.1) and investigate as in 17 the behaviour of the branch that bi-

furcates from the constant functions by formally expanding Qp,θ,λ on the lowest spherical harmonics in a

neighbourhood of λ = d θ. The reader who is not interested in the discussion for an arbitrary dimension

d ≥ 1 will find in Section 6.3 a shorter version specific to the case d = 1.

In order to avoid heavy notations, assume that p and θ are given, let us write Λ(λ) = Λ(p,θ,λ)

and M(λ) = M(p,θ,λ) for the reparametrization of (3.8), and consider the parametric curve C : λ 7→(
Λ(λ), M(λ)

)
. If ′ denotes the derivative with respect to λ, let

s(λ) := M ′(λ)

Λ′(λ)
. (4.1)

We shall also need

θ0 := (d +2)(d +3)(p −2)

2(p2 +2 p −6)+d (p2 +6 p −12)−d 2 (p −2)2 . (4.2)

Proposition 4.1. Let d ≥ 1, p ∈ (2,+∞) if d = 1, 2, p ∈ (2,2∗] if d ≥ 3 and θ ≥ θ?. Assuming that C is analytic,

there is some ε> 0 such that the parametric curve C : [d ,d +ε) → (R+)2 has the following properties:

(1) If θ 6= θ0, the curve C bifurcates from (d θ,d θ) tangentially to µ=λ, i.e., M(d) =Λ(d) = d θ and s(d) = 1,

(2) The curve C is concave and below the line µ= λ on a right neighbourhood of the bifurcation point, i.e.,

Λ′(λ) > 0, M ′(λ) > 0 and s′(λ) < 0 for any λ ∈ (d ,d +ε) if θ > θ0.

(3) The curve C is convex and above the line µ = λ on a left neighbourhood of the bifurcation point, i.e.,

Λ′(λ) < 0, M ′(λ) < 0 and s′(λ) > 0 for any λ ∈ (d ,d +ε) if θ < θ0.

Proof. The proof relies on a formal Taylor expansion in which we neglect higher order terms without jus-

tification, based on our analyticity assumption. Let us start by introducing the lowest spherical harmonic

function that are needed to obtain the leading order terms.

On the sphere Sd , we consider the Laplace-Beltrami operator restricted to the functions depending

only on the azimuthal angle ζ ∈ [0,π]

L f := (sinζ)1−d d

dζ

(
(sinζ)d−1 d f

dζ

)
.

On [0,π], we consider the probability measure

dσζ =
1

Zd
(sinζ)d−1 dζ where Zd :=

∫ π

0
(sinζ)d−1 dζ=

p
π Γ( d

2 )

Γ( d+1
2 )

.

The spherical harmonic functions

ϕ0(ζ) := 1, ϕ1(ζ) =
p

d +1 cosζ , ϕ2 =
√

d +3

2d
(d +1)

(
(cosζ)2 −1

)
,
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are normalised eigenfunctions in L2([0,π],dσζ) of L with eigenvalues λ0 = 0, λ1 = d , λ2 = 2d +2 such that∫
Sd

|ϕ1|4 dσ= 3
d +1

d +3
,

∫
Sd

|ϕ1|2ϕ2 dσ=
√

2d

d +3
,

∫
Sd

|ϕi |2 dσ= 1 ∀ i = 0, 1, 2 ,∫
Sd
ϕ1 dσ=

∫
Sd
ϕ2 dσ=

∫
Sd
ϕ1ϕ2 dσ=

∫
Sd

|ϕ2|2ϕ1 dσ=
∫
Sd
ϕ3

1 dσ= 0.

According to Section 2.4, the Taylor expansion of Qp,θ,Λ[1+ εϕ1] at order ε2 shows that µ(p,θ,Λ) < Λ if

Λ > d θ, while Qp,θ,Λ[u] is linearly stable at u = 1 if Λ < d θ. Moreover, we know from (3.9) that Λ(d) =
M(d) = d θ, so that µ(p,θ,d θ) = d θ. In order to understand the bifurcation of Λ 7→µ(p,θ,Λ) at Λ= d θ, we

have to perform a Taylor expansion at higher order. The unique positive solution of (3.5) which is constant

is u = (
λ/(p −2)

)1/(p−2) and we consider the expansion with respect to λ in a neighbourhood of λ= d . Let

uε =
( d

p−2

) 1
p−2

(
1+εaϕ1 +ε2bϕ2

)
. (4.3)

A direct computation shows that( d
p−2

)− 2
p−2 ‖∇uε‖2

L2(Sd )
= d a2 +2(d +1)b2 ,( d

p−2

)− 2
p−2 ‖uε‖2

L2(Sd )
= 1+a2 +b2 ,( d

p−2

)− 2
p−2 ‖uε‖2

Lp (Sd )
= 1+ (p −1)

(
a2 ε2 +cε4) with c := b2 + (p −2)

√
2d

d+3 a
2b− (p−2)(d+p)

2(d+3) a4 .

With these preliminaries in hand, our strategy can be decomposed into three steps and goes as follows.
(1) If θ = 1, we know that the curve C bifurcates from (λ,µ) = (d ,d) as a concave function λ 7→µ(λ), to the

right and below the line µ = λ. We can compute an approximation on the lowest spherical harmonic

function by minimizing Qp,1,λ with respect to the corresponding coefficients.

(2) We use the reparametrization of Section 3.2 to obtain a curve which bifurcates from (λ,µ) = (d θ,d θ).

(3) We discuss the behaviour of C in the neighbourhood of the bifurcation point depending on θ.

Step 1: the case θ = 1. In view of the Taylor expansion of Section 2.4, let us take λ = λ(ε) := d + ε2 and

consider uε given by (4.3). A minimization of Qp,1,λ(ε)[uε] with respect to a and b shows that

Qp,1,λ(ε)[uε] =λ(ε)− (d +2)(d +3)(p −2)

2d (d +1)(p −1)(2d −p (d −2))
ε4 +o(ε4)

for the optimal choice of a and b given by

a=
√

(d +2)(d +3)

d (d +1)(p −1)(2d −p (d −2))
and b=

p
d (d +3)p

2(d +1)(2d −p (d −2))
.

Step 2: the reparametrization, the case θ 6= 1. According to Section 3.2 and with the simplified notation

µ(λ) =µ(p,λ) and ν(λ) = ν(p,λ), we have

ν
(
λ(ε)

)= ‖∇uε‖2
L2(Sd )

‖uε‖2
L2(Sd )

+o(ε4) =αε2 + 1

2
βε4 +o(ε4) (4.4)

where

α= (d +2)(d +3)

(d +1)(p −1)(2d −p (d −2))
and β= (d +3)

(
d 2 (d +1)(p −1)2 − (d +2)2 (d +3)

)
d (d +1)2 (p −1)2 (2d −p (d −2))2 ,

and µ
(
λ(ε)

)=Qp,1,λ(ε)[uε], that is,

µ
(
λ(ε)

)= d +ε2 −γε4 +o(ε4) where γ= (d +2)(d +3)(p −2)

2d (d +1)(p −1)(2d −p (d −2))
. (4.5)
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Step 3: discussion. In our simplified notation, the reparametrization (3.8) can be rewritten as

Λ(λ) = θλ− (1−θ) (p −2)ν(λ) and M(λ) = θµ(λ)1/θ (
λ+ (p −2)ν(λ)

)1−1/θ .

From the analyticity assumption, the derivatives can be computed order by order in terms of ε2 and we

obtain that

Λ′(d) = θ− (1−θ) (p −2)α> 0

if and only if θ > θ0. By direct computation, we have

M ′(λ) =µ′(λ)

(
λ+ (p −2)ν(λ)

µ(λ)

)1−1/θ

+ (θ−1)

(
µ(λ)

λ+ (p −2)ν(λ)

)1/θ (
1+ (p −2)ν′(λ)

)
and for λ = d , µ(d) = d , while we learn that ν(d) = 0 and µ′(d) = 1 from (4.4) and (4.5) respectively. Alto-

gether, we obtain

M ′(d) = θ− (1−θ) (p −2)α=Λ′(d) .

As a consequence, the slope s of the curve C defined by (4.1) satisfies

s(d) = 1 if θ 6= θ0 .

If θ 6= θ0, let us observe that

s′(d) = s′(d)

s(d)
= M ′′(d)

M ′(d)
− Λ′′(d)

Λ′(d)
= M ′′(d)−Λ′′(d)

Λ′(d)

where

Λ′′(d) =−(1−θ) (p −2)β and M ′′(d) =−µ′′(d)+ (p −2)
1−θ
d θ

(
(p −2)α2 −d θβ

)
.

Altogether, we have the identity

s′(d)Λ′(d) =− (p −2)2 1−θ
d θ

α2

from which we deduce the concavity (resp. convexity) property of C if θ > θ0 (resp. θ < θ0).

5. The one-dimensional case

5.1. Computation of the branch with θ = 1

Let us consider the solution of (3.5), up to a multiplication by
(
λ/(p −2)

) 1
p−2 . The 2π-periodic solution of

− u′′+ λ

p −2

(
u −up−1)= 0 on R (5.1)

is changed into the T -periodic solution of

− v ′′+ v = v p−1 on R (5.2)

with T = 2π
√
λ/(p −2) if u(x) = v

(√
λ/(p −2) x

)
. Since

E = 1

2
|v ′|2 −V (v) where V (v) := 1

2 |v |2 − 1
p |v |p

is constant, we learn that

|v ′| =
√

2(E +V (v))
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and can compute the period of a periodic positive function as

T (E) = 2
∫ T (E)/2

0
d x = 2

∫
I (E)

d wp
2(E +V (w))

where

I (E) := {
w > 0 : E +V (w) > 0

} ∀E ∈ (−θ?,0)

and θ? = (p −2)/(2 p) = minw>0 V (w). Changing variables with λ=λ(E), we can compute∫ 2π

0
|u|q dσ=

√
p −2

2π
p
λ

∫ T (E)

0
|v |q d x =

√
p −2

π
p
λ

Jq (E) , (5.3)∫ 2π

0
|u′|2 dσ=

p
λ

2π
√

p −2

∫ T (E)

0
|v ′|2 d x =

p
λ

π
√

p −2
K (E) , (5.4)

with

Jq (E) :=
∫

I (E)

w q

p
2(E +V (w))

d w and K (E) :=
∫

I (E)

√
2(E +V (w))d w .

According to 32 (also see earlier references therein), the function T : [−θ?,0) →R+ is monotone increasing

with

lim
E→(−θ?)+

T (E) = 2π and lim
E→0−

T (E) =+∞ .

The concave curve λ 7→µ(p,λ) can be parametrized by E . With a slight abuse of notations, we can consider

λ and µ as functions of E and write

λ(E) = (p −2)

(
T (E)

2π

)2

,

µ(E) = (p −2)
∫ 2π

0 |u′|2 dσ+λ(E)
∫ 2π

0 |u|2 dσ(∫ 2π
0 |u|p dσ

)2/p
=λ(E)

 √
p −2

π

√
λ(E)


1− 2

p

K (E)+ J2(E)

Jp (E)2/p
,

For later purpose, it is also convenient to define

ν(E) :=
‖u′‖2

L2(S1)

‖u‖2
L2(S1)

= λ(E)

p −2

K (E)

J2(E)
.

Altogether, we have

λ(E) = (p −2)

(
T (E)

2π

)2

,

µ(E) = (p −2)

(
T (E)

2π

)2 (
T (E)

2

)− p−2
p K (E)+ J2(E)

Jp (E)2/p
,

ν(E) =
(

T (E)

2π

)2 K (E)

J2(E)
.

(5.5)

Remark 5.1. Notice that

µ(E) = (
λ(E)

)1−θ?
(

p −2

π2

)θ? K (E)+ J2(E)

Jp (E)2/p
. (5.6)
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Since limE→0− T (E) =+∞ and J2(E), Jp (E) and K (E) converge as E → 0+ respectively to

J2(0) = 1

4

p +2

p −2

( p

2

) 2
p−2

p
π Γ

( p
p−2

)
Γ
( p

p−2 + 1
2

) , Jp (0) = 2 p

p +2
J2(0) , K (0) = p −2

p +2
J2(0) , (5.7)

we recover the result of Lemma 3.2 in dimension d = 1 if θ = 1. For details on this computation, see for

instance the proof of Lemma 3 in 12.

5.2. Computation of the branch with θ < 1: reparametrization

If θ ∈ (θ?,1), we know from Section 3.2 that any optimal function for (2.1) is, up to a multiplication by a

constant, a solution of (5.1) with

λ= 1

θ

(
Λ+ (1−θ) (p −2)

‖u′‖2
L2(S1)

‖u‖2
L2(S1)

)

which provides us with the reparametrization
(
Λ,µ(p,θ,Λ)

)
by E 7→ (

λ(θ,E),µ(θ,E)
)

λ(θ,E) := θλ(E)− (1−θ) (p −2)ν(E) =
(
θ− (1−θ)

K (E)

J2(E)

)
λ(E) ,

µ(θ,E) := (
λ(θ,E)+ (p −2)ν(E)

)( ‖uE‖2
L2(S1)

‖uE‖2
Lp (S1)

) 1
θ

=
(
λ(θ,E)+λ(E)

K (E)

J2(E)

)  √
p −2

π

√
λ(E)


p−2
p θ (

J2(E)

Jp (E)2/p

) 1
θ

,

(5.8)

where uE denotes the solution of (5.1) corresponding to λ = λ(E) and J2 and K are defined respectively

in (5.3) and (5.4). Using the computations of Section 5.1, we obtain

λ(θ,E) = (p −2)

(
θ− (1−θ)

K (E)

J2(E)

)(
T (E)

2π

)2

,

µ(θ,E) = θ (p −2)

(
1+ K (E)

J2(E)

)(
T (E)

2π

)2 (
T (E)

2

)− p−2
p θ

(
J2(E)

Jp (E)2/p

) 1
θ

.

(5.9)

Remark 5.2. As a limit case corresponding to θ = θ?, we read from (5.9) that

µ(θ?,E) = θ? (p −2)
K (E)+ J2(E)

J2(E)

(
J2(E)

Jp (E)2/p

) 1
θ?

.

Using (5.7), we obtain

κ(p,θ?) = lim
E→0−

µ(θ?,E) = (p −2)2

p +2

(
p +2

2 p

) 4
p−2 J2(0)2

π2

with J2(0) given by (5.6). Taking into account (3.4), this allows us to check that

(
CGNS(p)

)2/θ? =
(

p+2
4

) p+2
p−2

π Γ
(

p
p−2

)2

(p −2) Γ
(

p
p−2 + 1

2

)2 . (5.10)

By testing (5.2) with v , we learn that
∫ T (E)

0

(|v ′|2 +|v |2 −|v |p)
d x = 0 and

K (E)+ J2(E)− Jp (E) = 0

using the change of variables x 7→ w = v(x) as in Section 5.1. Similarly an integration on (0,T (E)) of the
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identity 0 = 2(E +V (v))−|v ′|2 gives the relation

E T (E)−K (E)+ J2(E)− 2
p Jp (E) = 0.

As a consequence, we learn that Jp (E) = K (E)+ J2(E),

T (E) = (p −2) J2(E)− (p +2)K (E)

p |E | = 2
J2(E)

|E |
(
θ?− (1−θ?)

K (E)

J2(E)

)
so thatλ(θ?,E) ≥ 0 andλ(θ,E) = 1

1−θ?
(
(p−2)(θ−θ?)+(1−θ)λ(θ?,E)

)( T (E)
2π

)2 ≥ (p−2) θ−θ?1−θ? using T (E) ≥ 2π,

and

λ(θ?,E) = (p −2)
(
(p +2)K (E)− (p −2) J2(E)

)3

8 p3π2 J2(E)E 2 .

A lengthy computation in the spirit of the method of Section 4 of 32 shows that K ′(E) and J ′2(E) admit finite

limits as E → 0− so that (p +2)K (E)− (p −2) J2(E) =O(E). As a consequence we know that

lim
E→0−

λ(θ?,E) = 0.

5.3. Comparison with the Gagliardo-Nirenberg constant

In the d = 1 case, it is known that equality in the Euclidean Gagliardo-Nirenberg-Sobolev inequality (1.3)

is achieved by the function u(x) = (cosh x)−2/(p−2), x ∈R. See for instance 23 and earlier references therein.

As a consequence, we recover (5.10). We know from (3.4) that µ(p,θ?,λ) ≤ κ(p,θ?). Using the concavity of

λ 7→µ(p,θ,λ) and its continuity with respect to θ for θ−θ? > 0, small, we conclude that symmetry breaking

occurs for λ< d θ with d = 1 if

κ(p,θ?) = p −2

4π2 CGNS(p)2/θ? < θ? = p −2

2 p
.

One can show that this occurs if p ∈ (2, p?) for some p? > 2. See Section 6.4 for a numerical result.

6. Some numerical results

In this section, we collect various plots which illustrate our results. Except in Sections 6.1 and 6.6, we focus

on the case d = 1 and use the representation of Section 5.1 of the solutions by elliptic integrals. In higher

dimensions, more robust numerical methods would be needed for detailed results, which are out of the

scope of the present paper, but at least we present evidences that some properties are qualitatively similar

to the case d = 1.

6.1. Inequalities, symmetry and phase transition

The family of inequalities (1.2) holds for any u ∈ H1(Sd ,dσ) and λ> 0, for some positive optimal constant

µ(p,θ,λ), if θ ≥ θ? = d (p −2)/(2 p), p ∈ (2,+∞) if d = 1 or d = 2, and p ∈ (2,2∗] with 2∗ = 2d/(d −2) if d ≥ 3.

We have the estimates µ(p,θ,λ) ≤λ for any λ> 0, µ(p,θ,λ) <λ if λ> d θ and µ(p,θ,λ) =λ if λ≤ d θ, θ ≥ θ#

and p ∈ (2,2#), where 2# is the Bakry-Emery exponent and θ# is the corresponding exponent. If d = 1, then

2# =+∞ and θ# = 3(p −2)/(4 p −7). If d ≥ 2, we also have µ(2#,θ,λ) = λ if λ≤ d θ and θ ≥ θ#. If p ∈ (2#,2∗

and d ≥ 3, or p ∈ (2#,+∞) if d = 2, we also have µ(p,θ,λ) =λ if λ≤ d θ, θ ≥ 1. See Fig. 1.

The function λ 7→µ(p,θ,λ) is monotone non-decreasing and concave. We distinguish two regimes:

• Symmetry: µ(p,θ,λ) =λ, the equality case in (1.2) is achieved only by constant functions,

• Symmetry breaking: µ(p,θ,λ) <λ, the equality case in (1.2) is not achieved by constant functions.

Our goal is to understand whether the phase transition from symmetry to symmetry breaking occurs at
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Fig. 1. The range of the admissible parameters θ as a function of p in (from left to right) dimensions d = 1, d = 2 and
d = 3 corresponds to the gray area θ ≥ θ? for any p > 2 if d = 1 or d = 2 and p ∈ (2,2∗] is d ≥ 3. The dark gray subdomain
is the region θ ≥ θ# with p ∈ (2,+∞) if d = 1, 2 < p ≤ 2# if d ≥ 2 or θ ≥ 1 if d ≥ 2 with 2# ≤ p <∞ if d = 2 and 2# ≤ p ≤ 2∗ if
d ≥ 3. In dimensions d ≥ 3, the admissible range is limited to the interval (2,2∗] with 2∗ → 2 as d →+∞ but otherwise
the picture is qualitatively the same as in the case d = 3.

λ = d θ and determines a second order phase transition, or for some λ < d θ, which corresponds to a first

order phase transition. Notice that a first order phase transition can occur also at λ = d θ. In Fig. 1, dark

grey regions correspond to θ ≥ min
{
1,θ#

}
in which we have a second order phase transition.

6.2. The branch of positive non-constant solutions for d = 1

In dimension d = 1, obtaining all positive non-constant solutions to (5.1) can be done by solving this

Hamiltonian ODE using elliptic integrals involving the Hamiltonian energy E as a parameter, which

parametrizes monotonically λ = λ(E) while µ(E) = µ
(
p,1,λ(θ,E)

)
is obtained by computing µ(E) =

λ(E)‖uE‖p−2
Lp (S1)

where uE denotes the 2π-periodic solution of energy E . The curve E 7→ (
λ(E),µ(E)

)
given

by (5.5) represents all solutions corresponding to the Euler-Lagrange equations associated with (1.2) for

θ = 1. If d = 1 but θ 6= 1, all solutions corresponding to the Euler-Lagrange equations associated with (1.2)

can be represented by a curve E 7→ (
λ(θ,E),µ(θ,E)

)
given by (5.9). Typical patterns are shown in Fig. 2. De-

pending on the values of θ, the bifurcating curve goes either to the right (higher values of λ) or to the right.

This first qualitative property is explained next.
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Fig. 2. In dimension d = 1, with p = 5, the set of non-constant positive solutions is represented in (λ,µ) coordinates
(blue curve) for θ = 2, θ = 0.8, θ = 0.32 and θ = θ? = 0.3, from left to right, while constant solutions are represented by
the brown half-line µ = λ. The bifurcation point is at λ = µ = d θ (with d = 1) in all cases. In the case θ = θ?, we have
already seen in Remark 5.2 that limE→0− λ(θ?,E) = 0 and limE→0− µ(θ?,E) = κ(p,θ?) > 0.

Coming back to (1.1) and (1.2), we may notice that µ
(
p,λ(1,E)

)=µ(1,E) for any E > 0 and

µ
(
p,θ,Λ

)= min
{
µ∗(θ,E ,Λ)

}
: E > 0

}
where µ∗(θ,E ,Λ) := min{Λ,µ(θ,E)} .

6.3. The first bifurcation from constant solutions for d = 1

The deficit associated with (1.2) is linearly stable if λ < d θ, and linearly unstable if λ > d θ. As a conse-

quence, a branch of non-constant solutions of the Euler equation bifurcates at λ= d θ. The case of dimen-
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sion d = 1 enters in the general setting of Section 4, but one can give a simpler analysis in that case. Let us

start with the case θ = 1. The simple ansatz

uε(ζ) = 1+aε
p

2 cosζ+bε2
p

2 cos(2ζ) ∀ζ ∈ [0,2π) ≈S1

allows us to describe the branch of positive non-constant solutions to (3.5) near the bifurcation point, at

leading order for ε> 0 small, as a parametric curve in (λ,µ) coordinates parametrized by ε> 0 such that

λ(ε) = 1+ε2 .

This ansatz has been justified in Section 4. Here we only collect the observations needed for numerical

computations in dimension d = 1. At formal level, we do the expansion of

µ(ε) :=
(p −2)‖u′

ε‖2
L2(S1)

+λ(ε)‖uε‖2
L2(S1)

‖uε‖2
Lp (S1)

and simply observe that λ(ε)−µ(ε) achieves its maximum for

a= 6

(p −1)(p +2)
and b= 1p

2(p +2)
,

in which case we obtain

µ(ε) = 1+ε2 −γε4 +o
(
ε4) with γ= 3(p −2)

(p −1)(p +2)
.

Notice that we can eliminate ε2 = λ−1 and find that µ(p,λ) = λ−γ (λ−1)2 +o
(
(λ−1)2

)
, i.e., the parabola

which interpolates λ 7→µ(p,λ) at the bifurcation point. With a similar computation, we can compute

ν(ε) :=
‖u′

ε‖2
L2(S1)

‖uε‖2
L2(S1)

=αε2 +βε4 +o
(
ε4) where α= 6

(p −1)(p +2)
and β= 2(p2 −2 p −17)

(p −1)2 (p +2)2 .

So far, these computations are done in the case θ = 1. If θ 6= 1, we can use them to get an approximation of

λ(θ,E) and µ(θ,E) using (5.9). For ε> 0 small, we obtain the reparametrization

λ= θ (1+ε2)− (1−θ) (p −2)
(
αε2 +βε4)+o

(
ε4) ,

µ= θ (
(p −2)

(
αε2 +βε4)+1+ε2)1− 1

θ
(
1+ε2 −γ(p)ε4) 1

θ +o
(
ε4) .

Expanding again around ε= 0, we notice that

λ= θ+ A(θ, p)ε2 +B(θ, p)ε4 +o
(
ε4)

µ= θ+ A(θ, p)ε2 +C (θ, p)ε4 +o
(
ε4) with


A(θ, p) = θ− (1−θ) (p −2)α= θ− (1−θ) 6(p−2)

(p−1)(p+2) ,

B(θ, p) =− (1−θ) (p −2)β ,

C (θ, p) = 1−θ
2θ (p −2)2α2 − (1−θ) (p −2)β−γ .

To understand the behaviour of the branch in the (λ,µ) representation, it is interesting to compute the sign

of A(θ, p). An elementary computation shows that A(θ, p) is negative if and only if

θ < θ0(p) := 6(p −2)

p2 +7 p −14
< θ? .

This is consistent with (4.2). As in Section 4, we obtain that s′(λ) < 0 for λ> d , close enough to d if θ < θ0,

so that bifurcations always take place to the left in that case. This happens if 2 < p < p0 = 7. See Fig. 3.

Bifurcations taking place to the left only if 2 < p < p0 could sound like a paradox in view of Fig. 2 (cases

θ = 0.32 and θ = 0.3) as it seems that bifurcations might take place to the left also if 7 = p0 < p . 9.91109

(see Section 6.4 below), but a detailed numerical analysis shows that there is in fact a double turning point

in that case. An enlightening example is shown in Fig. 4.
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Fig. 3. In dimension d = 1, plot of p 7→ θ?(p) (blue) and p 7→ θ0(p) (black, dotted).
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Fig. 4. In dimension d = 1, for p = 9 and θ?(9) = 7
18 < θ ≈ 0.398889, we observe a double turning point in the (λ,µ)

representation of the critical points. The right plot is an enlargement of the left plot near the bifurcation point.

6.4. The critical and slightly sub-critical cases for d = 1

For θ > θ?, close enough to θ?, symmetry breaking occurs for λ < d θ (first order phase transition) if

κ(p,θ?) ≤ d θ? = (p −2)/(2 p). Numerically, this occurs for any p ∈ (2, p?) with p? ≈ 9.91109.

0.1 0.2 0.3 0.4

0.1

0.2

0.3

0.4

Fig. 5. In dimension d = 1, with p = 5 and θ = θ? = 0.3 as in Fig. 2, we obtain numerically that µ(p,θ?,λ) =
min

{
λ,κ(p,θ?)

}
. Proving that either E 7→ λ(θ?,E) or E 7→ µ(θ?,E) are monotone functions are open questions. At

the level µ= κ(p,θ?), there is a loss of compactness in the variational problem associated with (1.2).

As in Section 3.3, an almost explicit range is given by taking Gaussian test functions. With the notation

of (3.11), this amounts to the estimate κ(p,θ?) ≤ g(p,1) = p−2
8π

( p
2

)2/(p−2)
, which is not as good as the previ-

ous one, but one can check that g(p,1) < θ? holds if and only if p ∈ (2, p?) where p? = 2 log(2π)/`≈ 7.8834

where ` is the unique real number larger than 1 such that 2π`e−` = log(2π). See Figs. 5 and 6.

6.5. A summary for d = 1

Our symmetry breaking results are summarized in Fig. 7. A numerical estimate of the range in which a first

order phase transition holds is obtained, in terms of θ by finding, for each value of p, for which E ∈ (−θ?,0)

we can solve

λ(θ,E) =µ(θ,E) = θ (6.1)



24

0.1 0.2 0.3 0.4

0.37

0.38

0.39

0.40

0.41

0.42

0.43

0.1 0.2 0.3 0.4

0.39

0.40

0.41

0.42

0.43

0.44

0.45

0.1 0.2 0.3 0.4

0.40

0.41

0.42

0.43

0.44

0.45

0.46

0.1 0.2 0.3 0.4 0.5

0.42

0.44

0.46

0.48

Fig. 6. In dimension d = 1 and θ = θ?, the critical cases are shown (from left to right) for p = 9.0, 9.7, 10.1 and 10.8. Even
in the cases of a first order transition corresponding to θ−θ? > 0, small, and p = 9.0 or 9.7 the branch bifurcates to the
right at (λ,µ) = (θ,θ).

where λ(θ,E) and µ(θ,E) are defined by (5.8). As in Section 5.2, since the solution uE of (5.1) corresponding

to λ=λ(E) is optimal for (1.1), we know that

‖uE‖2
Lp (S1)

‖uE‖2
L2(S1)

= (p −2)ν(E)+λ(E)

µ(E)

Altogether, we obtain

λ(θ,E) = θλ(E)− (1−θ) (p −2)ν(E) and µ(θ,E) = θ (
(p −2)ν(E)+λ(E)

)1− 1
θ µ(E)

1
θ .

Solving (6.1) amounts to θ = θ̃(E) := (p−2)ν(E)

(p−2)ν(E)+λ(E)−1
while E is obtained as the solution of

(λ(E)−1) log
(
(p −2)ν(E)+λ(E)

)= (
(p −2)ν(E)+λ(E)−1

)
logµ(E) .

We denote by Ẽ the numerical solution. It turns out that this problem is rather stiff and would require

0 2 4 6 8 10 12
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0.8

Fig. 7. Range of θ (vertical axis) in terms of p (horizontal axis): the admissible range is the grey area θ ≥ θ?(p) where p 7→ θ?(p)
corresponds to the blue curve. The yellow curve represents p 7→ θ#(p) above which the phase transition is of second order. The green
curve is p 7→ κ(p,θ?), such that symmetry breaking occurs for λ < θ if θ−θ?(p) > 0 is small enough and κ(p,θ?) < θ?(p), that is,
in an upper neighbourhood of the bold part of the blue curve. The intersection of the red curve given by Gaussian test functions
with p 7→ θ?(p) determines the range 2 < p < p∗ in Proposition 3.2, which is a more explicit interval in p for symmetry breaking,
for θ−θ? > 0, small enough. The black, dotted curve is p 7→ θ0(p) as in Fig. 3. The (brown, thick) curve p 7→ θ•(p) is a numerical
approximation of the threshold between first and second order phase transitions for a subinterval of the admissible values of p.

a more detailed numerical analysis but one can expect that θ̃(Ẽ) is the threshold value of θ below which

a first order transition occurs. This value of course depends on p and a portion of the curve, denoted by

p 7→ θ•(p) is shown on Fig. 7.

6.6. Some numerical results in higher dimensions

The condition (3.11) can be implemented numerically to give a range of values of p > 2 for which a first

order phase transition occurs for some θ > θ?, close enough to θ?. See Fig. 8.
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Fig. 8. Plot (orange curve) of d 7→ p∗(d) where p = p∗ solves g(p,d) = d (p −2)/(2 p), where d is considered here as a real parameter.
For integer values of d ≥ 1, a first order phase transition occurs if p ∈ (2, p∗(d)).

Acknowledgements: This work has been partially supported by the Projects EFI (ANR-17-CE40-0030) and
Conviviality (ANR-23-CE40-0003) of the French National Research Agency. E.B.D. is funded by the Euro-
pean Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant
agreement no 101034255.
© 2024 by the authors. Reproduction of this article by any means permitted for non-commercial purposes. CC-BY 4.0

References

1. D. BAKRY AND M. ÉMERY, Diffusions hypercontractives, in Séminaire de probabilités, XIX, 1983/84, vol. 1123 of
Lecture Notes in Math., Springer, Berlin, 1985, pp. 177–206.

2. , Inégalités de Sobolev pour un semi-groupe symétrique, C. R. Acad. Sci. Paris Sér. I Math., 301 (1985), pp. 411–
413.

3. D. BAKRY, I. GENTIL, AND M. LEDOUX, Analysis and geometry of Markov diffusion operators, vol. 348 of
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], Springer,
Cham, 2014.

4. W. BECKNER, Sharp Sobolev inequalities on the sphere and the Moser-Trudinger inequality, Ann. of Math. (2), 138
(1993), pp. 213–242.

5. M.-F. BIDAUT-VÉRON AND L. VÉRON, Nonlinear elliptic equations on compact Riemannian manifolds and asymp-
totics of Emden equations, Invent. Math., 106 (1991), pp. 489–539.

6. M. BONFORTE, J. DOLBEAULT, M. MURATORI, AND B. NAZARET, Weighted fast diffusion equations (Part I): Sharp
asymptotic rates without symmetry and symmetry breaking in Caffarelli-Kohn-Nirenberg inequalities, Kinetic and
Related Models, 10 (2017), pp. 33–59.

7. M. BONFORTE, J. DOLBEAULT, B. NAZARET, AND N. SIMONOV, Constructive stability results in interpolation in-
equalities and explicit improvements of decay rates of fast diffusion equations, Discrete and Continuous Dynamical
Systems, 43 (2023), pp. 1070–1089.

8. D. BONHEURE, J. DOLBEAULT, AND H. TAVARES, Some systems arising from Lieb-Thirring kinetic energy inequali-
ties. Work in progress.

9. L. CAFFARELLI, R. KOHN, AND L. NIRENBERG, First order interpolation inequalities with weights, Compositio Math-
ematica, 53 (1984), pp. 259–275.

10. E. A. CARLEN, Superadditivity of Fisher’s information and logarithmic Sobolev inequalities, J. Funct. Anal., 101
(1991), pp. 194–211.

11. F. CATRINA AND Z.-Q. WANG, On the Caffarelli-Kohn-Nirenberg inequalities: sharp constants, existence (and
nonexistence), and symmetry of extremal functions, Communications on Pure and Applied Mathematics, 54 (2001),
pp. 229–258.

12. M. DEL PINO, J. DOLBEAULT, S. FILIPPAS, AND A. TERTIKAS, A logarithmic Hardy inequality, Journal of Functional
Analysis, 259 (2010), pp. 2045 – 2072.

13. J. DEMANGE, Improved Gagliardo-Nirenberg-Sobolev inequalities on manifolds with positive curvature, J. Funct.
Anal., 254 (2008), pp. 593–611.

14. J. DOLBEAULT, Functional inequalities: Nonlinear flows and entropy methods as a tool for obtaining sharp and
constructive results, Milan Journal of Mathematics, 89 (2021), pp. 355–386.

15. J. DOLBEAULT AND M. J. ESTEBAN, Extremal functions for Caffarelli-Kohn-Nirenberg and logarithmic Hardy in-
equalities, Proceedings of the Royal Society of Edinburgh, Section: A Mathematics, 142 (2012), pp. 745–767.

https://creativecommons.org/licenses/by/4.0/legalcode


26

16. , A scenario for symmetry breaking in Caffarelli-Kohn-Nirenberg inequalities, Journal of Numerical Mathe-
matics, 20 (2013), pp. 233—249.

17. , Branches of non-symmetric critical points and symmetry breaking in nonlinear elliptic partial differential
equations, Nonlinearity, 27 (2014), p. 435.

18. , Improved interpolation inequalities and stability, Advanced Nonlinear Studies, 20 (2020), pp. 277–291.
19. J. DOLBEAULT, M. J. ESTEBAN, S. FILIPPAS, AND A. TERTIKAS, Rigidity results with applications to best constants

and symmetry of Caffarelli-Kohn-Nirenberg and logarithmic Hardy inequalities, Calculus of Variations and Partial
Differential Equations, 54 (2015), pp. 2465–2481.

20. J. DOLBEAULT, M. J. ESTEBAN, M. KOWALCZYK, AND M. LOSS, Sharp interpolation inequalities on the sphere: New
methods and consequences, Chinese Annals of Mathematics, Series B, 34 (2013), pp. 99–112.

21. , Improved interpolation inequalities on the sphere, Discrete and Continuous Dynamical Systems Series S
(DCDS-S), 7 (2014), pp. 695–724.

22. J. DOLBEAULT, M. J. ESTEBAN, AND A. LAPTEV, Spectral estimates on the sphere, Analysis & PDE, 7 (2014), pp. 435–
460.

23. J. DOLBEAULT, M. J. ESTEBAN, A. LAPTEV, AND M. LOSS, One-dimensional Gagliardo–Nirenberg–Sobolev inequal-
ities: remarks on duality and flows, Journal of the London Mathematical Society, 90 (2014), pp. 525–550.

24. J. DOLBEAULT, M. J. ESTEBAN, AND M. LOSS, Nonlinear flows and rigidity results on compact manifolds, Journal of
Functional Analysis, 267 (2014), pp. 1338 – 1363.

25. , Interpolation inequalities, nonlinear flows, boundary terms, optimality and linearization, Journal of elliptic
and parabolic equations, 2 (2016), pp. 267–295.

26. , Rigidity versus symmetry breaking via nonlinear flows on cylinders and Euclidean spaces, Invent. Math., 206
(2016), pp. 397–440.

27. , Interpolation inequalities on the sphere: linear vs. nonlinear flows (inégalités d’interpolation sur la sphère :
flots non-linéaires vs. flots linéaires), Annales de la faculté des sciences de Toulouse Sér. 6, 26 (2017), pp. 351–379.

28. , Symmetry and symmetry breaking: rigidity and flows in elliptic PDEs., Proc. Int. Cong. of Math. 2018, Rio
de Janeiro, 3 (2018), pp. 2279–2304.

29. J. DOLBEAULT, M. J. ESTEBAN, M. LOSS, AND M. MURATORI, Symmetry for extremal functions in subcriti-
cal Caffarelli-Kohn-Nirenberg inequalities, Comptes Rendus Mathématique. Académie des Sciences. Paris, 355
(2017), pp. 133–154.

30. J. DOLBEAULT, M. J. ESTEBAN, M. LOSS, AND G. TARANTELLO, On the symmetry of extremals for the Caffarelli-
Kohn-Nirenberg inequalities, Advanced Nonlinear Studies, 9 (2009), pp. 713–727.

31. J. DOLBEAULT, M. J. ESTEBAN, G. TARANTELLO, AND A. TERTIKAS, Radial symmetry and symmetry breaking for
some interpolation inequalities, Calculus of Variations and Partial Differential Equations, 42 (2011), pp. 461–485.

32. J. DOLBEAULT, M. GARCÍA-HUIDOBRO, AND R. MANÁSEVICH, Monotonicity of the period and positive periodic so-
lutions of a quasilinear equation, arXiv 2301.01992, (2024).

33. J. DOLBEAULT AND A. ZHANG, Parabolic methods for ultraspherical interpolation inequalities, Discrete and Con-
tinuous Dynamical Systems, (2022).

34. V. FELLI AND M. SCHNEIDER, Perturbation results of critical elliptic equations of Caffarelli-Kohn-Nirenberg type,
Journal of Differential Equations, 191 (2003), pp. 121–142.

35. B. GIDAS AND J. SPRUCK, Global and local behavior of positive solutions of nonlinear elliptic equations, Comm.
Pure Appl. Math., 34 (1981), pp. 525–598.

36. G. JAEGER, The Ehrenfest classification of phase transitions: Introduction and evolution, Archive for History of Exact
Sciences, 53 (1998), pp. 51–81.

37. E. H. LIEB, Sharp constants in the Hardy-Littlewood-Sobolev and related inequalities, Ann. of Math. (2), 118 (1983),
pp. 349–374.

38. A. J. STAM, Some inequalities satisfied by the quantities of information of Fisher and Shannon, Information and
Control, 2 (1959), pp. 101–112.

39. C. VILLANI, Optimal transport, vol. 338 of Grundlehren der Mathematischen Wissenschaften [Fundamental Prin-
ciples of Mathematical Sciences], Springer-Verlag, Berlin, 2009. Old and new.

40. F. B. WEISSLER, Logarithmic Sobolev inequalities for the heat-diffusion semigroup, Trans. Amer. Math. Soc., 237
(1978), pp. 255–269.

https://arxiv.org/abs/2301.01992

	Introduction
	Preliminary results
	Some simple estimates
	Stereographic projection, scalings and interpolation inequalities
	Existence of an optimal function
	Symmetry breaking
	Simple symmetry results
	Consequences for the main results

	Asymptotics, reparametrization and further estimates
	Asymptotics of 
	Reparametrization
	Comparison with inequalities on the Euclidean space
	Consequences for the main results

	A formal Taylor expansion near the bifurcation point
	The one-dimensional case
	Computation of the branch with theta=1
	Computation of the branch with theta<1: reparametrization
	Comparison with the Gagliardo-Nirenberg constant

	Some numerical results
	Inequalities, symmetry and phase transition
	The branch of positive non-constant solutions for d=1
	The first bifurcation from constant solutions for d=1
	The critical and slightly sub-critical cases for d=1
	A summary for d=1
	Some numerical results in higher dimensions


