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Abstract

In two papers published in 1979, R. Bowen and R. Bowen and C. Series introduced
a dynamical system from a Fuchsian group, acting on the hyperbolic plane H?. The
dynamics is a map on S which is, in particular, an expanding piecewise homeomor-
phism of the circle. In this paper we consider a reverse question: which dynamical
conditions for an expanding piecewise homeomorphism of S! are sufficient for the
map to be a “Bowen-Series-type” map (see below) for some group G and which
groups can occur? We give a partial answer to these questions.

1 Introduction

In this paper a central question is:

How to construct a group from a dynamical system?
More specifically we want to find conditions for constructing a discrete subgroup of
Homeo(S!) from a single map ® : S' — S! that is an expanding piecewise homeomor-
phism. We also want to understand which groups could appear.

The question is in fact a reverse problem for what is known as the Bowen-Series-like
maps. In the late 70’s R. Bowen and R. Bowen-C. Series discovered a new relationship
between groups and dynamics in [B] and [BS], in the special class of Fuchsian groups.
If G is a discrete subgroup of PSL(2,R), acting on H? by isometries, they constructed
a map &g : S' — S', under some geometric conditions on the action, and S! is the
boundary 0H?. The map ® is special:

It is a piecewise Mdbius diffeomorphism of S', in particular it is piecewise analytic, and
satisfies two strong properties:

- @ is orbit equivalent to the G-action on S*.

- & is an expanding Markov map.

The idea of that construction has been revisited in [L] for hyperbolic surface groups,
given combinatorially by a presentation P = (X; R), in a particular class called “geomet-
ric”, meaning that the associated Cayley 2-complex is planar. The classical presentations
of surface groups are geometric in this sense.
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For a geometric presentation P of a hyperbolic surface group G, the map obtained:
Pp: St — Slis a piecewise homeomorphism and S' is the Gromov boundary of G. The
maps ®p are different from the maps ®¢ of [BS], even in the cases where they could be
compared, i.e. for the classical presentations. Yet they satisfy the same main features:
the Markov and the orbit equivalence properties.

They verify a new relationship between the group and the dynamics: the topological
entropy of the map equals the volume entropy of the group presentation.

The Markov property is useful to study the dynamics, in particular via the techniques
in symbolic and ergodic dynamics (see [B] and more recently [BuS], [AJLM]). But this
property is not central for the relationship between the group and the map.

The orbit equivalence is the important relation between the group and the dynamics.

The constructions in [B], [BS] and [L] use the fact that Fuchsian groups are particular
discrete subgroups of Homeo(S%).

How particular are the Fuchsian groups, among the subgroups of Homeo(S')?

This is a famous geometrisation question, whose final answer has been obtained by Tukia
[T], Gabai [G] and Casson-Jungreis [CJ] after a long serie of works starting with Nielsen
in the 40’s [N]. This geometrisation result will come back later.

The problem we consider here is new and similar to a geometrisation question:
How particular are the class of maps obtained in [L] from surface group presentations,
among piecewise homeomorphisms of S*?

This paper gives a partial answer. The problem goes from the dynamics to the group:
A map is given, as an expanding piecewise homeomorphism: ® : S — S, the first goal
is to construct a group from the map.

We want to find dynamical conditions on ® allowing to construct a group Gg, so that
Go and @ satisfy some of the properties of the maps in [L] and in [BS].

The possible groups are naturally subgroups of Homeo(S') thus they act on S*. There-
fore the notion of orbit equivalence between the group and the map makes sense.

We say that ® is a Bowen-Series-type map for a group G, acting on S, if the two actions
are orbit equivalent (see §6). There are in fact two questions:

e Can we construct a group Gg, from ®, which is orbit equivalent to ®?

e Can we recognize the group Gg, in particular is it a surface group?

The map is a piecewise homeomorphism of the circle, this means it is given by a finite
partition of S and the restriction to each partition interval is a homeomorphism onto
it’s image. For reasons that will soon become clear, the number of partition intervals
is even. A point at the boundary of two partition intervals is called a cutting point, at
such points the map is not continuous. The map is expanding means that each partition
interval is mapped onto an interval that contains it compactly thus the map is surjective
and not globally injective.

This class of maps is thus very different from another class of piecewise homeo-
morphisms, the classical “interval exchange transformations” (see W. Veech [V] and H.
Masur [M] for instance) that are piecewise isometries.

The conditions we found on the map ® (see §2 for details) are:



e A Strong Expansivity condition (SE): each partition interval is mapped to an interval
that contains it and intersects all but one partition interval.
e An Eventual Coincidence condition (EC): the left and right orbits of each cutting point
coincide after some iterates.
e The conditions (E+) and (E-) that control the left and right orbits of the cutting
points before the coincidence.

Finally we do not restrict to maps ® satisfying a Markov property, we replace it by
a weaker condition which quantifies the expansivity:
e The constant slope conditions (CS): the map is conjugate to a piecewise affine map
with constant slope (A > 1). Under this set of conditions our main result is:

Theorem. Let ® : S' — S! be a piecewise orientation preserving homeomorphism
satisfying the conditions: (SE), (EC), (E+),(E—),(CS). Then there exists a discrete
subgroup Gg of Homeo™ (S') such that:

1. Gg and ® are orbit equivalent.
2. Go is a surface group.

The set of maps satisfying the above conditions is not empty. It contains in particular
many of the maps in [L], namely those obtained from geometric presentations of surface
groups when all relations have even length, in particular the classical presentations (see
Remark 2). But it contains more maps, for instance maps that are not Markov.

The strategy has several steps. The first one is to analyse the dynamical properties
of the map ® (see §2 and §3). Then we construct a group Gx,, as a subgroup of
Homeo™ (S!), by producing a generating set X¢ from the map ® (see §3). This step
exhibits many choices for the generating set X¢ and is more delicate than it first appears.

The next step is to prove that the group G'x, is a hyperbolic group in the sense of M.
Gromov (see [Gr] or [GdIH]) and does not depend on the choices of the generating sets
Xo. This is obtained by showing that G'x, acts geometrically on a hyperbolic metric
space. This is a technical step (see §4 and §5). It requires to construct a hyperbolic
space and a geometric action on it from the only data we have: the map.

The hyperbolic space is obtained by a general dynamical construction inspired by one
due to P. Haissinsky and K. Pilgrim [HP] (see §4). The hyperbolicity is a consequence
of the expansivity, as in [HP], and the boundary of the space is S'. We adapt the
construction and define a new space, suited to the maps ®, specially the condition (EC).

This step is new, it defines a class of “dynamical spaces” in the context of groups.
The action of the group on this metric space is also new. In both cases, the space and
the action are defined only from the dynamics of the map (see §5).

At this point the group Gg is hyperbolic with boundary S! and does not depend on
the particular choices of the generators X¢. A result of E. Freden [F] implies that the
group is a discrete convergence group, as defined by F. Gehring and G.Martin [GM] and
thus it satisfies the conditions of the geometrisation theorem of P. Tukia [T], D. Gabai
[G] and A. Casson-D. Jungreis [CJ]. The conclusion is that Gg is virtually a Fuchsian
group. One more step shows that, with our assumptions, G is torsion free and, by H.
Zieschang [Zi], it is a surface group.



Proving that the group G and the map ® are orbit equivalent follows a similar
strategy as in [BS] (see §6).

In the appendix (see §7), we give a direct proof that G is a surface group, without
using the geometrisation theorems of Tukia, Gabai and Casson-Jungreis. All the work
has, in fact, been done before, the geometric action constructed in §5 is extended to a
free, co-compact action on a 2-disc.

This paper gives only a partial answer to our question. In particular conditions (E+)
and (E-) are not optimal (see Remark 2) and finding better conditions is a challenge.
The construction of the group from the map has revealed some surprises. For instance
the group relations obtained in (§3) show how delicate it is for a set of generators to
verify some relations. It also shows that groups that are not surface groups could appear
with different choices in the constructions, which groups could appear is an intersting
question. Another surprise is the relationship between the length of an element, for the
specific generators constructed in (§3), with the growth property of that element (see
Proposition 11).

The condition (EC) is central in our approach, it seems to be a new dynamical
condition and is interesting in its own right. The class of discontinuous maps satisfying
condition (EC) is much larger than the one studied here.

The relationship between the growth properties of the map and of the group has not
been considered in this paper. Some works are in progress in that direction. It turns
out that the numbers A > 1 appearing in condition (CS) are limited, for maps satisfying
(EC) and (E4), they are algebraic integers.

Aknowledgements: This work was partially supported by FAPESP (2016/24707-4). We
thanks the hospitality of our research institutes: 12M in Marseille and DM-UFSCar in Sao Carlos,
Brazil. We thanks the French-Uruguayan laboratory (IFUMI) in Montevideo where this work
has been completed. The authors would like to thank P. Haissinsky and M. Boileau for their
interest in this work and some comments on an earlier versions of the paper. We would like
to thank the anonymous referee of a previous version who pointed out a gap in one argument.
Closing this gap has proved to be very interesting, for this work and possibly others.

2 A class of piecewise homeomorphisms on S*

In this section we define the class of maps that will be considered throughout the paper.
The map ® : S* — S is a piecewise orientation preserving homeomorphism of the circle.
More precisely, there is a partition of S* with an even number of intervals such that:

2N
St = U I;, where each I is half open, (1)
j=1

and ®; := ®|, is an orientation preserving homeomorphism, onto its image. In order to
J

state the next properties of the map we introduce some notations.



2.1 Permutations and combinatorics

Let (,¢,d,v be permutations of {1,...,2N}, such that:

e ( is a cyclic permutation of order 2N,
e ¢ is a fixed point free involution, i.e. for all j € {1,...,2N}, (j) # j and (? = id, such
that: «(j) # ¢1(5),v5 € {1,...,2N}.
This property implies that N > 1 and to avoid special cases we assume, for the rest
of the paper, that N > 4.
o v:=Clrand 6 := (..
Geometrically ¢ is the permutation that realizes the adjacency permutation of the in-
tervals {I1, ..., Iony} along a given positive orientation of S'. By convention Ity is the
interval that is adjacent to I; in the positive direction.
The interval ;) is an interval that is not I; and is not adjacent to ;. The two intervals
L,(jy and I5(;) are the adjacent intervals to I,;) (see Figure 1).
In this paragraph we point out some elementary properties of these permutations that
are important for the rest of the work.

Lemma 1. The permutations v and & are conjugated, more precisely v = 1= 5714,

Proof. Since 6 and §~! are conjugated and : 167t = 1(1¢ 1) = ("'t =7, then § and ~y
are conjugated. O

To simplify the notations we will sometimes use: j := ¢(j).

Remark 1. The two permutations v and & have the same cycle structure. We obtain
from 6~ by changing j to j on its cycles. The cycle of v that contains j and the cycle
of ¢ that contains j have the same length. We denote this number by £[j].

Lemma 2. The integers ('(j), j and §m=1(j) are in the same cycle of v of length €[j],
forall j € {1,...,2N} and 0 < m < {[j].
Proof. From the definitions of ¢, 7, ¢ and Lemma 1, we have: v(j) = (" 1((5)) = ¢71(4)
and 0™71(5) = (8™ (7)) = (6™ )CTHE) = TCTH))- m
Lemma 3. If 1 < m < ([j], then ((v™(5)) = v~ 1(j). In particular if £[]] is even and
k() = [j]/2 then ¢(6*D=1¢(5)) = ~*0) 1(]
Proof. Notice that ¢(y™(5)) = ¢(v(v"~'(4)) = <(¢Cr)(™(5)) = v~ 1(j), and sup-
pose that £[j] is even and let k(j) = ¢[j]/2. From the first part of this Lemma, to obtain
C(6k=1¢(5)) = ~*@)-1(4), it is enough to show that sk()-1¢(5) = 4*U)(5). In fact,
by Lemma 1 and the definition of § we have: 7*0)(j) = =165, (5) = skU)y(j) =
D =16u(5) = SFD=1E(5). O
Lemma 4. v(6™()) = 6™~ 1(j) and 6(y™(¢~1(5))) =y HC71(4)), form =1,... . ([j].
Proof. In fact, by Lemma 3 and ¢,v, §, we have: v(6™(5)) = ¢~1e(t6™(j)) = ¢7L16(6™1(j)) =
1

CIETR) = 37 1(), and S((CTG) = Cliy™(C1GN) = YL ¢ G)) =
YHEHG)))- -




2.2 The class of maps

From now on we assume that all the cycles of 7 (and § by Lemma 1), in its cycle
decomposition, have even length larger than 4, i.e:

0[] is even and k(j) = £[j]/2 > 2, for all j € {1,...,2N}. (2)

Let us define the properties of the map: ® : S' — S
Using the permutations above we consider the Strong Ezpansivity condition:
(SE) Vje{l,...,2N}, the map @ satisfies: ®(I;) (I =0 < k = 1(j), (see Figure 1).

This condition has some immediate consequences:
(1) S(1;) NIk = L, Yk £ 1(),1(5), 60),
(II) The map ® has an expanding fixed point in the interior of each I;.
This is immediate from the definition of ¢ and (I), since I; C ®(I;).
(IIT) The map is surjective, non injective and each point z € S! has 2N — 1 or 2N — 2
pre-images.
In order to fix the notations we write each interval I; := [zj,zc(j)). The points
zj €S L are called the cutting points of ®.

Figure 1: Condition (SE)

The next condition makes the map @ really particular, it is called the FEventual

Coincidence condition:
(EC) Vjed{l,...,2N} and Vn > k(j) — 1, where k(j) > 2 is given by (2):

" (De-1(5)(2)) = 2"(P;(25))-
In other words, each cutting point has a priori two different orbits, one from the positive
side and one from the negative side of the point. The condition (EC) says that after k(j)
iterates these two orbits coincide. By (1) each I; := [z, 2¢(;)) is half open, the notation
®¢-13j)(z;) is well defined by continuity on the left of 2; of ®¢—1(;).

The next set of conditions on the map gives some control on the first k(j) — 1 it-
erates of the cutting points z;, namely: Forall j € {1,...,2N}and all 0 < m < k(j) —2:
(E+) (I)m(q)j(zj)) € I(;m+1(j>7
(E—) (I)m<(I)C71(j)(Zj)) el

ymFL(¢TIG)

These two conditions are interpreted as follows:
Consider (E+), for m = 0 this is condition (SE) since ®;(z;) € Is(;), (see Figure 1).



Then ®;(z;) is near the cutting point z5;) in I, since ®(®;(z;)) € Is2(;) (by m = 1)
and I52(;) is the interval containing ®s;)(25;)) (by m = 0 for z5;) ) and so on up to
m=k(j) — 2.

The last condition quantifies the expansivity property of the map. It is not absolutely
necessary but simplifies many arguments, it is called the Constant Slope condition:
(CS) @ is topologically conjugate to a piecewise affine map ® with constant slope A > 1.

Remark 2. In [L], if all relations have even length, the resulting maps satisfy condition
(SE) (see Lemma 5.1 in [L]). In these cases the conditions (EC), (E+), (E-) are satisfied
by a direct check. The condition (CS) is a consequence of the Markov property, by a
Perron-Frobenius argument. The Markov property is not required here.

The set of piecewise homeomorphisms of the circle satisfying conditions (SE), (EC),
(E+), (E-), (CS) is thus non empty.

If the presentation P of the surface group G is geometric and has some relations with
odd length then the constructions in [L] apply but not those in [B] and [BS]. For these
presentations, some conditions similar but different to (E+) and (E-) are satisfied. When
the presentation P has some relations of length 3, the condition (SE) is not satisfied (see
Lemma 5.2 in [L]). In all these cases condition (CS) is satisfied and a condition similar
to (EC) is satisfied fo some intergers k. The condition (EC) is crutial in this paper
and is not satisfied by all possible maps constructed via the general Bowen-Series-like
strategy. In particular it is not satisfied by the original map in [BS].

3 Construction of a group from the map ¢

In this section we construct a familly of subgroups of Diffeo™ (S!), from any map ® satis-
fying the properties of §2.2. The goal is to define some specific generators in Diffeo™ (S!)
using the particular properties of the map. The first step is a simple construction of
a finite collection of diffeomorphisms from ®. In the next step we use the condition
(EC) in a crucial way. We replace each diffeomorphism obtained in the first step by
a parametrized familly satisfying “partial” equalities, among some compositions of the
various diffeomorphisms. These particular compositions are given by the map ® via
the conditions (EC) and (E+), (E-). They are candidates to become some relations in
Diffeo™ (S'). The next step is a delicate “tuning” of the diffeomorphims in the families
above by adjusting some explicit parameters for the partial equalities to become global,
defining the expected relations in Diffeo® (S!). The collection of elements in Diffeo™ (1)
obtained in this section is used as a set of generators for an, a priori, familly of groups.
This family of groups is the main object studied in the remaining parts of the paper.
The families above are rather explicit and shows that the various constructions depend
on many choices. One of the goal in the remaining parts of the paper will be to check
that the groups obtained do not really depend on these choices.



3.1 A simple classe of diffeomorphisms from ¢

By condition (CS) we replace our initial piecewise homeomorphism ® by the piecewise
affine map ® with constant slope A > 1, where d=glodo g, for g € Homeo™ (S1).
The piecewise affine map ® is defined by a partition: S! = U2N I , where:

I; = 2, 2¢(j) = g~ '(Ij) and &; := <1>|~ , for j e {1,...,2N}.

Lemma 5. Assume ® : S1 — S' is a piecewise homeomorphism of S* satisfying the
conditions (SE) and (CS) with slope X\ > 1. For each j € {1,...,2N}, using the notations
above, there is a class of diffeomorphisms [f;] C Diff T (S') such that:

) ) N e — D N _ — (& 1
(1) For each f; € [fj]; (fj)uj = ®; and (fﬂ)lqh(j)(h(j)) = ((I>L(J))|5L(j)(z(j>):

(2) fj is a hyperbolic Mdbius like diffeomorphism, i.e. with one attractive and one re-
pelling fixed point and one pair of neutral points, i.e. with derivative one.

(3) (fi)~' = Ly

Proof. Since the intervals I; and ®(I,(;)) are disjoint by condition (SE), then f; and
®,(j)(1,(;)) are disjoint and the condition (7) has no constraints.

By condition (CS) the slope of ® in I and I,(;) is A, then (fj)ﬁj is affine of slope A and
(fj)li('f:(j)) is affine of slope A™*. The map f; is defined on I; U ®,(j) (L)), it remains
to define it on the complementary intervals:

— 2@y = Li | By (3)

where Lj := [®,;)(Z;,)): 2,] and R; := [Z ), D,(;)(Z,,))] (see Figure 2).
The existence of the diffeomorphism f; is a “differentiable connect-the-dots” construc-
tion. The constraints are the images of the extreme points:

fi(01;) = 0%;(I;) and f;(9®,;) (L)) = L),
together with the derivatives at these points which are, respectively A and A~!. The

z, ey z )
5

Z50)

% () Z.) 23 Gegy))

Figure 2: The connect-the-dot construction of f; € Diff *(S1)

connect the dot construction is simple, we give some precisions since more details are
required latter. Let X and Y be two disjoint intervals of S*, we denote 9FX the two
boundary points of X, where the indices 4 refer to the orientation of the interval. Let



Diff " (X,Y) be the space of orientation preserving diffeomorphisms from X to Y. Let
a, 8 € R and dg be the derivative of g, we define:

Diff] ;(X,Y) = {g € Diff"(X,Y);dg(0~X) = a > 0,dg(9" X) = 8 > 0},

4
ifa#p: Diffg%on) (X,Y):={g€ leerﬁ(X Y'); dg is monotone}. )

We define f; on the two intervals L; and R;. The image of these intervals are, by
condition (1), respectively: R,(;) and L.
Since f; is required to be a diffeomorphism, the derivative df; varies continuously from
A>1to A"t <1 along R; and from Al <ltod>1on L;. In other words:

fi\r, € DIff{ \ 1 (Rj, Ly(j) and fj, € Diff{_, , (Lj; Ry))-
Thus f; is highly non unique. By the intermediate values theorem and A > 1 there is at
least one point with derivative one, i.e. a neutral point, in each interval L; and R;.

Condition (2) requires the existence of exactly one neutral point N j+ in R; and one

neutral point N i in L;. This is the simplest situation, it is realized if the derivative
varies monotonically in R; and L;, in other words:

Tilr; € lef&"lm?)(R Ly) and fp, € DI (Lj; R
By condition (SE), see (II), the map f; has exactly two fixed points, one expanding in
f; and one contracting in Z(j). Therefore, with the above choices, condition (2) of the
Lemma is satisfied for f; and f,;.
Let us denote by {f;} the subset of Diff *(S!) satisfying conditions (1) and (2). Fixing
fj € {f;}, by construction we have f;l € {f.j)}- Therefore the pair f;, f;l satisfies
the condition (8) of Lemma 5. O

We denote [f;] the subset of Diff " (S) satisfying (1), (2), (3) of Lemma 5.

3.2 Dynamical properties of ¢

From now on the map & satisfies all the ruling conditions of §2.2, i.e. the conditions

(SE), (EC), (E+), (E-), (CS).

Lemma 6. Let ® : S' — S! be a piecewise homeomorphism satisfying conditions
(SE), (EC), (E+), (E—), (CS). Then there exists a maximal neigborhood V; of the cut-
ting point z;, for all j € {1,...,2N}, such that k() lv, is continuous and conjugate

to an affine diffeomorphism Pk J)‘V with slope \¥U) . The number X > 1 is given by
J

condition (CS) and k(j) is the integer of condition (EC) for the cutting point zj. The

neighborhood V; of z; is the image of V; under g~ ! € Homeo™ (S1) that conjugates ® to

.

Proof. As in the previous proof, we replace the piecewise homeomorphism ® by the
piecewise affine map ® with constant slope A > 1, using condition (CS) and the conju-
gacy given by g € Homeo™(S1).

Let Z]’-CU) € S! be the point defined by condition (EC) for the cutting point Zj, i.e.

2}V = SFO (B () () = BN (B4(%)))-

9



Suppose that Zf(j) € Taj, for some a; € {1,...,2N}.

Consider the pre-image of the point Z]’-C(j ) from the left and the right, along the orbits
of the cutting point z;. Namely we consider the points:
Zsk()-1(j) = M 72(0;(;)) € Iski—1¢) by (E+)
Zpor-1 13y = VT Re-1)(3) € Liprr (¢ by (B-) -
In order to simplify the notations let us define (see Figure 3):

¢ = D), dyi= 5D, 5
Je, 1= [ch,ch] C ch, de = [Zdj7Z<(dj)] C Idj,

J

From condition (EC) and the definitions above we obtain:
D, (Je;) N @y (Ja;) = ZJI-C(]) and @, (J¢;) U g, (Ja;) is connected.

J

Define the (tf’k(j )=1)-preimages of Je; and Jy, along the two orbits of 2}, i.e. the left and

the right orbits. These preimages belong respectively to the intervals fj and I~<71(j) and
we obtain:

c; T k(i ~ ~ 7 d; ~ k(i ~
Vj] = [(I) k(])ﬂ(zcj),zj] C Igfl(j) and ij = [Zj,‘I) k(])H(zC(dj))] C Ij. (6)

We define a neighborhood of the cutting point z; by V; := Vjcj U dej .

Figure 3: The neighborhood 17} and its image by PF()

By condition (EC), ®*() is continuous on V; and:
FI)(V;) = Pe; (Je;) U P, (Ja;) = [Pc;(2¢;), Pa, (Z¢(ay))]- 1t satisfies, by condition (SE),
the following property (see Figure 3):

SOV N T # 0, VK # 7. ;. (M)

By Lemma 3, the indices ¢; and d; in condition (7) are adjacent with: ((d;) =¢;. From
Remark (1), the cycles containing j and ¢; are the same and thus k(¢;) = k(j). The map

10



k(j)|‘~/, is affine of slope \*(). Indeed, by definition of Vjcj , dej and conditions (E+),
the following properties are satisfied:
di T F ¢ Em = .
Vz € V7 1 @"(2) € Lsm(jy and Vz € V7 : @™ (2) € Lim(c-1(5)), form=1,... k(j) — 1.
Then we obtain:

B §>k<ﬂ‘>(z2: Bsnii-1(5) 0+ 0 By 0 B;(2),Vz € V] % and ®

D) = Boi1(c1(g) 0+ 0 Py © Per) (2 ),z € Vi
Thus, ®*U)(2) is affine of slope A*U) for z € Vjcj U dej = ‘7}, as a composition of k(j)
affine maps, each of slope A, on each side. The definition of the intervals Jy, and J.,
in (5) implies that in the above composition, 55;@(1)71@) and (57k<j),1(<_1(j)) are affine
of slope A\ and these intervals are the maximal with that property for the composition
(8). This completes the proof of the maximality property. The neighborhood Vj of the
Lemma is then simply: V; = g(V) where g conjugates ® with 3. O

3.3 Extensions

In this subsection we extend the construction of the diffeomorphisms in the classe [f;]
given by Lemma 5. The idea for these extensions comes from the properties (EC), (E+)
and the expressions in (8) that are expected to become some partial equalities.
The first step is to enlarge the intervals on which the diffeomorphisms constructed in
Lemma 5 are affine. To that end we consider a collection of neighborhoods: v; = v;(Z;)
of the cutting points z; for all j € {1,...,2N}. These neighborhoods are choosen small
enough to satisfy:  v; C jf] U TC 135) Wlth vi Nyey =0 and v Nve-) = 0.
We define the A-affine extension CID” of <I> which is a A-affine map on the interval:

I7 := I; Uvj Uy, satisfying: (@ )|1u is A- affine and (® J)ﬁj = ((I)j)\fj' (9)
Proposition 1. If ¢ satz’sﬁes the ruling conditions then there are small enough neigh-
borhoods v; for all j € {1,. 2N} S0 that the A-affine extensions EI;”- satisfy:

ég(yj) C .75(]-) \ vs(;) and v (I/C(] ) C Ly \ vy forall j € {1,...,2N}.

Proof From condition (SE): ® (z]) € L;() and @, i(Zej) € IN('). The A-affine exten-

sion <I>;-’ is continuous at z; and z¢(j). Thus if the neighborhoods vj, v¢(j), vs(j), vi(5) are
sufficiently small then the conditions of the Proposition are satisfied by continuity. [

If all the neighborhoods v; are small enougth for Proposition 1 to apply then the
sets ST\ (I U @f(j)(lz’(j))) and ST\ (IL”(J.) U ®%(I7)) are non empty and each one has two

connected components:

1 V&Y v v v 1 v IY(TV v
ST U @) (L)) = Lj U R and 57\ (I U @5 (1)) = Lijy U Ry (10)

If all the neighborhoods v; are small enough for the intervals in (10) to be non empty,
then we define the following family of diffeomorphisms for j € {1,...,2N}:
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[ff] C Diff(St), “parametrised” by v := {v; : j € {1,...,2N}} such that:

: v (T W (FU —1
[1] (fj )|I]l.’ = ((I)j)|1‘~’ and (f )“I’Lm () ((I)L(J))|<I>L<J)( L@))
i) (£2))20 € Diff{?") (L5 Ry, ) and (£)pe € Dif\5") (RY; L), (11)

i) (£1)71 = 2.
The diffeomorphisms in the class [f}] are similar but different to the class [f;] of Lemma
5. They are affine on larger intervals and the diffeomorphisms f;" and fg:tl(j) are affine
on a common interval: ve(;) or v; respectively.

Lemma 7. Let ® satisfies the ruling assumptions: (SE), (EC), (E+), (E-), (CS), and
V={V;:j€{l,...,2N}} be the set of neighborhoods of Lemma 6. Then for all j:

(a) 17 satz'sﬁes Proposition 1: 5 (V) C I(;(J \V;;(J and ‘I> (VC( ) C \V ()
Vo pV v
(b) ( sr-1() © 70 Lo © 2 >|V (®h-1c1 © 0 P ('))O(D )y

IV;

and

where k(j) is the integer of condition (EC) at the cutting point Z;.

Proof. From the proof of Lemma 6, the conditions (7) are satisfied for the neighborhoods
Vj. To simplify the formulation we consider the situation where k(j) = 3. Conditions
(7) and (SE) implies, in particular that: N

<I>3(V) C @52(])(152(3)) and Symmetrlcally P? (V) co 21 Ty2(c-1(5)))- Thus:

1 (&3 3
(1)520.) <(I) (V )) C 152(.7) and (I) Q(C 1)) <(I) (V )) C I A2(¢C1(H)

We focus on one side, for instance the 6(j)-side. The inclusion is in fact more restrictive:

(I)é_zl(]) <(I>3(Vj)) = [Oé;zg(p(j))] - 162(]‘) and « satisfies: o > (I)(g(j)(zg(j)) - 152(]-).
Indeed, by condition (E+) for the cutting point Zg(j) we have:
D525y (Ps(5) (Z5(5))) € La(e-1(j) and <I>52 y() ¢ I ) by (7). This implies:
bk (@3(1/ )) c <I>5( 3 (Ty)) N T2y and thus we obtam B3y 0 D) (327 < Ty-
The map <I> (.) <I> (.) o ®3 v, is defined from V to Ig( - It is an affine map of slope A
since (I)é( i) and @62( ;) are affine of slope A~! and <I>‘3‘7] is affine of slope A\* by Lemma, 6.
By definition of the A-affine extension 51’ With v ="V in (9) and, since:

51 51 &3 —d 1 1

500 ° Pz o<I>|‘~/jm~j = (I)J'\ijl , We obtaln <I> (V) <I> 55 )oq) 52(i )O<I> (V) C I(;(
is a part of the result (a) in the Lemma.

We apply the same arguments to the nelghborhood V5( ) and we obtain:

@5, (Va) C Lz and 5 ;) 0 B (Vi) € Lzeoa -
The last inclusion comes from Lemma 4 for k(g ) =3: 53(j) =2(¢71(5)).

Hence, we obtain that: ®Y 5 )(V(;( ) and @(‘5/( ) (Vj) are two disjoint sub-intervals of

152( ) and then ‘/5(]) N <I> (V;) =0.

This completes the proof of condition (a) for the d-side in the case k(j) = 3. For
the ~-side we replace condition (E+) by (E-) and use the same arguments. The general
argument, for any k(j), is the same with more compositions.

3)s this
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The neighborhoods ‘7] = Vjcj U dej in the proof of Lemma 6 satisfy (8). Moreover,
by definition of the \-affine extension EI;Y on the interval I Jf/ in (9), the two maps ;1;;7
and &)g—l(j) are A-affine on \7} with:
@ (V3) € Isgg) \ Vi) and @) (V) € L1y \ Vi1, from item (a).
Hence, as in Lemma 6, both compositions in (b) are affine of slope \*() and by (EC)
they are equal on {%;} = Vjcj N dej . Thus we obtain the equality (b). O

3.4 A parametrised extension family from ¢

The goal of this subsection is to extend further, in a parametrised way, the set of neigh-
borhoods v = {v; : j =1,...,2N} used in the family f} in (11). The next step will be
to adjust the parameters in the collection of diffeomorphisms so that the local equalities
of condition (b) in Lemma 7 become global equalities in Diff*(S%).

We first enlarge the collection of neighborhoods, from ‘N/J to W;, on which the diffeo-
morphisms are affine. Recall the definition of XN/j via the left and right preimages of the
intervals: Je; = [2;, Z¢,] C .7cj and Ja; := [Za;, 2¢(q;)) C Y7dj, given in (5).

Consider the intervals: J. = [0~ (Ig), Z.;] and Jéj = [Zdj;8+(lég)], they satisfy:

i) 10 2 7., 2 Je; and I D Ty D Ja,

G B 12
[i] 7 (J2,) N @Y (J3.) = Z; by condition (EC) . (12)

Let #; := &)g (Je,) U &)c‘l/i(*]c,lj)’ then from Lemina 7, exactly as in (7), it satisfy:

W;N 1Y #0, for all k #¢,d; and j € {1,...,2N}. (13)
The neighborhood ‘7} was defined as the preimages of the intervals J.; and Jy; along the
orbit of the cutting point Z;. We do the same for the intervals Jéj and J éj. The various
preimages of Jéj and J C’lj under @ are well defined, for instance:

Jg, C D)2 (Igre)-») and thus (‘Ek(j)—z)_l(%j) C Igngy-2.
We consider the ®*@)~1 pre-image of J/, and J; along the two orbits of Z; exactly as
7 J

in (6), and we define:

W, = [cf)fk(j)ﬂ <8*(IZ));5J} C Iy, Wy = [%;‘AI;”“U)H(@*(IZ))] c I

_ (14)
and Wj := Wj_ U I/VjJr D Vj.

There are several A-affine extensions replacing I JV , namely:

1,0 ~ =~ 0,1 -~ ~ 1,1 ~
LV =W UL UV LV =ViuLiuWegy; LV =W;U0LUWeg).  (15)

We denote the various A-affine extensions, as in (9), by &3}”*, where * stands for any
pair in {(0,0), (0,1),(1,0),(1,1)}, and W].(O’O) = 17j as a convention.

The enlargement operation: V; — W, defined above can be iterated by replacing the
intervals I ]‘7 in definition (14) by any of the intervals I JW ". This iteration can be done

13



(1}

p” times on the left (-) and “q” times on the right (4+). More precisely, consider the
recursive definition for each j = 1, .., 2N

00 _ v. Pd . | H—kG)+1 (9= (P14 . kG +1 ( o+ (P a1
a7 40 )0 )]

forp,g>0andp’' <p—-1,¢ <q—1.

This iterated enlargement defines a family of neighorhoods parametrised by the indices
(p,q) (see Figure 4). We define a A-affine extensions <I>W , for each set of neighborhoods

in: W* = {ijj’qj,j €{1,...,2N}, p; >0, ¢g; >0}, on the interval:
P . fWPT . yppd T P’ g
=1V = WP UL u Wl (17)

The following result is a version of Lemma 7 for the neighorhoods W.

Proposition 2. For the intervals I?? and the extensions &);/V* defined above, and all
pair of finite intergers (p,q) € N x N and j € {1,...,2N} the following properties are

satisfied:

& (P:9) T :
(@) & (WP) € T \ Wik and SPDWE) © Ly \ W,
w* HW* — (W U
(b) (q; TR 210 o} ) lwpo = (q’ ki-1(c-1(7) © 0 Pac-1gn © off (J))|Wp,q '
J

Proof. For (p,q) = (0,0) the Proposition is Lemma 7, whose proof is based on the
property (7). We observed that the condition (13) is exactly (7) when Vj is replaced by
W; = le’l as given in (16). The condition (13) can be expressed as:

(&)W*)k(j)(le’l) NI, # 0, for all k # ¢, d;, in this case * = (1,1). This is the first step
of an induction giving, with an abuse of notations:

(<T>W*)k(j)(Wf’q) NI, # 0, for all k # ¢, d;, and all finite (p, q). (18)

The arguments in the proof of Lemma 7 are now used inductively, using (18) in place of
(7) with no new difficulties. O

3.5 Generators and relations from &

The family of diffeomorphisms [f;] defined in (11) requires the collection of neighbor-
hoods {v;} to satisfy the conditions of Proposition 1. This is exactly part (a) in Lemma
7 (vesp. Proposition 2) for the collection of neighborhoods {V;} (resp. {Wit).
Therefore the set of diffeomorphisms { f]W*; j €{l,...,2N}} obtained from the neigh-
borhoods {W} is well defined. In the previous notation, the set of “parameters” is
hidden in the symbol *, it represents * = {(p;,¢;) € Nx N;j € {1,...,2N}}. The goal
is to “adjust” these “parameters” in the familly { fjW*} so that the “partial” equalities
in Proposition 2-(b) become global, i.e. equalities in Diff*(S%).
There are two main steps in the adjustment process:
(I) To adapt the collection of parameters {(p;,¢;)} and thus the collection of neighbor-
hoods Wf 7% in a coherent way in each cycle of the permutation 6.

14



(IT) To adjust, in a coherent way, the non affine parts. This means that particular choices
have to be made in the various spaces: Difff\nf?j? (L}V, R%)) and Difff\ﬁofﬁ) (R;/V, L%))
defined in (4).

The diffeomorphism fJW " is affine of slope A on an interval I;j G Jefined in (17) and

is affine of slope A~! on an interval 5%*)(.7%{)’%(”). The complementary intervals are
defined by (10), for j =1,...,2N:
Pj-q¢ (5 FW* Pu(5):95 (5 qs(5)-Pj q¢(5)sPu(y
g1 \ {Ij] <Oy @%)(IL(]{g) 5(]))} — Ljé(y) J URjC(J) G (19)

The next result is a key step, it is an equality among some of the “variation intervals”,
the R or L7, when the indices (p, q) satisfy some conditions.

Lemma 8. With the above notations, the following equalities, among variation intervals
around the cutting point z; are satisfied, for a,b,m,n > 1:

b (W1 (FW -1 HW* -1 —1,b—1
(a) R = (@) o (@)~ 00 (B0 )7 [Rei )
mn _ (eW* =1, (GW* “1a... 0 (W* —1[ym—1n-1
() L™ = (@) ™ o (B )™ 00 (B0 a7 I iy )
Proof. As in the proof of Lemma 7, we focus on the case k(j) = 3 and on one of the
two symmetric equalities. For simplicity we use the parameters (p,q) only when it is

necessary for the formulation, otherwise the indices are replaced by a “*”, the important
indices will be bolded, Figure 4 should help.

T—'l-.u | T,
i P j
(V) (o %\ .
[( \710 H) 01 .
Y ! L, \
2 h 2 2 \
W21 V(W) X
! RIZ o !
L |
-1 )
1
w W W,y 2.2 oV w(w?2! !
B’ ® oW 50)° % i) K
rrva S B -
2 210 -
— )
ROT ' 7o J
5%_” 8(j)+1

Figure 4: Variation interval equalities for k(j) = 3, with +(j) = j and (*!(j) =j + 1

By definition (see (19)), the variation interval R?Lbl (j) @ppearing in equality (a) is
between W]p’a and ®W' [Wb’q |, see Figure 4, thus:

(1 W14y
a,b . + p,a — W* b,q
Ry = 107 (W57), 07 (D -1y Wi )] (20)

These three intervals, by definition, are contained in If * and belong to the domain of

definition of ®. The image of W}** under %" is contained in Z;(j) by Proposition 2-(a)
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and thus in the domaine of definition of <I>V[</*). From the recursive definition of WJP A in

(16) we obtain @g‘(/j*) o pb* [W]p ] C 1;2? )1 and, in particular:
+ (W™ D% pal ) _ gt +a-1
o+ (@i oy [wre] ) = o (137 (21)

The image by the same map of the other interval: @}V (.) o <I>p’ [<I> ( 1)(3)[Wf(’&q,1(j))]} is
one side of the equality (b) in Proposition 2 for wP o C (7))’ it gives:

W D, * W _ W b,q
C5y 0P @ q’dé‘;(j)) Wit ag) = il © -1y © q’v%‘u)) [folb(j)i]'
,q . W* W* ,q —1,q 1
From (16) on W,y we have: Sy © Py Wiyl © Lig(yy and in
b, _ a—{ rb—1, . *
particular: 9~ (@¥ic-a ;) 0 O W )1) = 0~ (Lt )- Applying @lf5 ;) on
both sides of this equality gives:

— W W b,q _ 99— %% b-1,q
0~ (@) © Bic10y © Oy Wit ))) = 0 (2l i) (22)

Hence, from (20), (21) and (22) we obtain:
w* D% 7 pa,b + *a 1 — w* b—1,q _ pa—1lb-1
2 0 ® (RS ) = [0 (13:55)) 0 (@5 imgh))) = Ry
which is another formulatlon of the equality (a) in the case k(j) = 3. The equality

(b) of the Lemma is obtained exactly by the same arguments on the other side of the
neighborhood W. The general case, for any k(j), is obtained with the same arguments
using k(j) — 1 and k(j) compositions instead of 2 and 3 as above. O

The following Lemma is stated in terms of the diffeomophisms sz* given by (11) for
the neighborhoods W% of Z; defined in (16), for i = 1,...,2N.

Lemma 9. For each cutting point Z; of ® there exist a collection of parameters (p;, q;),
for i and j in the same cycle of 6 (resp. i and (~1(j) in the same cycle of v) and a
partition of S* into 4k(j) intervals:

k()= k(j)

SleOUAk U Ai U DE

on which the compositions:
U = fyiomg oo dip oy end W= LG gy 00 gy © Fy
satisfy the following properties:
(a) (\II;)IA?n = (\I/J-_)‘A:_;, are affine maps of slope \FD)=2™ for each m € {0,... k(j)}.
(b) The derivatives of \I/j and \I/]_ vary monotonically between \F)=2(m=1) g g \k()—2m
on D and between \FU)=2m gnd \kG)=20m=1) on D= for each m € {1,...,k(j)}.
Proof. Fix j € {1,...,2N} and consider the situation with k(j) = 3 which simplifies the

computations.
o(i) Let Ag := W} for some integer p > 1 large enough.
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PP [ W)
WJ ﬁoq)“y(u) 7(11)
P _o od (WP PP
il (DV(I” «,(”)Y(JI)) ®Jj(wﬁ)
Rpl p-l
Rpp <I> ( «;;pn) p
1 p-1.p-1 Plll ‘E.Q (R(n)
(bquS[)(RO(J) <I>(R ) T oyGen Y4
i i i ]

Figure 5: The partition of Lemma 9.

The definition of the diffeomorphisms f/¥" in (11)-[i] and the equality (b) in Proposition
2 imply that (\Ilj)|Wp p= (U p )‘Wp » and is affine of slope A\*() for all p. This is property
J J
(a) for m = 0.
By applying Proposition 2-(b) to the neighborhood Wﬁfz( “1(jy)) We obtain:

FW* , W™ FW* FW* w

(@7 0 D55 ° ¢52(J))| 216y = (5= ° Pae6) © P02 1)
is affine of slope A3, with the notation m = ¢(m).

IW* o W, HW* p,p

o(ii) Let Ay = B 0 O35 0 BT (W2F ).
By definition (11)-[i]/[iii] of the diffeomorphisms V", we obtain that (\IJ;F)| As = (V5 )|4,
is affine of slope A~3. This is condition (a) for m = 3.

*

We define the partition and prove the Lemma on the positive side of the neighborhood
W77, see Figure 5.

From the two equalities in Lemma 8 we choose:

(i) Let Df i= L%, = (B/7)™ o @) [R5~

From definition (19) of the “variation intervals” RY*| the choice (iii) implies several
other choices for other intervals WZ-*’*, for instance: Wf(’f) and Wﬁ’fll(j)).

Let us compute the derivatives of \IJ;r and W, in the case k(j) = 3, via the chain rule:

A (z) = dfi, (130 7 *<z>) af (7 =)an @),

W* W* *
AWy (2) = df l(a))( 2y ° S (F )) Afiie (fc (2 )>'df<—1(j)(z)'
Claim. In DY the derivatives d\If;r and d¥; vary monotonically between A3 and .

Indeed, by definition of D and (11)[ii], the first factor of d\If;r(z) and the last factor of
d¥; (2) in (23) vary monotonically between A and AL, The two other factors in d\I/;t(z)

(23)
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are constant equal to A\. This is condition (b) for m = 1.

. W* 124
o(iv) Let A = o¢ 1(3))[W( - (j))]‘

The first index p is given by the previous choice in (i), the second one is a free choice.
On A] the map \I/;F is affine of slope A. Indeed, from (11) and Proposition 2 we have
A} c I and ZI;}/V*(Af) C f(;(j) thus df]W* (z) and df(s(]; <f]‘-/v*(z)> are constant equal to

A On the other hand, from (18), if = € A{ then the factor df}}, ( 1o fjw*(z)) is
constant equal to A71.
For U7 note, in (23), that fgmﬁ(j) is affine of slope A= on A] C fj, and from (11) and
Proposition 2, the other factors:

ALy (R (2)) and s (A6 0 I8 (2))
are both constant equal to A. This implies that \I';r and \I!J_ are affine of slope A.

To obtain the equality: ¥l jlar = \IJ;| A We apply the equality in Proposition 2(b)
1
to ngc 1)) it gives:
FW* HW* D HW* FW* P,

5 0 B 0 @ (WhZay) = By © Bt © e (W)
By applying each composition \IJJ+ and v to the interval Af = @YE/; 1 ))[Wﬁf 15 ))} a
direct computation using the above equality gives:

—(ATY — (AT — W™ HW* D,
W (AD) = T (AD) = @13y © Paer iy Wi )

This is condition (a) for m = 1.

+._ G PP
o(v) Let A == Sy ;) 0 DI iy VRN i) -

By applying to A5 the same arguments used in (iv), we obtain condition (a) for m = 2.

Between the intervals A and AJ there are the images of two variation intervals.
An equality of these intervals holds if the corresponding parameters are coherent with
Lemma 8. This equality is expressed as follows:

o(vi) Let D i= (@) THRE "] = O, ) R )]

This variation interval equality is obtained from the one on the positive side of the
neighborhood WIE 1) for which the indices (p,p) are choosen to be coherent with the

DD ; W -1 5 (W \-1[pp-Lp—11 _ ppp
choice (v) and the choice R (10 1€ (® (C-1( ))) o (P )[Ry 30) | = R =10y

The equality in (vi) is obtained from the above one by applying oW Lc-1(j)) On both sides.
The arguments to prove condition (b) for m = 2 on this interval D are exactly the
same as for Df’. We apply the chain rule and check that only one term in the product
varies monotonically between A and A~!, the other terms being constant. The derivative
thus varies monotonically in total between A and A~ 1.

The last interval along the (+) side, for this case k(j) = 3, is also an interval on
which a variation interval equality is satisfied:

o(vii) Let Dy := RP1P71 = @l [RPP

W*
(1) © Ly om IR 1)
On this interval, the arguments above to prove condition (b) apply. The choice of the
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indices (p,p) and (p—1,p—1) comes from Lemma 8. The derivatives vary monotonically
for one term in each product and the derivative vary globaly between A~! and A~3. This
is condition (b) for m = 3.

This completes the arguments on the positive side of the neighborhood W]p P The
arguments are the same on the negative side, where the intervals are defined symmetri-
cally, by replacing R by L, j by (71(j), 7 by 6 and for the type A intervals we consider
the various images of the corresponding W-interval on the respective extension.

The choices of the parameters (p;, g;) in the above arguments are non unique and are
simply a coherence of the indices with respect to the shift property of Lemma 8.

For the general case, i.e. with any k(j), the arguments requires more compositions
and each step is the same. O

The variation interval equalities of Lemma 8 are central to define the partition of
Lemma 9. For these equalities the “enlargement” process defined by replacing the neigh-
borhoods V; by WP in the definition (11) of f'" is crucial, it allows many choices, in
each cycle of the permutations § or v. By Lemma 9 the compositions \Il;r and . are
equal except possibly on the intervals Di.

In order to obtain a global equality for each of these compositions we have to “adjust”
the various f/V" on the intervals of type D in the partition of Lemma 9.

Theorem 1. Let ® be a piecewise homeomorphism of S' satisfying the ruling assump-
tions: (SE), (EC), (E+), (E-), (CS) and let [f]W} C Diff*(S1) be the class of diffeo-
morphisms defined in (11) from the enlargement operations above. There is a choice of
the diffeomorphisms: {p; € [fJW*] 17 €{1,...,2N}} so that each cutting point z; of ®
defines an equality in Diff *(S1), called a cutting point relation:

(CP) Pok=1(j) © 1 O Pa(i) O Pj T ParidL(¢m1() OO PrlcTr(3) © P G)-

Proof. We fix a cutting point z; of ® and the parameters (p;, ¢;) for i and j in the same
cycle of § (resp. i and (~!(j) in the same cycle of ) given by Lemma 9.

From the partition of S' and the properties of Lemma 9, the equality of the two com-
positions \IJ;r and v s satisfied in all the intervals of “type” A. The equality will be
global, i.e. on S if \Il;r and W agree on each intervals Dt of Lemma 9. For this, we
need to fix the various diffeomorphisms in their respective variation intervals, i.e. on
the intervals R? and L " given by (19). Let us consider for instance the interval D; .
From Lemma 8 we have to choose appropriate diffeomorphisms:

p; € [fjW*] and @ kG)-1(c-1(4)) € [f;/}f(?),l(c,l(j))] in the variation intervals (19) so that
the following diagram is commutative:

- , Lemma 8 p—lp—1
Dy = L?P emma L{)/k(]ﬁlil(c—l(j)) (24)
i l‘pwkU)*l(c*l(m
D,P Lemma 8 p—1,p—1
i) Bpin-ic1gy)

The pair of lower indices of L (resp. R) appearing in these equalities belong to the same
cycle of § and are at “distance” k(j) in the cycle. Moreover, the two intervals of type L
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resp. R) above are related by an affine map of slope A\¥U -1 by Lemma 8.
(

If we fixe: (apj)|L§,p € Diffg\n_lfg\) (L?’p; Rf(%), then we have to define:

. sp(mon) (rp—1,p—1 . pp—1lp-1
(@Wm)_l(gil(j)))|L:;<1j’>p:1l<<—1<j)) € Diff\=1 (Lv’“(ﬁ*l((*l(j))’ RL(W’“””(C*(]’))))
so that the diagram (24) commutes. The simplest possible choice for (¢;) »» is when
J
the derivative varies linearly. With this choice and Lemma 8, we define:

(Sowk(j)—l(c—l(j)))ILpfl,pfl so that the derivative vary also linearly.

YR~
The equality of the two compositions on Dj is satisfied for this choice. Indeed, by
Lemma 9-(b), the derivative of the two compositions vary between the same values and
linearly on the same interval.

Note that if the derivative varies linearly on the interval L7, the linearity is not satisfied

for the inverse map. But fixing the map in some Diffg\rf?n; (X;Y), fixes the inverse map
on Difff\nlo_nl) (Y;X). Thus for each variation interval that appears in the intervals DI

of the pértition in Lemma 9, a coherent choice exists so that the equality of the two
compositions holds on each Dit.
For all these choices, the equality of the two compositions holds on S'. This is a cutting
point relation (CP) associated to the cutting point z;.

- If the permutation d has one cycle then the proof of the Theorem is complete.

- If the permutation § has more than one cycle. We apply the previous arguments
for one cycle of §, say associated to the cutting point z;, as a step 1.
This step 1 fixes the indices (p;,q;) of the neighborhoods W} in the cycle of §(j). It
also fixes the various o; € Diff7(S1) in their respective variation intervals R} and L},
according to the partition of Lemma 9.
Observe that the intervals of type A appearing in the partition of Lemma 9 are various
images of all the intervals W for i in the cycle of 6(j). Thus if two cycles are disjoint
the corresponding intervals W* are disjoint.
Since ¢ has more than one cycle then at least one index is so that j and ((j) belong
to different cycles. The second step is for the cycle of §(¢(j)). There are two different
compositions \Ilj[ and \I»'?(j) of length k(j) and k(¢(5)) and two partitions of S* given by
Lemma 9. These two partitions have two variation intervals in common:
L?’p and R§_1’p ~! where the upper indices are fixed in step 1. Recall that during the
proofs of Lemma 8 and 9 some of the indices (p;, g;) are fixed by previous choices and
other are free. In the present situation, for instance, the variation interval Rg_l’p s
fixed at step 1. This implies, for the partition associated to the cycle §({(j)), that the
interval Ag = Wgz’jp)_l where « is a free choice. From Lemma 8 and the proof of Lemma
9 the two variation intervals L?’p and R?il’p ~1 are related respectively with:

—1p-1 ) .
Lik(j)lil(c—l(j)) and R:’QJ‘)*l((—l(j)) for the cycle §(j), and

+1,p+1 —2,p-2 ,
Lgk@(]]?))*l(((j)) and ng@(?))*l(((j)) for the cycle §(¢(j5))-

Since the cycles 6(j) and §(¢(j)) are disjoint, the observation above implies that the
last two intervals have not been fixed at step one for the cycle §(j). The step 2 thus
fixes the indices of the intervals W”"% for i in the cycle of §(¢(j)), in order that the

(2
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partition of Lemma 9 is satisfied. This fixes the corresponding variation intervals. The
diffeomorphisms ¢; are fixed, as in step one, in each of the variation interval appearing
as intervals of type D,j,EL. The upper indices are at least p — 2 after step 2.

We apply the same construction for each of the finitely many cycles. If the initial
index p is larger than the number P(§) of cycles then, after P(J) steps, all the upper
indices are positive and we obtain a cutting point relation (CP) associated to each cutting
point. From a group theoretic point of view, the relations (CP) for cutting points in the
same cycle of § are conjugate. Thus the number of non conjugate relations (CP) is the
number P(4) of cycles of 4. O

Definition 1. Let ® be a piecewise homeomorphism of S* satisfying the ruling assump-
tions (SE), (EC), (E+), (E-), (CS). We define Gx, the subgroup of Diff*(S') generated
by the set of diffeomorphisms: Xo = {p; € [f]W*];j € {1,...,2N}} given by Theorem
1. These generators verify, in particular, all the cutting point relations (CP).

There are many choices in the constructions leading to Theorem 1:
- The parameters: (p;,¢;) in Lemma 9, for i and j in the same cycle of §.

- The 2k(j) choices in the various spaces Diffg\n_lf@\) (X; X’) and Diﬁg\nﬁ\o_ﬁ) (Y,Y’) in the
proof of Theorem 1, for each cycle of the permutation § giving the relations (CP).

There are thus, a priori, many different groups in Definition 1.

4 Some metric spaces associated to ¢

The groups G x,, of Definition 1 are obtained, with many choices, from the map ®. The
classical strategy to study the geometry of such groups is via a geometric action on a
well chosen metric space. Unfortunately no “natural” metric space is given here so we
have to construct one from the given data, i.e. the dynamics of the map .

This is the goal of this section: to define a metric space suited to the particular class of
dynamics of the maps ® of section §2.

The construction of an action will be given in the next section and, as for the metric
space, it is not given a priori so it will be constructed from the available data, the map
®. In the following we will not distinguish between the maps ® and ® as well as between
the partition intervals I; and fj

4.1 A first space: T

The first space we consider is directly inspired by one constructed by P. Haissinsky and
K. Pilgrim [HP] (see also [H18]) in the context of coarse expanding conformal maps.
In these papers, the authors use the dynamics of a map F' on a compact metric space
Y. They construct a graph out of a sequence of coverings of the space Y by open sets
obtained from one covering by the sequence of pre-image coverings. They prove that
if the map is “expanding”, in a topological sense, then the resulting space is Gromov
hyperbolic with boundary the space Y.

We use the same idea where the space is S' and the dynamics is given by ®.
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We replace their coverings by our partition and their sequence of pre-image coverings
by the sequence of pre-image partitions. In order to fit with this description we use
a partition by closed intervals, so that adjacent intervals do intersect in the simplest
possible way, i.e. points. With our previous description we consider the initial partition:
St = U?ﬁ 1 I, with I = [z, z¢(;)], keeping the same notation for simplicity. Thus, each
interval I; intersects the two adjacent intervals I-+1(;) exactly at a cutting points.

We define the graph I'} by an iterative process (see Figure 6):

e Level 0: A base vertex vg is defined.

e Level 1:

(a) To each interval I; of the partition is associated a vertex v;.

(b) vo is connected to v; by an edge.

(c) vj is connected to vy, if I; # Iy and I; N I, # 0.

o Level 2:

(a) A vertex vy, j, is defined for each non empty connected component (that is not a
point) of L i, =1 N (I)il(IjQ).

This notation is unambiguous since ®~1(1;,) has only one connected components in 1, .
(b) vj, is connected to vy, j, by an edge.

(¢) vjy 4o is connected to vy s if Iy j, # Ljs jo and I, g, 0 Ly i 7 0.

vy

Figure 6: The first levels of the graph I'}

e Level k:
(a) We repeat level 2 by iteration, i.e. we consider a sequence of intervals
{Ijl; Ijth; e Ij17j27---,jk; - } such that:
Ly oot = Lj g N@TMH(I) # 0. B
Notice that if the sequence j1, j2, .. ., jir defines an interval of level k then j;41 # j;, for
1 <i<k—1, from condition (SE).
(b) A vertex vj, j,...j, is associated to the interval I}, j, . j,,
(¢) Vj, jo.....j is connected to vj, j,. . 4, , by an edge,

(d) Vji ja,....si, is connected to vy e if:
Lyt git # Livgosengn a0d Ly gy g NV Lje g e 20

Lemma 10. If ® is a piecewise homeomorphism of S' satisfying the condition (SE)
then the graph T}, endowed with the combinatorial metric (each edge has length one),
is Gromov hyperbolic with boundary S*.

Proof. We adapt word for word the proof in [HP]. Indeed, the essential ingredients for
the proof in [HP] are the facts that each vertex is associated to a connected component
of the pre-image cover with two properties:
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e Fach component has a uniformly bounded number of pre-images.

In our case, each interval has at most 2NV — 1 pre-images.

e The size of each connected component goes to zero when the level goes to infinity.

In our case, the size of the intervals I;, j, . j in the sequence of pre-images goes to zero
when k goes to infinity by the expansivity property (SE).

In fact a much weaker expansivity property than our condition (SE) would be enough
to conclude that the graph is hyperbolic. Observe that the distance of any vertex to
the base vertex is simply the level k and the edge connecting vj, j,,.. ;. to Vgt 3l if
any, belongs to the sphere of radius k£ centered at the base vertex. By this observation
and our definition of the edges, each sphere of radius k£ centered at the based vertex is
homeomorphic to S*. Therefore the limit space when k goes to infinity is homeomorphic
to S' and the Gromov boundary 8F% is homeomorphic to S?. O

4.2 The dynamical graph I'¢

Consider the tree Tg obtained from F% by removing the edges on the spheres. We will
define on T an equivalence relation that identifies some vertices on some of the spheres
using the specific properties (EC) of the map ®.

For Ty we use the same definitions for the intervals and vertices of Level 0, Level 1: a),
b), Level 2: a), b) and Level k: a), b), ¢) in T'}, but considering the original semi-open
intervals: I; = [z, 2¢(j))-

Labeling the edges: The edge defined by (vj, jo, ..jx_1> Vji.jo,...jr) 15 labelled by a

symbol W;, and the reverse edge, the same edge but read from vj, j,,...j,, is labelled W~

We define a quotient map: Two vertices of T are identified if they belong to the same

level £ > 1, we denote them vy, j, . and vy 1, ., and:

a) There is an integer 0 < r < k — 1 such that:
g
(al) Ij17"'7j’i
(a2) For all 1 < p < k — 7, the intervals I . ji1,.jr
adjacent in the cyclique ordering of S! and:
QT (L, )T =, for all0 < m < p (®° denotes the identity).

(b) At level k, the intervals I;, . j, and Ij, .

(bl) ®™(I;, . ) ®™(1Ly....0,) =0, for all ¥ < m < k and:
OF(I,,.. ) N ®*(1,,...1,) = ome point,
(b2) ®F(1;,.. ;) U®(I},. 1) = anon degenerate interval.

=1I;,..;, as intervals in 1, for i = 1,...,r (if r = 0 the vertex is vp).

and Ij, . are

l’l‘vlT+17"'lT‘+p

lr+p)
are adjacent and:

Definition 2. The dynamical graph is defined by I'e := Te/ ~o, where ~g is the
following relation:

(v) Two vertices vj, j,,..j. and vy 1,1, of Te are related if the conditions (a) and (b)
above are satisfied.

(e) Two edges, connecting vertices from level k to level k + 1, with the same label and
starting from an identified vertex at level k are identified to an edge labeled with the

common label.

k
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Lemma 11. If ® is a piecewise homeomorphism of S* satisfying the conditions (SE)
and (EC) then the dynamical graph T'g is well defined.

Proof. Let us start the study of the relation ~¢ when r = 0 in condition (a). Condition
(a2) means, in particular, that the two intervals I;, and I;, are adjacent, so they have a
cutting point z in common. Also, the k—1 first intervals in the sequence, up to I, ., ,
and I, _, are adjacent with disjoint ®" images for m < k — 1. The condition (bl)
says that the ok images of I, . j, and Ij, . ; have one point in common. This point
has to be the ®* image of a cutting point z. By the eventual coincidence condition (EC)
on @, there is indeed an integer k(z) for each cutting point, so that the two orbits of z
coincide after k(z) iterates. Therefore condition (bl) is satisfied for this iterate k(z) and
such a condition is satisfied for each cutting point and therefore for each pair of adjacent
intervals. Since ® is a piecewise orientation preserving homeomorphism then condition
(b2) is satisfied for the same iterate k(z).

When r > 0, for each pair of adjacent intervals Iy, . j, j., and I i 1 .,
condition (a2), the ®" image of these intervals is as above, i.e. adjacent of level 1. Thus
there is an integer k for which conditions (b1l) and (b2) are satisfied. The identification
in Definition 2-(v) is well defined and occurs at each level after some minimal level:
ko = min{k(j)|j = 1,...,2N}, where the k(j)’s are the integers of condition (EC).

1) If the point Z = ®*(L;, . ;)N ®*(L,.. 1) in condition (bl) is a cutting point
then all edges starting from the identified vertex at level k have different label and the
identification (e) does not happen.

2) If, on the other hand, Z = ®*(I;, ;) ®*(I},. ;) belongs to the interior of
an interval I, then there is a sub-interval I, _j o of I; i and an edge labeled ¥,
connecting vj, . j, t0 vj, . j. o and similarly an edge, labeled ¥, connecting v;, . ;, to
Uy, 1y, i Te. The identification of the two vertices: vy, j, and vy, by ~¢ at level
k implies that two edges labelled ¥, start from the new vertex ¥. The identification in
Definition 2(e) identifies these two edges to a single edge, connecting @ to o' at level
k + 1 and preserving the label ¥,. This identification is well defined at level k + 1.
The identification of type (e) is then applied inductively on each level following &k + 1.
At level k + 2, if the image ®(Z) is a cutting point then, as in case 1), the identification
of type (e) stops, i.e. the edges starting from ¢' have different label and no identification
of type (e) occur. If ®(Z) belongs to the interior of an interval Ig then, as in case 2),
two edges with label W start at 91 and a new identification of type (e) occurs. The
inductive identification of type (e), starting at o, depends only on the orbit ®™(Z):

- If, for some m > 0, ®™(Z) is a cutting point then the identification starting at level k
at v stops at level k + m, as in case 1).

- If ®™(Z) is not a cutting point for all m > 0 then the identification of type (e) starting
at v does not stop and is well defined for each level k + m.

The dynamical graph I'g is well defined from the map ®. O

as in

It is interesting to observe that the identification of type (e) is essentially a Stallings
folding [Sta].
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Lemma 12. If the map ® satisfies the ruling assumptions: (SE), (EC), (E£), (CS)
then every vertex w # vg in the dynamical graph U's of Definition 2 is identified with an
interval I, of S*. This interval could be of the following types:

(1) Lw = ILjs, _ji>

(ii) L, = I g Uij,...J%“'Ulj?,---,j27 for some integer n = n(k,®). The intervals

Ijia---ajz’; belong to the same level k and are pairewise adjacent along S*.

Proof. From the proof of Lemma 11, if the vertex w of I's comes from a single vertex in
Ty then it is associated to an interval of the form I, _;,, this is an interval of type (7).
Otherwise w comes from the identification of two vertices vj, j,. ..., and vy, 1, .1, satis-
fying conditions (a) and (b). The associated intervals in Ty are of the form: I ; and
I}, 1.- They are adjacent along S! by condition (b), therefore I, := I, i, UL, 4, is
an interval, associated to w by the identification (v), it is called of type (ii-v). It occurs
at a level k > ko, where kg = min{k(j),j=1,...,2N}.

At level k+1, if the case 2) in the proof of Lemma 11 is satisfied, there is an identifica-
tion of type (e) of the vertices vj, j,,.. j..a and vy, 1, 1, . The corresponding intervals in
To: 1j, jo,....jn,a and I, 1, 1, o are adjacent along S thus I, == L o U ol
is an interval, associated to the vertex w obtained by the identification of type (ii-e).

Let us observe that the neighborhood: 17j = Vjcj U dej in the proof of Lemma 6 is
exactly an interval of the form: I, :== I, j, UI;, ., i.e. of type (i-v) at level k(j).

It turns out that the identifications of type (ii-v) and (ii-¢), as described above, can
interact. This happens in the following situations:

An identification of type (ii-e) occurs if Z = ®*U)(z;) € int(I,) for some a. Assume
that Z = ®U)(z;) € V,, N I,. An identification of type (ii-e) occurs at level k(j) + 1
and, by condition (E+), ®"(Z) € Ism(q) for m < k(o) — 1. This implies that ®™(Z) is
not a cutting point for all m < k(a) — 1. By condition 2) in the proof of Lemma 11 an
identification of type (7i-e) occur from level k(j) + 1 up to level k(j) + k() — 1. At level
k(j) + k() an identification of type (ii-e) and of type (ii-v) occur at the same level.
In this case, three intervals of the tree Ty are involved :

Ijlw-»ﬂ'km’0/»~~-a§€<a)’ Lj1, iy Tl oy WheTE 0 = ¢Ha).

As in the previous cases, these intervals are pairewise adjacent along S' and the
identification of both types (ii-e) and (7i-v) is associated to the union:

I, = Ij17~"ajk(j)7a/7~~~a;€(a) UIj17--~7jk(j),a,--~ak(a) UIl1,---,lk<j),a7---ak(a)v this is an interval.

For the next levels, the two cases 1) or 2) in the proof of Lemma 11 might occur,
depending on the orbits of each cutting points, i.e. z; and z,.

The phenomenon described above, where two identifications of type (ii-e) and (ii-v)
arise for the same vertex, can possibly occur at any level large enough. The intervals in
T3 that are involved are pairewise adjacent, as above, and the union of these interval is
an interval. The number n,, of these intervals depends on the map ® via the orbits of
the cutting points and on the level m.

From the proof of Lemma 11 there is a difference between the vertices of type (ii)
obtained after an identification of type (v) or type (e) in Definition 2. A vertex obtained
by an identification of type (v) has two incoming edges, i.e. from level k — 1 to level
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k. A vertex obtained by an identification of type (e) has only one incoming edge,
as the vertices of type (i). If necessary, we will mark the difference by denoting the
corresponding vertices or intervals of type (ii-v) or type (ii-e). O

Proposition 3. If ® and &' are two piecewise homeomorphisms of S with the same
combinatorics, i.e. the same permutations ¢ and v, the same properties (SE), (EC),
(E+), (E-), (CS) with the same slope, then the graphs I'e and T'g: are homeomorphic.

Proof. Since the combinatorics are the same, all the combinatorial data used in the
constructions: k(j), v and 4 are the same for ® and ®'. The identification of type (ii-v)
defines vertices with two incoming edges, and 2N — 2 outgoing edges, by condition (7)
in the proof of Lemma 6. The vertices of types (i) and (7i-e) have one incoming edge
and 2N — 1 out going edges by condition (SE). The identifications process could be quite
different for different maps but each resulting vertex has the same structure, even as a
labeled graph. Therefore the two graphs are homeomorphic. O

Lemma 13. Let ® : S — S! satisfying the conditions (SE), (EC), (E+), (E-), (CS)
then there exists ®' : ST — S with the same combinatorics as ® so that the identifica-
tions of type (i) in Lemma 12 are all 2 to 1.

Proof. The idea is to change the map ® by changing the cutting points while preserving
the combinatorics. We replace ® by the affine map ® via the conjugacy of condition
(CS), the combinatorics are evidently the same. Consider the neighborhood 17] of Lemma
6 and the A-affine extension &)}/ of Lemma 7. Lemma 7 (a) implies:

5}7(\/}) - i(;(j) \ 175(3-) and conditions (Ex), together with the definition of V; give:

O™(®Y (V5)) € Igmir(jy and @"(DY1(V})) € Limir(c-1y, for 0 <m < k(j) —2.  (25)

The condition (EC) gives Z = &) (z;) € I, for some a € {1,...,2N}. Consider the
fixed point p® € I, of ®,, given by condition (SE). The definition of the involution ¢
and condition (SE) implies that the fixed point p® belongs to the subinterval I, o which
is disjoint from I, 5(q) U 1o y(a)- By definition of the intervals V; in Lemma 6 we obtain:
P & Va U V(o)

If Z = p* then we do not change the cutting point z;.

If Z # p® then either p® € &Jk(j)(V]*) for VjJr = ‘7] N .7] or p* € :I;k(j)(Vj_) for
V= 17}0’[271(]»). Assume, for instance, that p® € &)k(j)(VjJr) and let pf = 5*]“(]')(]90‘) €
Vj+ cI j, the other case is symmetric. The goal is to transform the map ® to @ so that

p§ is the new cutting point. Since P € VjJr C I:j we define <I>; = :I;j on the interval

[p§, Z¢())- We define the map cD/C”(j) by the A-affine extension of <§<_1(j), i.e. from the
interval [Z¢-1(j), Zj) to [Zc-1(;),p5) as in (9). We apply the same construction for each
cutting point. The permutations ¢ and ¢ as well as all the k(j) are the same for &' as
for ®. The properties in (25), coming from Lemma 7(a) and (E+) for ®, imply that

the conditions (E+) are satisfied by ®'. The condition (EC) is satisfied by ®" from the
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equality (b) in Lemma 7. Condition (CS), with slope A is obviously satisfied. The two
maps ® and @' have thus the same combinatorics.
The Ch01ce of the new cutting point pj of ® implies that Z/' = &'k )( @) = p® which

is fixed by ®' since ® = ® outside the set UV; and we observed that p® & Vo, U V(o).
Therefore we obtain: ®™(Z") = p® for all m > 0 and thus this orbit is always outside
the set (JV;. By the proof of Lemma 12 the identifications of type (ii-e) occur at all
levels after level k(j) and do not interact with identifications of type (ii-v). Therefore
the identifications of type (ii) in Lemma 12 are all with two intervals, i.e. are 2 to 1. [

Remark 3. All the cutting points of the new map ® are pre-periodic and thus the map
satisfies a Markov property.

Lemma 14. The two graphs I's: and F%,, endowed with the combinatorial metric (every
edge has length one), are quasi-isometric.

Proof. Let us denote by dro and dr,, the combinatorial distances in F%, and I'g,. The
q>/

two sets of vertices V(I'},) and V(I'g/) are related by a map:

¥ . V(I'},) — V(Ig) which is induced by the relation ~g¢ of Definition 2 and is at
most 2 to 1 by Lemma 13. Each vertex v € V(I'},) \ {vo} is identified with an interval
I, := 1, . j, and thus with a vertex of the tree Tg,. Two vertices of Y ¢ With the same
¥ -image correspond to adjacent intervals at the same level k, they are at distance one
in F%,.

Two vertices connected by an edge on a sphere SS of radius p centered at the base
vertex vg in F%, are mapped either to a single vertex in the sphere S, of radius p,
centered at vy in I'gs or to two distinct vertices on the same sphere. These two vertices
are connected in I'g/ by a path of length at most k(j), for some j € {1,. 2N }, where
k(j) is the integer in the condition (EC). We define K¢/ := max{k(j ]] oo, 2N}
then we obtain:

gy (7 (1), 7 (03)) < Koy, (18,8) +C.
for any pair of vertices (v3, vﬁ) in V(FO,) X V(FO,)
Indeed a minimal length path between v0 and Uﬁ is a concatenation of some paths along
the spheres centered at vy and some paths along rays starting at vg. The length of the
paths along the rays are preserved by the map ¥ and the length of the paths along the
spheres are at most expanded by a factor bounded by Kg/. On the other direction, the
same observation and the fact that ¥ could identify at most two vertices implies:

dr,, (V' (v9), ”V(UB)) > % dFo (’Ug,’uﬂ) C.

O

Corollary 1. The graph I'g, with the combinatorial distance, is hyperbolic with boundary
homeomorphic to S*. O

Proof. A metric space quasi-isometric to a Gromov hyperbolic space is Gromov hyper-
bolic with the same boundary [GdIH]. By Lemmas 10 and 14 the graph I'¢s is hyperbolic
with boundary S'. By Proposition 3 the same property is satisfied by I'q. O
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5 An action of Gx, on I'p

The groups G, of Definition 1 are subgroups of Homeo™ (S1) and are our main object of
study for the rest of the paper. The natural way to study these groups is via a geometric
action on a metric space. The graph I'g of the previous section is a hyperbolic metric
space that reflects the dynamics of the map ®. It is our candidate metric space but an
action of each Gx, on I'g has to be defined, via the data we have, the dynamics of ®.
Recall that a geometric action of a group on a metric space is a morphism, acting
by isometries that is co-compact and properly discontinuous.
By Lemma 12, each vertex v € V(I's) is identified with an interval I, C S! and each
g € Gy, is, in particular, a homeomorphism of S'. We need to understand, for g € G x,
how the interval g(I,) is related to some I, for w € V(I'g).
An ideal situation would be that for “all v and all g there is w so that g(I,) = I,,”,
we will see immediately that this ideal situation does not happens for all vertices (see
Lemma 15). The idea for defining an action is to weaken this ideal situation and allow
the two intervals g(I,) and I, to be “close enough”, i.e. to admit a controlled error.

5.1 A preliminary step

Let us describe how the generators ¢; € Xg of the group do act on the partition intervals
I, for all m € {1,...,2N}, i.e. on the intervals associated to vertices of level 1 in T'g.
Recall that in this section we do not distinguish between the intervals I; and I;.

Lemma 15. If ® is a piecewise homeomorphism of S* satisfying the conditions (SE),
(E-), (E+), (EC) and (CS), let ¢; € Xo be a generator of the group Gx, given by
Theorem 1. If I, is a partition interval, m € {1,...,2N} then p;(Iy,) satisfies one of
the following conditions:

(a) If m = j then: p;(I;) NIy # 0 for all k # u(j).

(b) For all m # j,(EL(4) then: @;(Iy,) = LGym-

(¢) ©i(Iei)) = Lgycu) Y Luyy and @5(Ic-1(7) = L=y Y R
where L,;y and R,(;y are defined in (3), they satisfy:
L) & D)2 () eecon=1G)s a0 Boggy & Isig) 52(5).....o00)-13)
k(C(7)) and k(j) are the integers of condition (EC).

Proof. The proof is a case by case study.
(a) This is simply condition (SE) on the map ®.
(b) By Lemma 5 and the choices made in Theorem 1, the generators satisfy:
= -1 .. . . . F -
(So‘j)l(i;/,(j)(IL(j)) = ((I)L(j)>l<f>L(j>(1L(j>)' Condition (SE) implies that: ®,;y(,;)) N Im = Im,

for all m # j,(F'(j). Therefore we obtain: LN &>|_11(_)(Im) = <AI;‘_11<_)(Im) which reads:
(g (g
Lym = ©;(Im) (see Figure 7).
(c) The two situations are symmetric, we restrict to one of them, for instance to ¢;(I¢(;))-
By condition (SE), applied to I; and I,(jy, we have:
(1) 5 (I3) N L) & Ly, and (1) @.(5) (L) N o) & Legy-
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Figure 7: Image of the intervals I,,, under ¢;

By (i) and the continuity of ¢; we have L,y = ¢;(I¢(;)) N L) # 0, and by (ii) we have
i) Ny # (). On the other hand, by definition of the generators ¢; and Lemma
5 we have: B
i) VL) = @7 o) N Ly = Ligyeiy

Thus, we obtain ¢;(I¢(;)) = L(j)cj) Y L) (see Figure 7).

To complete the proof we verify the properties of the interval L,y (resp. R,;)-
With the notations of the cutting points, this interval is:

LL(j) = [QOj(ZC(j)), ZL(j)] (see Figure 7) o
By condition (E+) at Z¢(5) we have: Vi,0 < i < k(((j)) — 2 : CIDZ((I)j(Zc(j))) S I’Y"H'l(j)'
For i = 0: (i)j(ZC(j)) = p;(z¢(j)) € Ly, and for i = 1: (i)(éj(zdj))) € L), this last
condition means that the ® image of the point ©j(2¢(j)) € Iy(;) belongs to the same
partition interval as the ® image of the cutting point 2,(j)- Therefore the point ¢;(2¢(;))
belongs to the interior of the last sub-interval of level 2 of the partition interval I,
which is I ;) 42(j)- This implies that: L,y C I, ,2(;) which is part of the statement.
At this stage we only use the first iterate (¢ = 1) in conditions (E+). The proof of (¢) is
completed by applying the same arguments for all iterates: ¢ < k(¢(j)) — 2 in condition
(E+), we obtain:
Lug) & Ly(5) 72(9), - kcin=1(5)-

This completes the proof of statement (c¢) in this case. The symmetric situation in case
(c), is obtained by replacing ¢ by (!, v by § and condition (E+) by (E-). O

5.2 Additional properties of I'g

From the proof of Lemma 15, the intervals of level m +1 < k(j) — 1 in the tree Ty that
are extrem in the interval I;, i.e. contain a cutting point, are of the form:

Li5(g)....om() and Ij ) . 4m (j)- (26)

The intervals of type (ii) and level k(j) in the proof of Lemma 12 are thus of the form:

Is; = L5y, ..ox-1) Y L1y atc1(0) it 101G (27)
where the first interval is extrem of level k(j) on the (4) side of Z; and the second
is extrem on the (-) side of the same cutting point. This interval is of type (ii-v). It
contains sub-intervals of level k(j) + 1 and possibly one with the cutting point 2, in its
interior, as in case 2) in the proof of Lemma 11:

Ioj0 7= Le-1(5) (¢ 1)) o kD=1 (1) Y L5 (), 651 () 0
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where « satisfies (7), this interval is of type (ii-e).
More generaly, from Definition 2 of the equivalence relation ~g, an interval of type (ii-v)
is of the form:

Loy = Lo a1 (0) et @11 (0) Y L2 0, 0b 071G (28)
where £ is a finite sequence (possibly empty) in {1,...,2N}. The corresponding vertices
are denoted: 0;, Uj, and vy ;.

The next result induces an additional structure of the graph I's around each vertex.

Proposition 4. If the map ® satisfies the ruling conditions: (SE), (EC), (E+), (E-)
then the set of edges that are incident to a vertexr v € V(I'g) admit a natural cyclic
ordering induced by the cyclic ordering of the partition intervals I; along St. In addition
each verter has valency 2N .

Proof. By definition of I's, the cyclic ordering of the intervals I; along S ! defines a cyclic
ordering of the vertices of level 1 and thus a cyclic ordering on the edges incident at vyg.
By Proposition 3 the structure of I'¢ depends only on the combinatorics of the map ®.
To simplify the arguments we assume that the identification of type (ii) are all 2 to 1,
as in Lemma 13.

Ifv=wj . j € V(') is a vertex of type (i) or (ii-e) and level ¢t > 1:
Then it is connected to one vertex of level ¢ — 1, i.e. to v = vy, j_,, and to 2N — 1
vertices of level ¢t + 1, by condition (SE). At level t + 1, these vertices w; are ordered by
the ordering of the sub-intervals I,,, along the interval I, as sub-intervals of S'. Recall
that the ordering along S' is expressed by the permutation ¢ (see § 2.1). By condition
(SE) these vertices at level ¢ 4 1 are:

Vgt € G0 Yinseensgen€2G) 02 Vit (2N =1 (G)
The edges arriving at these vertices, from v, are labelled respectively:
WC(]T)’ ey \I/<2N71(j*t).
The vertex at level ¢ — 1 1is vj, . j,_, and the reverse edge, i.e from v to it, is labelled
U5 Therefore, for the vertices of type (i) or (ii-e), there is indeed a cyclic ordering of
the edges at the vertex v induced by the permutation (.

If v is a vertex of type (ii-v):
Then, thereis j € {1,...,2N} and a finite sequence £ in {1,...,2N} so that v is identified
with an interval I, ; as in (28).
From the equivalence relation ~g, the vertex v has two incoming edges and they are
adjacent by Lemma 3. These two edges are labelled, reading from v, as:

Vaori) and Yoag=i=igy
And there are 2N — 2 out-going edges, ordered by the ordering along S'. By condition
(7) in the proof of Lemma 6, they are labelled as:
lI]C(vl“(”‘l(é"*l(j)))’ T \IICQN*Z(W’“(”‘I(C*(J')))'

In all cases, i.e. for the vertices of type (i), (ii-e) or (ii-v), 2N edges are incident at v
and they are cyclically ordered by the permutation ¢ and thus by the ordering of the
intervals along S*. O
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Corollary 2. Fach pair of consecutive edges for the natural cyclic ordering, at any
verter v, is associated to exactly one “cutting point” relation of Theorem 1.

Proof. By the proof of Theorem 1, each “cutting point” relation is associated to a cycle
of the permutation § or . From the proof of Lemma 15, a cycle of the permutation § or
~y is also associated to the iteration of ® via conditions (E+), (E-). In term of the edges
in 'y, the cycle defines the following loop, given by the sequence of labeled edges:
\IJC_I(j)’ \I/,Y(C—l(j)), ey \I’,yk(j)—l(c—1(j)), \I’m, ey \I’@, \Ijj’

for each j =1,...,2N. The two edges labeled W,-1(;) and ¥; are adjacent by definition
of (. Moreover, since the cycles of the permutations are disjoint, each pair of consecutive
edges is associated to exactly one “cutting point” relation. O

Remark 4. Any vertex v € V(I'g) is contained in a compact set €, defined by the
union of the loops associated to the pairs of adjacent edges in Corollary 2 (see Figure 8
for €y, ). The extreme points of the compact set €, correspond to vertices of type (ii-v),
the other vertices are of type (i) according to Lemma 12.

Figure 8: The compact set €, in I'p

5.3 How the generators do act on the vertices of ¢,,?

In this part we study the action of each generator ¢; on the set of intervals corresponding
to the vertices of the compact set €,,. Lemma 15 is the first step and most of the
arguments are exactly like in its proof. Observe that %, is contained in the ball of I'g:
Ball(vg, Ko) where the radius K¢ = max{k(j) : 7 € {1,...,2N}} was defined in the
proof of Lemma 14.

Proposition 5. With the above definitions and notations, the image under ¢; of the
intervals I, of type (i), associated to the vertices in €,, by Lemma 12, are given by the
following cases:

1) If the cutting point z; is a boundary point of I,, then, for 0 < m < k(j) — 2:

(a) if Ly = I 5(j).62(),...om (j) then @j(Ly) C Isy....om@) with pi(Iy) N 15y, . sm(j)a 7 0,
for all possible such o € {1,...,2N},
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(b) if Ly = Lo, ymg-riy) then @i(To) = LGy c-1),..mic2()) Y Bug)» where Ry
satisfies the properties (c) in Lemma 15.

2) If z¢(;) is a boundary point of I, then, for 0 < m < k(((j)) — 2:

(a) if I, = Ij;y(j)’gz(j) A () then (1) C I G eey™ () with ¢;(1,) NI Gy ™ 75@
for all possible such ac{l,...,2N},

(8) 4 1 = I atct).omicn) then 0i(1) = Ly c...maty ULty where Ly satisfes
the properties (c) in Lemma 15.

3) If I, is of type (i) and does not contain zj or Ze(;) 0S8 @ boundary point then it has the
form: L, =1 ;. for j1 #j and p;(L,) = L) ji,....-
Proof. Let v € V(I'g) N Gy, .

1) If the cutting point z; belongs to the boundary of I, and v is a vertex of type (i)
according to Lemma 12 then it is given by (26). Let us consider this set of intervals.
(@) If Ly = I; 5 62(j),...om(j)-
For m = 1, the argument in the proof of Lemma 15-(a) implies: ©;(/}s(;)) C I5(;) and
©i(I.5()) N I5(j),a # 0 for all such possible a.
The same argument applies for all 1 < m < k(j) — 2 and we obtain the statement (1-a)
in this case.
(b) I Iy = Le-1() y(c-1(5)),...ym(c~1(j))> the arguments in the proof of Lemma 15-(c) apply
and we obtain, for all 1 <m < k(j) — 2:

Pie1G) A GNP C @)™€) T L) A G (16D Y Ba()s
where R,(j) C I5(j) 52(j),...o50)-1(;) Py Lemma 15-(c).
2) If 2; is replaced by 2z, then §(j) is replaced by v(j), the condition (E+) is replaced
by (E-) and the same arguments apply, by symmetry.

3) If the interval I, of type (i), level » > 1 and does not contain the cutting points ZC(j) or

zj then it has the form I;, ;. with ji # j and if j1 = ¢F1(j) then ja # v(4) or 6(¢71(4)).
In these cases, the arguments in Lemma 15-(b) apply and ¢;(lj,...j.) = L) i, O

For the next result we consider the intervals of type (ii) of Lemma 12. They are
associated to the “extreme points” of the compact €,, (see Figure 8). At level k(j),
around z;, they are given by the intervals I, in (27).

Proposition 6. With the above definitions and notations the image, under ;, of the

intervals Iy, of type (ii) associated to the vertices in €,, are given by the following cases:

1) C)O]( ) C I(S(j) 52(]) 5}@(]) 1 ]) (T@Sp (,OJ(I~€< )) C I ( ) 2(]) k(g(j>>71(j)) Gnd Zt ’L'Tl,te’r'—
sects all sub intervals of level k(j) (resp. k(C(j)) ), except one.

2) i1 z) = I,(j),5, with the notation (28) forl & {j,¢(45)}
Proof. 1) From the definition of the neighborhood Vj in Lemma 6, we observe that the
interval I3, of (27) satisfies : V; = I;.
The generators ¢; given by Theorem 1, together with Lemma 7 gives:
Soj(lf)j) - 15(3') \Iﬁa(j)'
From the construction of the neighborhood Vj in Lemma 6 we obtain:
™ (pj(L5;)) C Isma(y forallm = 0,..., k(j)—2, and thus : ;(I5;) C Is(j) 525).... sk0)-1(j)-
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For the next iterate of ®, the condition (7) implies:

D= (p;(I5,)) N L # 0 for all m # ARO=1(¢T(j)), SFO)-1(5).
We observe that Iz, N I5( ) is a subinterval of 5 52(;y . sk (j) of level k(j) and by
Lemma 7-(a) we have: o;(I3;) N I, = 0. Therefore ¢;(I; ~j) intersects all subintervals

Ys(4)
of level k(j) of I5(j),82(5),...000) -1 (j)» €xcept one, Le. Iy o N Is(j).

j)7"'7 6(])
If I, is replaced by Iﬂc( ; then the same arguments apply by replacing 6(j) with v(j).
J
2) For Iy = Ie=1) 51 @) 011 0) Y L1500, gm0 ) W have

P31 (¢ ) -1 1) = L)1 QA W)t O (1))
and ¢ (1 5, s+0-10) = Ly(jy 160,500 -1() Pecause Iy, C @,y(L, ;) and 1 ¢ {j,¢(4)},
this is the same argument as in case (3) of Proposition 5. Then:

(Pj(If)l) = IL(j),C71(l),’Y(C71(l)),-..,’YMl)*l(C*l(Z)) U IL(j)J,(;(l)’m,ék(l)fl(l) = IL(j),f)l, with the nota-
tion (28). O

5.4 The action

The goal in this paragraph is to define a map 7, : I'e — I's for all g € Gx,. Lemma
15, Proposition 5 and Proposition 6 are a guide line to this aim. From Lemma 12, each
vertex v # vg of I'g is identified with an interval I, of S*, and each g € G X, Maps I, to
g(I,), another interval of S'. We have to understand how each interval g(I,) is related
to some interval I, for a vertex w of I'g. Lemma 15 implies in particular that we cannot
expect: “g(I,) = I,,” for all intervals I,,. But it shows that if we allow a “small” error
then we can associate to g(I,) an interval I,,. This is one way to interpret Lemma 15
case (c), and its consequences in Proposition 5 cases (1-b) and (2-b).

Definition 3. Let Gx, be a group from Definition 1, and let I's be the dynamical
graph of Definition 2 with vertex set V(I's). For each v € V(I'g), let I, be the interval
associated to v by Lemma 12. For each generator p; € Xo, j=1,...,2N, let:

Ay 2 V(Le) = V(I'e) be a map defined as follows:

(1) If v # vo and p;(1y) intersects all partition intervals Ij, of level one except one, then:
Hp. (V) == g
(2) If v # vy and there exists w € V(') such that p;(1,) C I, and p;(1,) intersects all
subintervals I,y C I, of level one more than w, except possibly one, then:
i (V) = w
(3) (i) If v # vy and there exists w € V(I's) a vertex of type (i) or (ii-e) in Lemma 12
such that I, C ¢;j(I,) and no other Iy, for w' of the same level as w is contained
anoj( v) then: o, (v) == w
(ii) If v # vy and there exists w € V(I'g) a vertex of type (ii v) in Lemma 12 such
that I, C ¢;j(1,) and ¢;(1,) does not contain L, for w' of level one less that w
then: o, (v) == w

(4) Hp;(v0) = v,5)
If g=n, 0 0pp, we deﬁne&%g = M%l O"'OfQ/gank-
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The goal of this subsection is to show that the map 7, is well defined and can be
extended to a map on the graph I'e. In particular we need to check that the map o7,
does not depend on the expression, in the generators, of the element g.

The next subsection will be about proving that this map defines a geometric action.
These are the main technical parts of the proof.

The definition of the map 7 is new and not standard. As a warm up, let us check
it is well defined for each generator ¢; on the vertices of level 1. For this we compute
(1) for j and m € {1,...,2N}. Lemma 15 gives all the possibilities:

e If m = j then, case (a) in Lemma 15 and case (1) of Definition 3 gives: ./, (v;) = vo.
e If m # j,(*1(4) then, case (b) of Lemma 15 and case (2) of Definition 3 gives:

JZZPj (Um) = Vi (5),m-

e If m = (*(4) then, case (c) of Lemma 15 and case (3-i) of Definition 3 gives:

”QZPJ' (Um) = UVy(5),m:

With case (4) of Definition 3, we obtain, for each generator ¢;, that <, ; maps the ball
of radius one centered at v in I'p, to the ball of radius one centered at v,(;).
Proposition 7. The map </, of Definition 3 is well defined for all the vertices in the
compact set €y, for all j € {1,...,2N}.

Proof. We already checked that 7, is well defined for the vertices of level < 1. Let us
verify this property for all the vertices in %,,.

1) If v is a vertex of type (i) in %,,, the image of the corresponding interval by ¢; is
given by Proposition 5. For these cases either v = v, (j,),..47(j1) OF U = Uj; 5(j1),....57(j1)>
for some j; and n < k(j1) — 2.

(a) If j1 # §,¢F1(j), Proposition 5 case (3) gives: 0;(Lj, oo in) = L) v jasensjn @0d by
Definition 3 case (2):

o either o (V) = UG i)y () OF Py (V) = Vi)51,6G) 67 (1)

(b) If j1 = j, then Proposition 5 case (2-a) gives: ©;(L;(j),..,()) C Iy(j),...yn(j)» (T€SP-
by case (1-a): ;L s50),..5n() C Is5(j),..on())- In addition ¢;(l,) intersects all
subintervals of level n + 1. By Definition 3 case (2) we obtain:

either oy, (v) = Uy(j),...n () OF Hg; (V) = Vs(y),...5n(7)-

(c) If j1 = ¢FY(j), for instance j; = (~'(j), Proposition 5 case (1-b) gives:

#i(Io) = LG).c 1) A1 G)rm 16 Y Rug)s WitD Ry © Iy gr-1(5);
and there are two different situations:

(1) fn <k(j)—2, then I,y c=1()4(c-1(j)),...4(c-1(;)) 15 an interval of type (i) and level
n+2 < k(j) — 1 and R,(;) is contained in an interval of level k(j) — 1. Definition
3 case (3-1) gives:

. . (V) = V()¢ 1A €O ,

(i) Ifn = k‘(])—?, th(?n IL(]-.M,l(jM(C,l(j)),m’,yk(j)_z(g,l(j)) is an interval of I‘evel k(]) and
R,(;) is contained in an interval of level k(j)—1 and thus does not contain an interval
of level k(j) — 1. Recall that the interval of type (ii) containing the cutting point
za() 18 given by (27): Togiy) = L), 1)1 (¢ 190 -2(c-10)) Y L5, 8400 )

By Lemma 7 it satisfies: ¢;(l5;) N Iy 5 = (), which implies:
RN L;w) = I5(j) G () these equalities together give:

-----
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i (Lo) = Loz UIRG) \ Ls), . ox0 )]
Therefore ¢;(,) contains the interval of type (ii) Iz, of level k(j) and does not
contain any interval of level k(j) — 1. Thus, by Definition 3 case (3-ii) we obtain:

Hp; (V) = Vg

2) If v is a vertex of type (ii), the image of the corresponding interval under ¢; is given

by Proposition 6, which gives:

(&) JZ.{‘PJ' (0;) = Y5(5),62(),..,0*)~1(5) and y, (V;)) = Vy) 2(3),...ohco0-1(5), by Proposi-
tion 6 case (1) and Definition 3 case (2).

(b) A, (D,) = Dy, for n & {4, ((j)}, by Proposition 6 case (3), Definition 3 case (2).

This completes the case by case proof for all the vertices in %,,. O

Remark 5. The vertices studied in Proposition 7 are associated to intervals containing

a cutting point, either in its boundary or in its interior. There are many other intervals,

they are of the form I, j, . ;. where jo & {v(j1),0(j1)} or j2 € {v(j1),9(j1)} and

g3 & {7v2(51), 6%(j1)} and so on. Suppose that vj, j, . ;. is a vertex associated to such an

interval then:

(1) If j1 = j: then ;szj(vj7j27_._7jr) = Vj,,...jr» bY the definition of I; ;, . ;. and Definition
3 case (2).

(2) If j1 # j: then Hp (Vi) jo,.jr) = Vi(§)jrijorir> 0Y the definition of I j, ., and
Definition 3 case (2).

The following result is a co-compactness property for the maps <.

Proposition 8. For any vertexv € V(I's) \ {vo} of level n, there exists a group element
g € Gx, of length I < n so that: ay(v) € €y, -

Proof. Assume that v is of type (i) and let I, = I}, j, . ;.. If I, does not contain a cutting
point zj, or 2¢(;,) on its boundary, then by Remark 5 case (1), we have: I, C int([}; ) and
©jr (Iv) = Ij,,. j, is an interval of type (i) and level n — 1 and thus: #,, (v) = vj,,._j,-

If I, = Ij j,....j, is of type (i) and contains z;, or 2(;,) on its boundary then ¢j, () C
I, ... j, and intersects all subintervals of level n, as in Proposition 5 case (1-a) and thus:
Ay, (V) =vj, . j, is a vertex of level n — 1.

If I, = Ij j....j, is of type (ii) and does not contain z;, or z.(;,) then, as above we
obtain: &, (v) =wvj, ., is a vertex of level n —1.

If I, = Ij j,..j, is of type (ii) and contains z;, or z¢(;,) on its interior then, as in
Proposition 6 case (1), ¢j, (Iy) C Ij,, . 4, and intersects all subintervals of level n maybe
except one and thus @, (v) = vj,, ., is a vertex of level n — 1.

In all cases, there is a generator ¢, so that o, (v) is a vertex of level n — 1. By
iterating this argument, we obtain a finite sequence of generators: ¢;,, @j,, ..., @;, with
m <n — 1 so that: ﬂf@jmo-..o%l (v) € Cup- O

Let us extend the map &, defined on the vertices of I'g, to a map on the graph.
We denote by e := (v, w) the edge connecting the vertices v and w in I'g.
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Proposition 9. The map </, is well defined on the vertex set V(I's). It extends to a
well defined map on the set of edges as: A, (v,w) 1= (Hp, (v), p; (w)) and is a bijective
isometry, for all j =1,...,2N.

Proof. Each map &, is well defined on %, by Proposition 7. By Remark 5 and Propo-
sition 8 the maps are well defined on V(I'g). It is enough to prove the result for the
compact set Gy, .
Let (v,w) be an edge in ,,, we can assume v is v;, y(j,),...y"(j1)s
(resp. ¥ = U5, 6(j1),.6m(ir))> AN W = V5 551y ant1 ()5 (T€SD- W = 05 505) gt (jy) ) for
some n < k(j1) — 2.
1) If n < k(j1) — 2 then the two vertices are of type (i) and we compute the image of
each vertex by Proposition 7, this gives the following cases:
(a) If j3 # j, then by Proposition 7 case (1-a) and (1-(c¢)-(i)), the image of each vertex
gives:

(A, (v), p;(w)) is an edge in G, -

(b) If j; = j, then by Proposition 7, case (1-b), the image of each vertex gives:
(Hp; (v), Hp,;(w)) is an edge of €, ;) N Gy,

2) If n = k(j1) — 2 then v is of type (i) and w of type (ii).

(a) If 1 ¢ {¢*'(4), 7} then, by Proposition 7, (1-a) for v and case (2-b) for w we obtain:
(A, (v), Hp,;(w)) is an edge of €y, -
(b) If j; = j, then by Proposition 7, case (1-b) for v and case (2-a) for w we obtain:
(Hp; (v), Zp,;(w)) is an edge of €y, ;) N Gy,
(c) If j1 = ¢F1(j), then by Proposition 7 case (1-c-ii) the image of v is of type (ii) and
by Proposition 7, case (2-a) the image of w is of type (i). In these cases, we obtain:
(A, (v), Hp,;(w)) is an edge of €y, ;) N Gy,

For all the edges in €, the map </, is well defined by o7, (v, w) 1= (, (v), Hp,; (w)).
In particular no two edges are mapped to the same one. Therefore each 7, is a bijective
isometry, when restricted to é,,, for the combinatorial metric on I'y. In addition, the
map 7, increases or decreases by one the level of both vertices. The proof for the other
compact sets %, is the same and thus the map is well defined on I's. ]

Proposition 10. For every vertex v of I's, <, (6,) = Cé%j (v) and A, preserves the
natural cyclic ordering of the edges given by Proposition 4.

Proof. From the proof of Proposition 9 we obtain: 7, (6,,) = %, (; and, by Definition
3 case (4) “,;(vo) = v,(;). This is the statement for v = vy. For the other vertices the
proof is the same.

The cyclic ordering of Proposition 4 for the edges in I'g reflects the cyclic ordering
of the intervals along the circle, it is given by the cyclic permutation (.
Let us consider (vo, vx) and (vo,v¢r)) two consecutive edges around vg. By Proposition
9, the image under &/,; depends on the value of k.
If k # j then ”QZPJ‘ (U07 Uk) = (”Qfépj (UO)a ”QZPJ' (Uk)) = (Ub(j)?vL(j),k‘)7 and
Ay (Vo, vg(k)) = (V,(j)> Vu(j),c(k))» these two edges are consecutive at the vertex v, ;.
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If k = j then the image of the two edges are ., (vo,v;) = (v,(;), vo) and

A (V0,v¢(5)) = (Vi5)s Vi) c(5))» these two edges are consecutive around v,(y.

Hence 7, preserves the cyclic ordering of the edges around w.

The proof for the other vertices is the same. From Proposition 7, Remark 5, Proposition
8 and since each generator ¢; is orientation preserving, the natural cyclic ordering at
each vertex is preserved by the action. By composition, the same is true for each element
in GX@. ]

5.5 Gy, is a surface group

The lenght of an element g € Gx, is, as usual, the length of the shortest word expressing
it in the generators Xg.

Proposition 11. Each element g € Gx, of length n admits a non trivial interval J,
so that g, is affine with slope \". In addition, if g has more than one expression of
length n, then two expressions differ by some Cutting Point relations %.; of Theorem 1
for some j € {1,...,2N}.

Proof. Let us consider the collection of integers given by (EC): {k(j);j € {1,...,2N}},
with Ky and K¢ the minimal and maximal values of this set.

We start the proof for the elements g € G'x,, of length n < Kg, i.e with an expression:
g = @j, 00 pj, satisfying, at least: ¢;,,, # ¢ fori=1,....,n—1

(I) By condition (SE), the map éjl can be followed by any &y, except k = t(31) = J1,
for an iterate of length 2. This implies, from the definition of the generators in Definition
1, that for each jo # j1, the element g = ¢j, 0 p;, admits J, = I, j, as an interval where
gl., is affine with slope A2. This is the maximal possible slope for an element of length
2 in the group Gx,. Thus this element cannot be expressed with less generators. The
case n = Ky is described below in (III), we assume here that Ky > 2 and postpone the
proof that g has only one expression of length 2 in this case. In addition there cannot
be more elements of length 2, starting with ¢;,, since Gx, has 2N generators and ¢;,
can be followed by any of the 2V — 1 generators different from ¢, by condition (SE).

(IT) For 2 < n < Ky we replace, in the above arguments, condition (SE) by the
conditions (E-) and (E+) and we obtain that for all n < K the element g = ¢, 0---0¢pj,
is of length n with only restriction that ¢;,_, # ©57s foralli=1,...,n—1.

On the graph I'y, all the vertices v in the interior of the ball Ball(vg, Ko) are of type (i)
and, on the corresponding interval I, = I;, ;. , the map g|1].1 . is affine with slope A",
this is the maximal possible slope for an element of length n and we choose J, = I;, . ;..

(III) For n = Ky let us consider an integer j € {1,...,2N} so that k(j) = Ko. The
element: g = Pk()-1(5) © - - - Ps(j) © Pj has, at least, two expressions by Theorem 1.
This element admits an interval V; given by Lemma 6 on which g|y, is affine with slope
A". By definition of the generators in Theorem 1, the interval V; might not be maximal
with the property that the element is affine of slope A™. This interval is also denoted I3,
in (27) and it is of type (ii) according to Lemma 12. We choose in this case J, = I5;.
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By condition (7) in the proof of Lemma 6, the two expressions of g above can be followed
by any ¢q for a ¢ {y*0)=1(C71(5)), oFD=L(5)}.

The two expressions of g, given by the cutting point relation ., have length n and
have 2N — 2 possible successors, i.e. elements of length n 4+ 1 with the same beginning,
by condition (7). The element g cannot have more than two expressions, by a counting
argument as in (I), this also proves that in cases (I) and (II) (when n < Kj) the expression
is unique. The elements g of length less than K are covered by one of the above cases
(IT) or (III). In all the cases the interval J, is chosen either as I}, . ;, in the cases (i) or
I5; in cases (ii). In addition, the element g has either exactly one expression of length
n (case (i)) or exactly two (in case (ii)). If Ko = Ko then all the cases in Ball(vg, Ko)
are covered.

(IV) For Ky < n < Kg the arguments above are valid. Let g := ¢;, o---0¢;j,, it
could happens that g has more than one expressions. By the above arguments, this is
possible only if some sub-word of g, i.e. an expression of the form: g, = ;. kG OO Pdn
is so that the interval L1t drseeiv (i 1S contained in an interval of type (ii) I,
given by (28), for some j, so that k(j,) < m. In this case, the element g admits two
expressions that differs by the cutting point relation #., of Theorem 1.

For the intervals, we consider the following cases:

(a) If for all possible j, we have n > r + k(j,) then g is so that I, .. j, is an interval of
type (i) or of type (ii-e) and we choose J, = I, ;..

(b) If there is j, such that n = r+k(j,) then g is associated to an interval I, , of type
(ii-v) (see (28)) and we choose J, = I;

This completes the proof for the elements of length less than Kg.

(V) For an element g = ¢j, o---0 ¢, of length n > Kg, the initial part of this
expression of length Kg, i.e. g1 = Pjrg O 0Py 18 covered by the previous arguments.

Lgr*

Thus there is an interval Jy, so that g1, is affine with slope M2 and two cases can
occur: either Jg, is of type (i) (resp. (ii-e)) or of type (ii-v).

If Jg, is of type (i) then, by the arguments in (II) above, g has exactly 2N — 1 possible
continuations of length K¢ +1 and g2 = @j 1 © @ji, © -0 @) Is one of these contin-
uations. The same argument applies to go and we obtain an interval Jg, C Jg,.

If Jg, is of type (ii-v) then, by the argument in case (III), g; has exactly 2N — 2 possible
continuations of length K¢ + 1 and go = Pirgs1 ©Pirg O O Pj s one of these continu-
ations. Again the same argument applies to go. In all these cases we obtain an interval
Jg, so that go| Js is affine with slope AM®*1. The proof of the Proposition is completed

2

by induction. O
By combining the various results above we obtain:

Lemma 16. For all g € Gx,, #; : I'e — 'y is a well defined morphism and the map
 : Gx, = Aut(I's) defined by o/ (g) := <y is a geometric action of Gx, onT's.

Proof. Each map 47, is a bijective isometry on the compact sets ¢y by Proposition
9 and ,,(€,) = €y, (v) for any 6, by Proposition 10. Therefore any composition:
J
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%%'n 0--+0 ,52{%.1 is an isometry. By definition, ;zijn 0--+0 42{%.1 = Mﬂjnowwl we
have to check this expression does not depend on the expression of the group element
g = @j, 0---0j,ie. this map is a well defined morphism.

By Proposition 11, the set of relations in G'x,, for the generating set Xg¢ are:
1) The trivial relations: ¢; o ¢,;) = Id, or
2) the cutting point relations %,; of Theorem 1, for j =1,...,2N.

We verify that the map &7 respects these relations and, by Proposition 8, it is sufficient
to check it on the compact set €.

1) For the trivial relations: by Definition 3 we have o, (vo) = v,(;) and p,  (v,(j)) =
vo. For the other vertices v # v in €, we have either v = v; (). 4n(jp) OF v =
Vj1 5G1)snon(Gr)s for m < k(j1) — 1. The proof follows from the case by case study in the
proofs of Proposition 7 and Proposition 9, we obtain: mf%m o A, = Id is the identity
on %, and thus on I'p.

2) For the cutting point relations Z%.;: they are related to several properties of the
map ® and the space I's. It is associated to each cutting point of the map via the
condition (EC), and to the equivalence relation of Definition 2 via the notion of vertices
and intervals of type (ii-v) according to Lemma 12. This implies that the cutting point
relations are also associated with the “loops”, based at any vertex v by Corollary 2.
Recall that the compact sets %, are defined in Remark 4 as the union of all the loops,
based at v. By Proposition 10, 7, (,) = ‘é%j (v) and o, is a bijective isometry by
Proposition 9. This implies, in particular, that each loop, based at v is mapped to a
loop, based at .27, (v), for all j and all v. Thus the map & respects all the cutting point
relations.

By the Propositions 8 and 10, the map &7 is co-compact and thus &7 is a well defined,
co-compact isometric morphism.

It remains to check that & is properly discontinuous. The graph I'¢ is locally
compact so a compact set in ' is contained in a ball of finite radius. If C; and Cy
are two compact sets in I'g we can assume that C; is contained in a ball of radius R
centered at vg. By Proposition 8 there are elements g € Gx, so that 27, (Cy) N C; # 0.
These elements have a length, in the generating set Xg, which is bounded in term of
the distance in I'p, between C; and Cy. Thus the set {g € Gx, : Z,(C2) NC1 # 0}
is finite and the action is properly discontinuous. Therefore the map &7 is a geometric
action. O

As a consequence of the above properties we obtain the following result:

Theorem 2. Let ® be a piecewise orientation preserving homeomorphism on the circle

satisfying the conditions: (SE), (E+), (E-), (EC), (CS). Let Go := Gx, be the sub-group

of Homeo™ (S') given in Definition 1 for one choice of generating set Xg then:

(1) The group Gg is discrete and does not depend on the choice in the generating set
Xg of Definition 1.

(2) The group Gg is a Gromov-hyperbolic group with boundary S*.

(3) The group Go is a surface group.
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Proof. (1) The group acts geometrically on a discrete metric space by Lemma 16 so it is
a discrete group. The graph I'g and the action of Definition 3 does not depend on the
particular generating set X4, they only depend on the map ®.
(2) By Lemma 16 and Corollary 1 the group acts geometrically on a Gromov hyperbolic
space with boundary S'. Therefore the group is Gromov hyperbolic with boundary S*
by the Milnor-Swartz Lemma (see for instance §3 in [GdlH]).
(3) The group is a convergence group by a result of E. Freden [F]. Therefore the condi-
tions of [G], [T] and [CJ] are satisfied and the group Gg is virtually a surface group.

In order to complete the proof of the Theorem it suffices to check:
Claim. The group Gg is torsion free.
Proof of the Claim. We already observed that each g € Gg has bounded expansion and
contraction factors by Proposition 11. This implies, in particular, that the action .7, is
free. Indeed any vertex v # vg of I'g is associated to an interval I,,. We observe that for
any g € Gg and any v, g(I,) satisfies either:
(a) g(I,) NI, =0, or
(b) I, C g(Iy).
In the last case g(I,) intersects 2N-1 intervals of the same level than I, by Lemma 15.
The Definition 3 of the action implies it is free.
We also obtain, by this observation, that each element g € G is associated to an interval
I, as above on which g is expanding. This expansion property implies that g" # id for
all g € Gp and all n.

By [Zi] a virtual surface group which is torsion free is a surface group, this completes
the proof. ]

6 Orbit equivalence

In this section we complete the proof of the main theorem: the group and the map are
orbit equivalent. Let us recall the definition of orbit equivalence, as given in [BS].

Definition 4. A map ® : S' — S! and a group G acting on S* are orbit equivalent if,
except for a finite number of pairs of points (x,y) € St x St:
dg € G so that y = g(z) if and only if I(m,n) € N x N so that ®"(x) = @™ (y).

The following result is the first statement of the main Theorem.

Theorem 3. If ® : S' — S is an orientation preserving piecewise homeomorphism
satisfying the conditions (SE), (EC), (E£) and (CS), then the group Ge of Theorem 1
and ® are orbit equivalent.

Proof. The arguments in the proof use the piecewise affine map ® conjugate to & by
condition (CS) via some g € Homeo(S'). The orbit equivalence is preserved by conjugacy
and the above statement is valid for the map ® and the group obtained from Gg by
conjugacy via the same g.

One direction of the orbit equivalence is direct from the definition of the map and the
group.
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o If & () = ®™(y) then there are two sequences of integers {j1, ..., jn} and {l, ... I}
such that: ¢, o--- 0 @j () = @, 001, ().

This implies that y = g(x) for g = (p1,, 0+ 0y ) L opj, o -0 € Ga.

e For the other direction we assume y = g(z) and, since X¢ = {¢1,...,pan} is gener-
ating G, it is sufficient to restrict to g = ¢; € Xs.

Recall that each generator ¢; € X4 of Definition 1 is, by Lemma 5, a Mobius like
diffeomorphism with exactly two neutral points, NjJr and N i i.e. two points with
derivative one. By construction, each interval of the partition satisfies:

I = [z, Ze(j) € (Ny NJ+) since (901)|1j is expanding. By the chain rule we have:
(pL(j)(Nsz)) = N;_ and Pu(4) (NLTJ)) = Nj_'

Let us assume x is not a neutral point for ¢; thus either: d(p;(x)) > 1 or d(p;(z)) < 1.

In the second case = = wgl(y) and d(gp}l) (y) > 1. By this symmetry we assume that

z € (N, Nj*). Two cases can arise:
(a)xelfj or (b)xE(Nj_,NJTF)\fj.
In case (a) ¢j(z) = ®(x) and thus y = ®(z) and (z,y) are in the same ®-orbit.
In case (b) there is another symmetry:
z€(N;,zj)orz e (ZC(]-),N;“), we assume that x € (N, Z;).
By definition, the neutral point satisfies: N € (¢,(j)(25(j)), 2j) = Lj, and Lemma 15
(c) implies:
Nji S Lj C Ic—l(j)7,y(c—1(j))7...’,yk(j)72(<—1(j)) and, by symmetry ]\fjJr S Rj.
The definition of these intervals implies: B
YU € Leo1(j) (=1 ()b 0=2(c1 ) ¢ BH(W) € Lyigem1(gy), V€ {0, k(5) — 2},
and thus condition (b) implies:
d'(z) € I,Yi(c—l(j)),Vi € {0,...,k(y) —2}.
With the same argument we obtain:
y=pjx) e (NIj),cpj(%)) C R,j) with R,y C Iy sr)-1(;), and thus:
Pi(y) € Isiva(jy, Vi € {0,...,k(j) — 2}. The @ orbits of z and y satisfy thus:
(@) = @r-a(c1() O O a1 0)) © P () ():
Recall that each cutting point z; defines a relation Z.; in the group Gg, by Theorem 1:
Psk()=1(j) O O Ps(j) © P T Pak)=1(¢=1(5)) O O Py(C1()) © PCG) -
If the relation %, is applied to the point x we obtain:

R CHENE (pfyk(j)—l(g—l(j))[Cik(j)_l(x)]‘ (30)
Indeed, by replacing y = ¢;(x) in the left hand side of the relation we obtain the first
equality in (29) which is the left hand side of (30). The right hand side of (30) is obtained

by replacing, in the right hand side of the relation the second equality in (29). Let us

denote: k()1 (1 FE()—-1
J1="7HCT() € {1, 2N}, @y = @MV () and y1 = gy (21).
The equality (30) implies that an alternative, similar to (a) or (b) above, applies again,

more precisely: (a1) 21 € le or (b)) ;¢ El.

(29)
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In case (a1) the equality (30) gives:
PO () = B[BHD (2)] = BHO) (),
and the orbit equivalence is proved in this case.

In case (b1), by derivation, the equality (30) gives:
A®FD () (x)) = A (i (2)).dpj(w) = dipyy (BFD (). dPFD (@) (31)

Recall that ® is affine of slope A > 1, therefore equality (31) implies:
A d(e)) () = d(gy,) (21) > 1.

This means that the alternative (bl) is exactly the same at the point z1 than (b) was
at the point x. This implies, in particular that: z; € E—l(jl) and, more precisely:
1 E Leos (1) (¢ ()i 0 -2(c 1 (i) AR Y1 = 951 (21) € Ly griin -

by the same arguments as for the points x and y.

The previous arguments thus defines:

e a sequence of integers: {j,j1,...,Jn,...} where each j,, € {1,...,2N},

e a sequence of points: z, := ®*n-)"1(z 1) and y, = @, (), with the following
alternative: ~ ~
(an) zp€lj, or (by) x, &1,

Lemma 17. With the above notations, if x € (N]._,Ej) s such that there is an integer
no so that T, € Tjno then Yny = @iy (Tng) = & () and there is an integer K (ng) such
that ®K(m0) () = K o) +1(g).

Proof. The situation is the alternative (ay, ), similar to the initial alternative (a), for the
iterate K(no) = (k(jng) — 1) + (k(jng—1) = 1) + -+ (k(j) = 1) O

At this point we need to consider the precise definition of the generators ¢; as obtained
by Theorem 1. In particular, each ¢; is affine of slope X on the intervals I]W of (17)
containing I; and obtained from the neighborhoods W of each cutting point Z; given
by (16).
Recall that the “variation intervals”: L}/V and R}’V are defined by (19) and that:
Nj_ € L}’V and N;‘ € R}’V.

The variation intervals satisfy Lemma 8, which is an equality among some variation
intervals together with a “shift” property of the parameters (p, q).
In the current argument, we assume in the case (b) that: = € (N, %j), in this interval
there is another alternative:

(b)) e LY N (N7, Z) or (b") =€ WP'n (NS ,Z)).

Proposition 12. With the above notations, if x € Wf’q N (N, zj) then there exists an
integer no(p,q) > 1 so that x,, € 1:;-"0, which is the alternative (ay, ).

Proof. Recall that the intervals W]p "I are defined inductively from V; of Lemma 6 and,
in particular V; = W]Q’O. We prove the Proposition by induction, starting with:
z € V;N(N;,2;). From the definition of V; given in (6) we obtain:

T = (i)k(j)—l(x) € f,yk(j)fl(cfl(j)) =Ij.
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This is the alternative (al) with ng = 1.

For the induction step we assume: z € (VV;”Q \ Wfﬁl’qfl) N (N}, %))

Recall that the proof of Lemma 8 used a “shift” argument for the indices:

(p,q) = (p—1,q — 1). The same arguments imply that if z € W]p’q then:
w1 = SFD = (x) € WM with gy = AFO-1(¢T(5)).

Thus after finitely many steps, depending on (p, ¢) we obtain:

Ty = OFUm-"L(g, ) € W]QT;O =V, and finally: ,,,1 = ®*Um)~1(z; ) € I;

Jm:*

O]

Back to the main argument, it remains to consider the situation where the alternative
(bn) occurs for all n € N. This implies, by Lemma 17 and Proposition 12, that x satisfies
the alternative (b’), i.e. z € L}’V NN, %)

Lemma 18. Assume that x and & are two points in L}(V N (Nj_,Ej) such that there is
no = 1 so that xy, satisfies (an,) and Tp, satisfies (bn,) but Tnyy1 satisfies (ang+1) then
the following inequalities are satisfied: 1 < d(p;) () < d(g;) () < A

Proof. By definition of ¢; in Theorem 1 and z,7 € LJW then the derivative d(yp;) is
strictly increasing in L}fv N (N ;,Ej) between 1 and A > 1. It remains to prove that:
Ny <z <z <z
From the hypothesis on Z and x, we have:

Tno = (Aﬁk(jno_l)_l(xno—l) € I~jn0

Fng = VU0 (@0, 1) € Ty Y (Brg)-

Therefore z,,, < x,, since fIVC_1(jnO) occurs before E-no along the cyclic ordering of S' and

by (an,), and

thus < « since the map @ is orientation preserving. O

Lemma 19. If the point x € [N, ,Z;] is such that the alternative (by) occurs for all
n € N then x is a neutral point, i.e. x = N].*.

Proof. A point x so that the alternative (b,,) is satisfied for all n is an accumulation point
of the sequence & of Lemma 18 when ngy goes to infinity. This sequence is decreasing
by Lemma 18 and the derivative is strictly decreasing in [1, A]. The only accumulation
point of this sequence is when the derivative of ¢; is 1 and thus = N i O

This completes the proof of Theorem 3 and thus of the main Theorem. O

7 Appendix
In this Appendix we give a direct proof of:
Theorem. The group Gg of Definition 1 is a surface group.

This result has been obtained in Theorem 2 of section 5, by using the very strong
geometrisation theorem of Tukia [T], Gabai [G] and Casson-Jungreis [CJ]. The proofs of
this geometrisation theorem, in one way or another, rely on extending the group action
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on the circle to an action on a disc. Our approach is not an exception to this general
strategy. Here we already have an important ingredient: a geometric action given by
Definition 3 on the hyperbolic metric graph I's of Definition 2. We need to prove that
I'e can be embedded in a plane and the action can be extended to a planar action.
We define a 2-complex Fg ), in analogy with the Cayley 2-complex:

e For each closed path in I'g, associated to a cutting point relation %,; by Corollary 2
(see Figure 8), we define a two disc A,; whose boundary is a polygone with 2.k(j) sides,
where k(j) is given by condition (EC) at z;.

e We glue “isometrically” a disc A, along a closed path in I's, as above, associated to
X, Isometrically means that each side of A, has length one and is glued along the

corresponding edge in I'g, also of length one. We denote by Fg ) the 2-complex obtained

by gluing all possible such discs. The graph I'g is naturally the 1-skeleton of Fg).

Lemma 20. The 2-complex Fg) is homeomorphic to R2.
The action <7y, g € G extends to a free, co-compact, properly discontinuous action g
of Go on Fg).

Proof. By the Propositions 9 and 10, the action .7, maps the link at a vertex v € V(I'gp)
to the link at w = .o7;(v) and this action preserves the cyclic ordering of Proposition 4.
This implies, in particular, that adjacent edges at v are mapped to adjacent edges at w.
Recall that adjacent edges define a relation %,; by Corollary 2 for some j € {1,...,2N}.
Therefore a closed path IIY, based at v in ' associated to a relation %, ; 1s mapped to

a closed path ﬁf), based at w, associated to Z.;. We extend the action <, on I'p to
an action JZ/{; on Fg) by declaring that if o7 (II") = II° then the disc A;; based at v is

mapped by 42?; to the disc Zz/] based at w.
The set of 2-cells A, for all j € {1,...,2N}, glued along each pair of adjacent edges

at v in Fg), defines a neighborhood of v in Fg ). This neighborhood is a 2-disc. Indeed,
by the natural cyclic ordering of the edges at v, exactly two 2-cells are glued along an
edge. Observe that the boundary of this neighborhood is a subset of the graph I's which
is precisely the boundary of the compact set 6, of Remark 4. This 2-disc is embedded

in R? and this property is true for each vertex. Thus Fg ) is homeomorphic to R2, since

each point has a neighborhood homeomorphic to a 2-disc and I‘g ) is contractible since

any basic loop in I'g bounds a disc in Fg ),

The extended action ,52/{; defined above is co-compact, free, and properly discontinuous,
exactly as the action o7, is on I'g. d

Proof of the Theorem. The quotient of Fg ) by the action @Z; is a compact surface since

Fg ) is homeomorphic to R? and the action is co-compact and free. O
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