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Introduction

State of the art: automated collation

Spadini 2016, Nury 2018 and Nury and Spadini 2020: a comprehensive history of
automated collation.
Dekker 2014: CollateX.
Bleeker et al. 2018: how to collate non textual elements ?
Camps, Ing, and Spadini 2019 and CondorCompPhil/Falcon 2019: first workflow including
TEI representation of sources and typology of variants

Little has been said about HTR/OCR integration [Kiessling 2019]
Little has been said about TEI to TEI processing

Matthias GILLE LEVENSON TeiCollator: a TEI to TEI workflow TEI2022: Text as data 3 / 31



Introduction

State of the art: automated collation

Spadini 2016, Nury 2018 and Nury and Spadini 2020: a comprehensive history of
automated collation.
Dekker 2014: CollateX.
Bleeker et al. 2018: how to collate non textual elements ?
Camps, Ing, and Spadini 2019 and CondorCompPhil/Falcon 2019: first workflow including
TEI representation of sources and typology of variants

Little has been said about HTR/OCR integration [Kiessling 2019]
Little has been said about TEI to TEI processing

Matthias GILLE LEVENSON TeiCollator: a TEI to TEI workflow TEI2022: Text as data 3 / 31



Introduction

The Gothenburg model

Theoric collation model consisting in several steps1:
1 Tokenisation
2 Normalization
3 Alignment
4 Analysis/Feedback
5 Visualisation

1Spadini 2016.
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The workflow

Oversimplified view of the workflow

TEI transcription A TEI transcription B TEI transcription C TEI transcription D

Final TEI
doc A

Final TEI
doc B

Final TEI
doc C

Final TEI
doc D
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The workflow

Updating the Gothenburg model model1,2

Individual XML-TEI encoding of sources
In-place tokenization and lemmatization [1] [2]
Alignment with CollateX [3]
Production of grouped and typed apparatus [4]
Reinjection of the apparatus in the tokenized TEI documents
Information transfer
Detection of simple textual features (omissions, homeoteleuthon transpositions)
Transformation into a readable edition [5]

1The Gothenburg model steps are between square brackets
2The analysis and feedback steps – check for inconsistency and error – are performed at each step of the

workflow
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The workflow Tokenize, normalize and lemmatize

TEI transcription A TEI transcription B TEI transcription C TEI transcription D
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The workflow Tokenize, normalize and lemmatize

TEI transcription (HTR output)
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The workflow Tokenize, normalize and lemmatize

Tokenized TEI transcription
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The workflow Tokenize, normalize and lemmatize

Normalized and lemmatized TEI transcription
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The workflow Collate and reinject

Lemmatized TEI
doc A

Lemmatized TEI
doc A

Lemmatized TEI
doc A

Lemmatized TEI
doc A

Alignment
&

Textual collation1

TEI simple
collation tables

1production of typed [Camps, Ing, and Spadini 2019]
and grouped apparatus
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The workflow Collate and reinject

Result of the textual collation
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The workflow Transfer non textual information

Collated TEI
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The workflow Transfer non textual information

Nodes transfer between witnesses (J > collated B)
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The workflow Transfer non textual information

Another example: non material collation

Ms. II/215, Real Biblioteca, Madrid, fol. 418r

Ms 15304, Fundación Lázaro Galdiano, Madrid, fol. 245v

TEI encoding
Matthias GILLE LEVENSON TeiCollator: a TEI to TEI workflow TEI2022: Text as data 16 / 31



The workflow Transfer non textual information

Result
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The workflow Modelling variation: witness/work level transfer

Adaptability and modularity
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The workflow Modelling variation: witness/work level transfer

Witness level transfer
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The workflow Modelling variation: witness/work level transfer

Witness level transfer
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The workflow Identify ecdotic features

Example: the omissions

% We iterate over all witnesses represented by {sigle}
% Match all apps with empty reading who follow and app with empty reading
//tei:app[contains(@ana,’#omission’)]
[preceding::tei:app[1][contains(@ana,’#omission’)]
[descendant::tei:rdg[not(node())][contains(@wit, ’{sigle}’)]]
[descendant::tei:rdg[not(node())][contains(@wit, ’{sigle}’)]]]
% Retrieve their position
% get all adjacent apps
% filter with given threshold
omissions = [(a - 1, b) for a, b in ranges
if b - a >= (lacuna_sensibility - 1)]
% Insert witStart and witEnd at given indices
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The workflow Identify ecdotic features
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Conclusions - further works

Modelling - Limitations

The XML-TEI input cannot be too complex.
Cannot deal with large transpositions yet (whole paragraph)
Can we really transfer any information from document to document ?
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Conclusions - further works

Technology

Python/LXML is really powerfull for XML processing and analysis
It should be taught more...
...Even if it’s not the best tool for some tasks (tokenization, transformation into LATEX or
web-based interfaces)
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Further works

Further works

Improve pre-processing validation (please come and test the scripts with your documents!)
Improve the alignment (global alignment?)
Add semantic computation to textual collation
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Further works

Link to the gitlab repo

Thank you !

https://gitlab.huma-num.fr/mgillelevenson/tei_collator
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Results – Why LATEX?
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Results – Why LATEX?
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