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Abstract

Using an experimental mathematics approach, new relations are
obtained between Dirichlet-like series for certain periodic coefficients
and the moments of certain families of orthogonal polynomials.

In addition to the classical hypergeometric orthogonal polynomials,
of Racah type and continuous dual Hahn type, a new similar family of
orthogonal polynomials intervenes.
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Introduction

The values at negative integers of the zeta function ¢, and of Dirichlet L-
functions, form sequences of numbers of great interest, especially in number
theory; they contain in particular Bernoulli numbers, Euler numbers and
Springer numbers. A general description of these sequences is given by their
exponential generating series, for which we know a simple expression in terms
of the values of the Dirichlet character.

For the function ¢, and for some characters with small periods, it is known
from results of Stieltjes, Touchard, Carlitz and Al-Salam that the ordinary
generating series of their values at negative integers (possibly omitting the
constant term) admits a remarkable expansion as a Jacobi continued frac-
tion', see [2, 10], [8, Ch VI §8] and the references therein. By the very strong
general connection between Jacobi continued fractions and orthogonal poly-
nomials, this gives a close relation between certain L-functions and certain
families of hypergeometric orthogonal polynomials in Askey’s hierarchy.

The present article provides a similar relation between families of hyper-
geometric orthogonal polynomials and sequences of rational numbers related
to certain series of Dirichlet type with periodic coefficients in {—1,0,1}.

!Because of the cancellation of one value out of two, these Jacobi continued fractions in ¢
often take the form of a simple continued fraction in ¢2.
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We will content ourselves here with a quick sketch of the context which
provides the motivation. By denoting x the fixed periodic function, the
sequences of numbers that we consider are the values at negative integers of
functions of the form

Lrx(s) = D x(m) pooss: €

m>1

for P a polynomial that does not vanish at positive integers. They are
therefore not Dirichlet series in the usual sense.

The justification of the analytic continuation of these functions, and of
the fact that the construction given in section 2 indeed provides a description
of their values at negative integers, is not made here. A statement of this
type, but only for the trivial character, appears in [6]. We therefore content
ourselves in this article with using the construction of the section 2 as a
starting point which defines a sequence of rational numbers for each choice
of y and P.

We will only consider polynomials P of degree 2 and periodic coefficients
X Whose average over a period is zero. The case of the trivial Dirichlet
character, for the Riemann function ¢, does not fit into these hypotheses. The
study in this case of the similar relation between the Ramanujan-Bernoulli
numbers (or median Bernoulli numbers) and the orthogonal polynomials of
Racah was started in [5].

Most of the obtained formulas seem new, probably because these se-
quences of numbers have never been considered before. However, when
P = 2?2, formula (1) simplifies (up to a factor) to the usual Dirichlet series
L, evaluated at 2s — 1. The negative integer values of Lp, are therefore
(up to a factor) the odd negative integer values of L,. There are several
Jacobi continued fractions or Hankel determinants for such sequences in
the literature. For instance, the tangent numbers are (up to a factor) the
values at odd negative integers of a Dirichlet L-function with coefficients of
period 4 and their Hankel determinants are known, see in particular [19,
(4.56), (4.57)]. Similarly, the Springer numbers of odd index are the odd
negative integer values of the Dirichlet series having as coefficients those
of (z — 2%)/(1 + 2*) and their Jacobi continued fraction is known, see [21,
(5.11)].

Our results are limited to a few simple families of periodic functions
having a generating series of the form (2 — 2%)/(1 — 2¢), in the same way
as previous results concerning the values of Dirichlet’s L-functions were
only known for a few characters. It is quite possible that a broad search in
this class of periodic functions could provide other examples. It would be
interesting to arrive at exhaustive results, whether for linear or quadratic
polynomials. Another direction would be to look at more general rational
functions of the form (2% — 2°)(1 — 2%) /(1 — 2¢), where new phenomena occur.
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On the other hand, one can hardly hope for results of the same type for
polynomials P of degree at least 3. Indeed, we are using here orthogonal
polynomials which are expressed, by a quadratic change of variables, in
terms of a hypergeometric function. There is no such analogue for a change
of variables of degree 3 or more in Askey’s hierarchy.

Another interesting question concerns the possible existence of ¢g-analogs
to our results. There are indeed ¢g-analogs for continued fractions of Bernoulli-
Carlitz numbers [7]. For the moment, no g-analogue is known in the case of
a quadratic polynomial P, even for the function (. The fact that there are
g-analogs for hypergeometric orthogonal polynomials leaves nevertheless the
possibility open, if not really a positive indication.

From an arithmetic viewpoint, the real Dirichlet characters form the most
natural class of periodic functions with values in {—1,0,1} that can be used
as coefficients in a Dirichlet series. This article started with a study in this
framework, but then it appeared that this restriction was unnecessary, and
that the results extended without any assumption on the multiplicativity of
the coefficients.

This work is based on experimental research with several computer alge-
bra software (Fricas [11], SageMath [22] and Maple [17]), and in particular
on an exploration of periodic functions that can give rise to continued frac-
tions of the sought type. Some proofs also use these software.

The article is organized as follows. Section 1 contains brief reminders
concerning Jacobi fractions in relation to moments of orthogonal polynomi-
als, Dirichlet series with periodic coefficients and hypergeometric functions.
Section 2 describes the construction of the sequences of rational numbers
that we are going to consider, as well as a description of the proof strategy to
establish their interpretation as moments. Then sections 3 and 4 establish
the desired results in a series of particular cases, respectively including or not
the first term of the sequences of numbers. Appendix A contains reminders
of known families of orthogonal polynomials, and the description of a new
family. Appendix B demonstrates an auxiliary formula.

Acknowledgements: We thank Jiang Zeng for discussions on this work
and for a fruitful idea that allowed us to move forward. A. Bostan was
supported by the DeRerumNatura ANR-19-CE40-0018 project. F. Chapoton
was supported by the Combiné ANR-19-CE48-0011 project.

1 Known facts

1.1 Jacobi continued fractions

For the close and classical relationship between Jacobi continued fractions,
Hankel determinants and orthogonal polynomials, we refer to [15, §2.7],
[16, §5.4] and [23].


https://specfun.inria.fr/chyzak/DeRerumNatura/
https://anr-combine.math.cnrs.fr/

For f a power series in ¢ with constant term 1, a Jacobi continued fraction
expansion is an expression of the form

f(t) =1/(1 + Aot + Bot? /(1 4 Ayt 4+ Byt? /(1 +---))), 2)

where the coefficients form a list of pairs (A,,B,,) for n > 0. All B,, must be
non-zero.

When the constant term of f is not zero but different from 1, we will
normalize implicitly by dividing f by its constant term.

To such a Jacobi continued fraction, we associate a family of orthogonal
polynomials. With the convention (2), the associated recurrence for the
monic orthogonal polynomials of this family is given by

Pn+1 (X) = (X + An)pn(X) + Bn—lpn—l(X) 3

with the initial conditions p_; = 0 and py = 1.
In this situation, the coefficients of the (normalized) power series f form
the sequence of moments of the associated family of orthogonal polynomials.
The above conventions for the Jacobi continued fractions differ slightly
from the standard (combinatorially natural) convention used, for example,
in [23].

1.2 Dirichlet series with periodic coefficients

We refer to the book [9, §9 & §10] for the theory of Dirichlet’s L-functions
and the description of their values at negative integers. In particular, sec-
tion 10.2.1 of this book contains general statements about Dirichlet series
with periodic coefficients.

Let x be a function from N+ to {—1,0, 1}, periodic of period N and of
zero sum over a period. Note that then —y is also such a function. We can
associate to the function y its generating series

> x(m)2" = Q(2)/(1 - =),

m>1

where Q(z) = 22:1 x(m)z"™ is a polynomial with coefficients in {—1,0,1},
vanishing at z = 1, without constant term and of degree at most N. We will
often use this description of x in the form of a rational fraction.

The Dirichlet series for the periodic function y is defined for s in a
complex right half-plane by the series

Ly(s) = Z X(m>i

ms
m>1

and extends into a meromorphic function in the entire complex plane. The
one-period zero-sum assumption implies that the resulting function is holo-
morphic.



The values taken at negative integers by the function L, are rational
numbers. Let us recall their description, reformulating slightly some well-
known statements.

We associate to x the linear form ¥, on the space of polynomials in z
defined by the formula

N mt n
thll_Xé;';)e _ Z \IJX(ZL'n)% — _\Px(eact)’ 4)

n>0

as an equality between power series in the variable ¢, where N is the period
of x. Then, for all n > 1, we have the relation
Uy (z")

Lx(l_”):— n

(5)

The values U, (") are the analogues for the function x of the Bernoulli
numbers (which correspond in the same way to the constant function equal
to 1). The assumption that y has zero-sum over a period implies that
U, (1) =0.

Let ¢, be the linear form defined by

oy (a") =Ty </ x"dw) = —Ly(—n), (6)
0
for n > 0. By linearity, we then have, for any polynomial F,

o (B(@)) = ¥, ( /0 E(x)dx) |

We deduce the exponential generating series

n N mt
Z (,DX(.TI”)L _ Zm:l X(m)e 7)

n! eNt —1
n>0

for values of ¢, on monomials.
We have the identity

oy (E(z + N)) — oy (E(x)) = Z x(m)E(m), (8)
m=1
for any polynomial E. It suffices to prove it for the monomials 2" for all
n > 0. This is obtained by multiplying (7) by e/'* — 1 then comparing the
coefficients of ¢".
We also have a variant of the previous identity when the fraction
o _ Do)z
X N —1
is not reduced. We can then multiply (7) by the denominator of the fraction
evaluated in z = ¢!, and compare the coefficients of ¢" again. Any partially
reduced expression of F, can also be used in this way.
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1.2.1 Action by dilation by an integer factor

If ¢ > 1 is an integer, we can consider the action of ¢ by dilation on the
function Y, i.e. the function y defined by

X(tm) = x(m)

for all m > 1 and y(m) = 0 if ¢ does not divide m. At the level of the
associated fraction, this corresponds to the substitution F(z) = Fy(z).
For the Dirichlet series, we find the relation

L;((S) = E_SLX(S).
We also deduce the following formulas, for any polynomial P:
U (P(x)) =10, (P(lz)) and ¢5(P(x)) = ¢y (P(lx)).

These relations are well compatible with the formula (5).

1.2.2 Dirichlet characters

Any real Dirichlet character provides an example of a periodic function with
values in {—1,0, 1}. The cancellation condition of the sum over a period is
verified exactly when the character is not trivial, by orthogonality.

Here is a table of such characters that appear next. We give each time the
period N, the list of values over a period {0, ..., N — 1} and the generating
series in the form of a fraction.

X3 | 3 0,1,—-1 2=z
X4 4 071707_1
X6 6 0717070707_1 1

9)

This finite list of characters is in fact delimited by a simple condition on
the associated fraction, which must be of the form

z— 2%
1— 24’

which results in finding the integers d whose Euler’s totient function ¢(d)
equals 2.

1.3 Hypergeometric functions

We will use throughout the article the standard notations for the hyperge-
ometric functions [1, 12], and in particular, for £ > 0 integer, the notation
(), for the ascending factorial, defined by

k-1

(@ =[] (a+1).

=0
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For k£ > 0, we introduce the notation

Mi(ev, B) = (B — a)(@)k(B)-
Proposition 1.1. For all k > 0, we have the expansion

k+1

Mi(e, B) = re - (@)rpe, (10)

£=0

with
(k= 1)e(k +2),

(De(k+1)e

Proof. In terms of hypergeometric functions, the right summation in (10) is
the product of the initial term

Crp = (a+B+k+0), 1 -

(a4 B4k (@)

by the finite sum

—k-1k+2,a+k
3Fy 1.
k+1l,a+8+k

By a hypergeometric identity (deflation followed by Chu-Vandermonde), the
latter is equal to
(B)k

(a+B+k)
which concludes the proof. O

(6 —a)

Lemma 1.2. For k > 0 and «, 8 two parameters, we have

k1 g ),
Z T(O‘ +k+ Okr1-0(B)kte41 = (Bir1(a — B — L)k
=0

Proof. In terms of hypergeometric functions, this sum is written

—k—1,6+kz+1'1>

(a4 E)pr1(B)kt1 21 ( otk ;

But the hypergeometric function is equal, by Chu-Vandermonde, to
(=B —Dpgr/(a+ E)gi1,
which concludes the proof. O

Lemma 1.3. We have the following formula:

o b (—m,zz 1 ; 1/2) = 2" ((z —m)/2)m

for any integer m > 0.



Proof. This is a direct consequence of the classical formula [3, §2.4, (3)]

l—a,a B [(c/2)T((c+1)/2)
2F1< c ’1/2> - T((a+¢)/2)0((c+1~a)/2)

by taking ¢ = x and a = —m. O

2 General setting and shifted setting

2.1 General setting

We fix a periodic function x from N to {—1,0, 1}, assumed to have zero
sum over a period. We are interested in the quadratic polynomial z(z + u),
where u will be either a variable or a small integer or a half-integer. Following
the discussion in the introduction, we consider the power series

o= Uy((x(x+uw)" )" n. (11)

n>1

The parameter u is often omitted from the notation. Note that the power
series associated with —y is — f,, because ¥_, = —¥,.
We could have considered more generally

fp = Z ¥ (P™) tn_l/na

n>1

for a polynomial P of the form A\z? + ux + v with A # 0. In the future
interpretation of the coefficients of the power series f, p, normalized as the
moments of a family of orthogonal polynomials, we can reduce by a dilation
to the case \ = 1, because

fvaP(t) = )‘fx,P()\t)-

Moreover, the fact that ¥, (1) is zero implies that a translation by v of the
variable of the orthogonal polynomials corresponds to an addition of v to
the polynomial P. We can therefore reduce to the case v = 0 without loss of
generality.

2.1.1 Action by dilation by an integer factor

If we replace x by its image y by the dilation by a factor £ > 1, and simulta-
neously u by fu, we find that

f)"(lﬂ(t) = gfxm(g%)‘

In the future interpretation of the coefficients of this power series as moments,
this amounts to a dilation by a factor ¢? in the variable of the orthogonal
polynomials. We thus consider it to be an equivalent situation.

9



2.1.2 Experimental approach

Our procedure follows a classic approach in experimental mathematics,
and is based on the guess-and-prove paradigm. From this point of view,
our methodology is close to that of the article [18], whose objective is
nevertheless different.

For each choice of y and u, we can first easily calculate the first coefficients
A, and B,, of the expansion of f, in Jacobi continued fraction under the
form (2).

In favorable cases, one can guess an expression, in the form of a rational
function in n, for the coefficients A,, and B,, thus obtained. We can then
introduce a family p;; of orthogonal polynomials defined by the recurrence (3)
for these coefficients A,, and B,,.

The next step is to identify these polynomials as part of a family of
orthogonal polynomials. Most of the cases studied involve hypergeometric
orthogonal polynomials in the Askey hierarchy: either Racah polynomials
or continuous dual Hahn type polynomials. This requires an affine change
of variables, both in the variable Y of the orthogonal polynomials, but also
in an auxiliary variable y. We end up with orthogonal polynomials py in
one variable X, which are expressed using a hypergeometric function whose
parameters depend on z, with the relation X = x(x + u).

It then remains to check that the moments of this family of orthogonal
polynomials py are indeed the coefficients of the power series f,, once
normalized after division by its constant term. For this, we introduce the
linear form A, (which plays the role of a measure) on the polynomials in X

such that )

AX(nX”_l) = m

Uy (2" (z +u)")

forn > 1.

By Favard’s theorem [8, Thm. 4.4], it then suffices to show on the one
hand that A, (1) = 1 (which is immediate by the definitions of A, above and
of fy in (11)), and on the other hand that A, vanishes on the polynomials
px(X) for n > 1. We then observe, using the definition of A, and the equality
X = z(z + u), that

A PX(X0) = A, <aX /0 p;g<X>dX> _

1 1

—VU /p%xx—i—u 2x+udm>:g0 2z +u)pt(x(x+u))).

oy ([ pheta )z + e ) = (2o et )
We are therefore reduced to proving in each case the following statement:
(N) For n > 1, the expression ¢, ((2z 4+ u)pX(z(z + u))) vanishes.

Once this statement has been proved, we will have obtained the following
statement in each particular case.
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Theorem 2.1. The family of orthogonal polynomials py has for moments the
coefficients of the function f, / f,(0).

By the general theory connecting Jacobi continued fractions, Hankel
determinants and orthogonal polynomials, one can then deduce not only the
existence of the expansion in Jacobi continued fractions which was used as
the experimental starting point, but also statements on the factorization of
Hankel determinants for the list of moments.

2.1.3 Proof strategy

The general proof strategy for the statement (N) is as follows. We first obtain
evaluations of ¢, on expressions of the form

cr+d
€ k
for some integers (c, d, e). From this we deduce evaluations of ¢, on polyno-
mials of the form

((c—d)w;—(d—d’)) <cx:d>k <c’x:d’>k’

using the identity of Proposition 1.1. We finally use these second evaluations
to calculate the value of ¢, on the series expansion of the hypergeometric
functions and obtain the desired cancellation.

2.2 Shifted setting

In parallel, we are also interested in power series of the form

B=>" 0 (2 +w)" )t /n,

n>2

obtained by forgetting the constant term of f, and dividing by ¢. Again, u
is either a variable or a small integer, often omitted in notation. Note that
f+ — f+

X X ) . . . . .

We can then, in the same way as previously, first guess in certain cases
an expression for the coefficients A,, and B,, of the expansion of fx+ in Jacobi
continued fraction of the form (2), then identify the orthogonal polynomials
associated with these coefficients. We denote by pX'* these orthogonal
polynomials.

We introduce the associated linear form (measure):

1

A; (nX”_Q) = m

U, (2™ (x +u)")

11



for n > 2. Then,
n—2 1 n
AT (nX"7%) = Af <X6XX :

We then observe, using the definition of A} and the relation X = z(x+u),
that

1
@@ﬁ@ﬁz@(X@A%WMLM>:
1

m\llx (/Op%”r(w(x + u))z(z + u)(2z + u)d$> _

ﬁﬁmwﬁ@x+Mxm+umﬁde+m».

We are therefore reduced to proving in each case the following statement:

(N+) For n > 1, the expression o, ((22 + u)z(z + w)py " (z(z + u)))
vanishes.

Once this statement has been proved, we will have obtained the following
statement in each particular case.

Theorem 2.2. The family of orthogonal polynomials p}'™" has for moments the
coefficients of the function f."/ ;" (0).

3 Fractions of the form (2¢ — 2%) /(1 — z¢) without shift

Throughout this section, we place ourselves in the situation described in
section 2.1. We will consider in this section, and in the next one, periodic
coefficients which correspond to fractions of the form

2% — b

_— 12
— (12)

for a, b, ¢ positive integers such that ¢ does not divide b — a. (According to the
table (9), this includes the case of the Dirichlet characters y3, x4 and xg.)

We denote by ¥, . and ¢, ; - the linear forms associated with the frac-
tion (12) by formulas (4) and (6) in Section 1.2. We denote by f,; . the
power series of type (11) with coefficients defined by ¥, ; .. Throughout the
section, v will denote an indeterminate.

Up to exchanging a and b, which replaces f, . by its opposite and leaves
the quotient f, 4 ./ fab.c(0) unchanged, we may assume a < b.

We note here for later use the identity

Soa,b,c(E(x + C)) - QOa,b,c(E(x)) = E(a) - E(b), (13)

for any polynomial F; this is a special case of equality (8).

12



3.1 Preliminaries

We will now evaluate ¢, . on hypergeometric expressions containing as-
cending factorials.

Lemma 3.1. For all integers k > j > 0, we have

(77 9)) = ()
Pa,b,c c J i = k1 - J k+1'

Proof. We write Ny,(z) for (=22 — j) . We check that

Nit1(z 4 ¢) = Ng1(z) = —(k + 1) Ny ()

for all £ > 0. We apply to this the linear form ¢, . and we use (13) on the
left side to obtain

Niy1(a) = Niga(b) = —(k + 1)ape(Ni(2))-
It remains to remark that Nj11(b) = (—j)r+1 vanishes, because & > j. O

We set, for k > j > 0,

(14)

bye —x+b zrz+u+b |
Mlg,j)(xau)::Mk< p _]’c_])'

Proposition 3.2. For all integers k > j > 0, we have

1 b—a u+b+a—c
a,0,¢ M(bVC) ’ ) - ( B ) ( - ) .
Pab, < by (©0) kE+1 c ’ k+1 ¢ ’ k+1

(15)
Proof. By specializing Proposition 1.1, we have the expansion
k+1
c b .
M,ib] (z,u) ZCH < Tt j) , (16)
k-0
with (—k —1),(k +2) 2
—rk —1)e(k+2)g (U =+ )
Cke = +k+€—2j> 5 (17)
(De(k +1)e ¢ k11—t
which expresses M, lgb]’.c) (x,u) as a linear combination of polynomials (=22 — j),

with coefficients independent of z.
By applying Lemma 3.1 to the image by ¢, . of the expression (16) with

coefficients (17), we find for ¢, (M. lgl,’]’.c) (z,u)) a hypergeometric formula:

k+1

1 k-1 % b—
Z( >’Z<u+ +k+£—2j) ( a—j) .
k+1— (1) ¢ k+1-¢ \ € k€41
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In terms of hypergeometric functions, this gives

-1 2b —
(52ea), (52,
k+1 c k+1 \ € k41

p(hoLb—afetkrl—j
21 (w+2b)/e+k—25 )

Then using the Chu-Vandermonde formula in the form

F<—k—1,(b—a)/c+k+1—j.1)_((U+b+a_c)/0—j)k+1
2 (u+2b)/c+k—25 ) ((u+2b)/e+k—2§),,

we find the term on the right of (15). O

3.2 Associated orthogonal polynomials

We recall that, for any triple (a,b,c) € (N\ {0})? such that a < b and such
that ¢ does not divide b — a, we have defined the power series f; . of Q[u][[t]]

by
tnfl

fa,b,c = Z \Ila,b,c (xn(fl/' + U)n) s

n
n>1

where ¥, ;. is a linear form which acts on any polynomial E of Q[u, z] by

eat _ ebt

etc —1°

Uopo(B) = SR [H]E - 1]
k>1

By calculating the first terms of the series expansion of

fa,b,c =

2

_ _ _ 2 2 _ g0 —
(a—0b)(u+a c+b).<1+(a—|—b cu+a®+b°—ac bct+”'>
c

we can guess for the power series f, . divided by its constant term a Jacobi
continued fraction of the form (2), with

Ay = (n?+En+ulc—b—a) +alc—a) +b(c—1b))/2 (18)
and

(ecn+c+a—b)(ecn+c+b—a)(n+1)>
42n+1)(2n + 3)

B, =— (en—u42c—a—b)(ecn+u+a+b),

(19)

forn > 0.
In order to prove this Jacobi continued fraction for f,; ., we introduce
the orthogonal polynomials p%a’b’c) (X)) defined by the recurrence (3) with the
above coefficients. We first show that they belong to the family of orthogonal

hypergeometric Racah polynomials.

14



Proposition 3.3. The orthogonal polynomials p{**°

plicative constant, by the formula
ot 1 (2 + B) /e (@ +u+ B/
i1
4F3< L(ut+a+b)/e,(b—a+c)/c (20)
as functions of X (z) = z(x + u).
Proof. Formula (31) for the orthogonal Racah polynomials, for the param-
etersa = (ut+a+b—c)/e, 8=—(u+a+b—c)/c,y = (b—a)/c and
d=(u+a+b—c)/cgives
—n,n+1,-y,y +u/c+2b/c
L (uta+b)/e,(b—a+c)/c
as a function of Y (y) = y(y + u/c + 2b/c). We pass to the formula (20) by
the change of variables

are given, up to a multi-

X =Y +b(b+u),
x =cy+b.

The same change of variables performed in formula (30) for the recurrence
of the Racah polynomials gives the coefficients A,, of (18) and B,, of (19).
This proves the proposition. O

Note: the expression (19) simplifies when 2(b — a) = c. In this case, the
orthogonal polynomials actually belong to the continuous dual Hahn type.

We now want to prove that the coefficients of the quotient of f, ;.
by its constant term are indeed the moments of the family of orthogonal
polynomials (20). As explained in section 2, we are reduced to proving the
following lemma, which gives (N).

Lemma 3.4. The expression

Pase (20 + W (@ +u)))

vanishes for any n > 1.

Proof. By expanding the explicit formula (20) for the polynomials pﬁfvbvc),

this expression becomes the finite sum

()i + V(4 0)/)el(x + u + b/l
Pabe (Zm“‘) We((u + a1 8)/((b—at /o )

k>0

in which we recognize a factor M. ,gb’c) (x,u) defined by (14). We can therefore
use the evaluation (15) of ¢, . and obtain a hypergeometric sum which
simplifies (up to a factor) to

— 1
2F1( n,72”L+ ;1>-

This vanishes for n > 1 by Chu-Vandermonde. O

15



4 Fractions of the form (2% — 2%)/(1 — z¢) with shift

We keep the same notations and the same condition: a,b, ¢ are positive
integers such that ¢ does not divide b — a.

We can assume without loss of generality that a < b. This will not always
be useful, in particular for not distinguishing cases.

Throughout this section, we place ourselves in the situation described in
section 2.2.

4.1 Casec=1b

. . . . . _ b ..
We consider in this section fractions of the form zla_;b , for a,b positive

integers such that b does not divide a. The parameter v is an indeterminate.
We guess the coefficients of the Jacobi continued fraction:

(20%(n + 1)% + (b — 2a)u — b% + 2ab — 2a®)(n + 1)?
2n+1)(2n + 3)

A, =

and

(bn+u+b+a)(bn—u+2b—a)(bn+b+a)(bn+2b—a)(n+2)(n+ 1)
4(2n 1 3)2

B, = —

We identify these coefficients as those of the recurrence for the Racah
polynomials with parameters « = (b —a)/b, 5 = a/b, v = (u+a)/b, § =
(b — a)/b), modulo the change of variables

X = b?Y + bu + b2,
r=b(y+1).

The orthogonal polynomials p,, are therefore given, up to a multiplicative
constant, by the formula

—n,n+2,(—x +b)/b,(x +u+0b)/b
4F3< (u+a+b)/b,2,1+(b—a)/b ’1> D

as functions of X (z) = x(z + u).

Note that this simplifies to continuous dual Hahn polynomials when
b= 2a.

It remains to prove (N+) for this family of polynomials and the linear
form g p.p-

Lemma 4.1. The expression

Papb (27 +u)(@(2 + w)pn(2(z + u)))

vanishes for all n > 1.

16



Proof. By expanding the explicit formula (21) for the polynomials p,,, this
expression becomes (up to a factor) the finite sum

(=n)k(n + 2)k(=2/b) k1 ((z + 1) /b)k+1
(Dr(2)e((u+a+b)/b)g(1+ (b—a)/b)

Pab.c Z(Qw + u)

k>0

in which we recognize a factor Mjy1(—x/b, (z + u)/b). We can therefore use
the formula

-1

Papd (My(=2/b, (z +u)/b)) = ;== (=a/b)e ((u+ a = b)/b)esr

which results from the proposition 3.2 with j = 1, and obtain a hypergeo-
metric sum which simplifies (up to a factor) to

2F1<—n,;1+2;1>.

This vanishes for n > 1 by the Chu-Vandermonde identity. O

4.2 Caseu=c—a

. . . . . a_,b ..
We consider in this section fractions of the form Z—=%-, for a,b positive
integers such that ¢ does not divide a — b. The parameter w is set equal to
¢ — a. We further assume that ¢ does not divide b.

We guess the coefficients of the Jacobi continued fraction:

(n+ 1)2(2¢?n? + 4c®n + 2¢2 — ac — 2b% + 2ab)

An = (2n + 1)(2n + 3)

and

B :7(cn—|—c—|—a—b)(cn—l—QC—b)(cn+c+b)(cn—|—26—|—b—a)(n+1)(n—|—2)‘

4(2n + 3)2

We note in these coefficients a symmetry when exchanging b and a — b.

We identify these coefficients as those of the recurrence for the Racah
polynomials with parameters a = b/¢, 8 = (¢b)/c,y = (a — b)/c,d = b/c,
modulo the change of variables

X = %Y + ca,
T =cy+a.

The orthogonal polynomials p,, are therefore given, up to a multiplicative
constant, by the formula

—n,n+2,(—x+a)/c,(x+c)/c
4F3< (b+e)fe.2.(a—b+o)e ’1> (22)

17



as functions of X (z) = z(z + ¢ — a).

Note that this simplifies to dual Hahn polynomials when ¢ = 2b or
c¢c=2(a—Db).

It remains to prove (N+) in this case.

Lemma 4.2. The expression
Pape (22 +c—a)r(z+c—a)pa(z(z + ¢ —a)))
vanishes for all n > 1.

Proof. By expanding the explicit formula (22) for the polynomials p,, and
by integrating the factors x and = + ¢ — a in the ascending factorials, this
expression becomes (up to a factor) the finite sum

(=n)e(n + Du((—2 + 0 — )/ Yes1 (2/esa
Pue | 220+ e = @) o (e~ b + 9

k>0

We can therefore use the following lemma, and obtain a hypergeometric sum
which simplifies (up to a factor) to

— 2
2F1< n,;H— ;1>-

This vanishes for n > 1 by the Chu-Vandermonde identity. O
Lemma 4.3. For k > 1,

(b—c)(a—b—rc)

Punel(2rte—a)((~ata—c)/e)s(z/e) = T

(b/c)k((a=b)/c).-

Proof. The argument of ¢, . is cMy((—z + a — ¢)/c,z/c). The formula is
just Proposition 3.2 after swapping e and b, with j =landu=c—a. O

43 Casec=a+band u=c/2

In this section, we consider fractions of the form %‘ffb, for positive integers
a and b. The parameter u is set equal to (a + b)/2. To simplify the notations,
we set ¢ = a + b. The situation studied is then symmetric in a, b.

We guess the coefficients of the Jacobi continued fraction:
Ay =cEn?/24+Pn+c2/4+ab

and
2

B, — —%(cn +3a+b)(cn +a+3b)(n+1)2

18



We identify these coefficients as those of the continuous dual Hahn type
with parameters a,b,c = (3/2,(3a — b)/(2¢), (3b — a)/(2c)), modulo the
change of variables

X =2Y — /16,
r=Sy—c/4
The orthogonal polynomials p,, are therefore given, up to a multiplicative
constant, by the formula

(23)

po(X) = 3F2<—n, (=2x)/c+1,(22)/c+2 1)

(Ba+b)/c,(3b+a)/c

as functions in X (z) = x(x + ¢/2).
It remains to prove (N+) in this case.

Lemma 4.4. The expression

Pabats (22 +¢/2)x(z + ¢/2)pp(2(z + ¢/2)))
vanishes for all n > 1.

Proof. We expand the argument of ¢, .4, by using the hypergeometric
expression (23). We then use the lemma below. We get a multiple of

1F0(_n; 1) ={1-1"

which vanishes for n > 1. O

Lemma 4.5. For k > 0,

Capiats((22 + ¢/2)((=22) /)py1 ((22) /e + 1)) =
S((a=b)/)rsal(b—a)fe+ D). (24)

2
Proof. We first notice that the argument of @g p 445 is Mjy41(—2x/c,22/c+ 1)
times ¢/2. We are going to simplify by the factor ¢/2, which is also present in
the right-hand side of (24). We expand the argument using Proposition 1.1
to get

M2 k= )k 4+ 2) (k424 O)prn
;;( )l tl):gklg;— * Diez “Papats((—22/C)rs11e)-

Using the lemma below, we find
k42

k= 2k 40+ 2) "L 2
(2k+3)!z((1)£(§¥(2);+;£2) > (j2+1)!((2a/c)j+1(2l)/0)j+1).

£=0
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By Proposition B.1 at N = 1, this becomes

(_1)k+1
2k +4

((—2&/6 — k- 1)2]€+4 — (—2b/c — k- 1)2k+4)'
It only remains to factor this difference to obtain the desired result. O

Lemma 4.6.

_kl 2] 1

Papatb(((—22)/c)) (—2a/c)j41 — (=2b/c)j+1)

k
]:0
Proof. We set Nj(x) = (—2z/c)i, and write Zy, for g p q+5(Ni(z)). Then
Nit1(z +¢/2) — Npp1(x) = —(k + 1) Ni(2),
therefore
Nig1( +¢) = Niga(2) = =(k + 1) (Np(2) + Ni(z + ¢/2)).
By applying ¢, 4 o+ to the two equations above, we deduce

1

27 = ———
K k+1

(Nik+1(a) = Ng41(b)) + kZg—1.

In conclusion,

9j—1

>k

J+1( a) — NjH(b))'

44 Casec=2b—a)andu=0b—a
In this section, we consider fractions of the form
L0 _ b 0
1_ 220-a) ~ 14 b-a’

for a, b positive integers. The parameter u is set equal to b — a. We assume
here that a < b and that b — a does not divide a.
We guess the coefficients of the Jacobi continued fraction:

= 2(b —a)?*n® + 4(b — a)*n + 2b* — 4ab + a*
and

B, = —(b—a)*((b—a)n+2b—a)((b—a)n +2b—3a)(n +1)%
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We identify these coefficients as those of the continuous dual Hahn
recurrence with parameters (3/2,1 — (a+0)/(2(b—a)), (a + b)/(2(b — a))),
modulo the change of variables

X=(b-a¥ -1/4),
x=(b—-a)(y—1/2).
We therefore obtain polynomials defined, up to a multiplicative constant,

by
—n,1—z/(b—a),24+z/(b—a)
3F2(<2b —a)/(b— a), (2b — 3a)/(b — a)’ 1) (22)

for X =x(z+b—a).
We want to prove (N+):

Proposition 4.7. The expression

¢a,b,2(b—a)((2x +b—a)(z(zx+b—a))py(z(z+b—a))
vanishes for all n > 1.

Proof. We start by replacing p,, (z(x +b— a)) by its expression (25) expanded
as a sum. We can then incorporate the factors = and = + b — a each in an
ascending factorial in the numerator. By using the formula (26) at k& + 1,

the summation simplifies to 1 Fj <_”; 1> , which vanishes for any positive
integer. o

We therefore need the following exact value.

Proposition 4.8. For k > 0,

Pap2(b—a) (22 +b—a)(—=z/(b—a))r(1 +x/(b—a))k) =
(b—a)(—a/(b—a))k+1(b/(b—a))k. (26)
Proof. The argument of ¢, , 2(,—q) is b—a times My (—z/(b—a),x/(b—a)+1)).

We will simplify by the factor b — a, which is also present in the right-hand
side of (26). We expand the argument using Proposition 1.1 to get

k+1
Z (—k—1D)p(k+0+1)(k+1+)kr1-¢ Capars((—z/(b—a))ke)-
=0

(De(k+1)
Using the lemma below, we find
k+1 ktt

(—k = 1)k +0+1) = 2771
_(2k+1)!;:% Dol 1 T ; T (—a/(b—a));.
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By the Proposition B.1 at N = 0, this becomes
(—1)*(=a/(b - a) = k)ag+1-

An easy rewriting allows to obtain the desired result. O

Lemma 4.9. For all k > 0,

B2 0/ (b~ a));

@a,b,2(b7a)((_x/(b —a))) = T ok 4!

j=0
Proof. For any polynomial F, we have
P(E(x+b—a) + p(B(x)) = —E(a).
By setting Ny(z) .= (—x/(b — a))x, we check that
Nig1(z +b —a) = Npya(z) = —(k + 1) Nig(2),
from where we derive, by applying ¢, that
2¢(Ni41) = —Nis1(a) + (k + 1)p(Ng).

We can finally take the sum:

o) _ 5~ 27Ny(0)

| 1l
k! = 7!

4.5 Casec=2(b—a)and u=3(b—a)

To simplify the notations we will, in this section only, replace b — a by the
letter d. This choice of parameters then corresponds to fractions of the form

Za

1424
for u = 3d. The case a = 1,d = 2 is related to the Dirichlet character y4 of
).

We denote by ¢q = ¢4.4+q,24 the linear form associated with this fraction.
We have p4(1) = —1/2 and ¢4(z) = d/4 — a/2.

By first computing the first terms of the continued fraction, one can de-
termine the first corresponding orthogonal polynomials. These polynomials
¢n are not in Askey’s hierarchy and are perhaps new. We introduce in the
Appendix A.3 some polynomials p,, which depend on a parameter. We then
have

0(X) = qulw(@ +3d) = pa (5 (5 +3)).

where the polynomials p,, are taken for the parameter a/d.
We will now check the criterion (N+) for the polynomials ¢, and the
linear form .
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Proposition 4.10. For any n > 1, the expression @q ((2z + 3d)(z(x + 3d))qn(x(x + 3d))
vanishes.

Proof. By using Lemma 4.11 and the definition (33) specialized at the pa-
rameter a/d, we find a sum of 4 terms,

a2t - 20

—n,l—a,/cl'1
2—a/d ’

~ ad®(d + a)(2d + a)4F (_Ti ;__% » /‘(‘é gd) : 1)

—a(d+a)(3d + a)((2n + 2)d® — a®) Fy <

n,—a/d,1—a/(2d)
2—a/d,—a/(2d) 1>'

We can check that this sum vanishes for all n > 0. O

+ a?d(d + a)(3d + a)3Fy ( B

Lemma 4.11. For any k > 0,

0i((2x + 3d)x(z + 3d)((x +d — a)/d)k((—x — 2d — a) /d), =

d(d+a)(2d+ a)(2)k(—a/d); —a(d + a)(3d + a)(1)p(—a/d)g.
Proof. To calculate this, we cut it in two pieces, using
z(r+3d) = (r —a)(x +3d+ a) + a(3d + a).

The result then follows from the Lemma 4.12. O
Lemma 4.12. We have, for all k > 0,
ea((224+3d)((z—a)/d)k41((=2—3d—a) /d)k+1) = 2d+a)(k+1)(—1-a/d)k41,
and

eal(22 +3d)((z + d — a)/d)((—z — 2d — a)/d)g) = —(d + a)k)(~a/d)}.
Proof. These two formulas can be written as

(=d)pa(Mp11((z — a)/d, (—x — 3d — a)/d))

and
(=d)pa(My((z +d —a)/d,(—z — 2d — a)/d)).

We will give the proof of the first formula, the second being similar. We use
the expansion of M, given by Proposition 1.1:

k+2
(—k — 2)(k + £+ 2)((=3d — 2a) Jd + k+ 1+ O)ro
02 (k52 :

pa(((z — a)/d)kt140)-
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We then use the Lemma 4.13 to obtain

k+2
(—k —2)p(k+0+2)/(—2a/d+k — 2+ O)pyo_y
(_QZ; (1)g(k + 2)2k+E+2 L

which writes

(=2a/d + k — 2)j10 —k—2,k+3
_ | .
(=d)(k +1): 2k-+2 2b1 k:—272a/d’1/2 ‘

We then use Lemma 1.3 with m = k + 2 to conclude. O

Lemma 4.13. We have

vi((x —a)/d);) = /~c!/2’”‘1

for k > 0 and
oil(z —a)/d+ 1)) = —k!/2F !

for k> 0.

Proof. By definition of ¢,
ea(E(z +d)) + pa(E(z)) = —E(a)

for any polynomial E. Moreover, by denoting Ni(z) = ((x — a)/d)x, we
check that
Net1(2) = N (@ — d) = (k + )Ny (a)

for all £ > 0. Applying ¢, to this equality, we find
20a(Nik+1) — (=Dg+1 = (k + 1)@a(Nk),

which implies that ¢4(N) = (k + 1)!/2Fp4(N;). We conclude by using that
wd(N1) = 1/4. The second part of the statement is proved in the same
way. 0

4.6 Two other cases

We first consider the case ¢ = (a +b)/2 and v = ¢/2 = (a + b) /4, assuming

that a and b are positive, a # b, b # 3a and a # 3b. The situation is symmetric

in @ and b. Let D = (b — a)/2. We will work with the parameters ¢ and D.
We then guess the coefficients of the Jacobi continued fraction:

2
A, = —D?+¢Pn+ %nz + K, 27)
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where

o (c+4D) - (c —4D)c? (®n? + (2¢2 — 4D?*)n + 2 /2 — 2D?)
"7 1620+ 1)(2n+3)  (2D%n+ (¢/2)2 — D?) - (2D%n + (¢/2)? + D2)’

(28)

and

B o ($)2@2n+1)(2n+5)(sn+c—D)(sn+c+ D).
" (2n + 3)2(2D2%n + (¢/2)? + D?)?

(2D*n + (¢/2)* — D*)(2D*n + (¢/2)* + 3D*)(n +1)%.  (29)

This simplifies to a continuous dual Hahn type of parameters (—1,3/2,2)
if 3a = 5b or 3b = 5a, i.e. when ¢ = £4D.

On the other hand, we consider the case b = a + 3¢/2 (therefore ¢ even)
and u = ¢/2, assuming that a and ¢ are positive and that « is not a multiple
of ¢/2.

We have a symmetry under the transformation (a,c) — (—a — ¢,c). A
fixed point of this transformation is ¢, an anti-fixed point is D = a + ¢/2. We
will work with the parameters ¢ and D.

We then guess the coefficients of the Jacobi continued fraction, and we
find exactly the same formulas (27), (28) and (29) as in the previous case.
This second case therefore involves the same orthogonal polynomials.

One could hope for a formula for these monic orthogonal polynomials,
in the form of a linear combination of hypergeometric terms, similar to the
formula (33) obtained in A.3. We have not been able to find such a formula.

A Hypergeometric orthogonal polynomials

A.1 Racah orthogonal polynomials

We recall here the known expressions for the recurrence of Racah’s orthogonal
polynomials, taken verbatim from the book by Koekoek and Swarttouw [13,
14, Section 1.2]. Set

n+a+l)(n+a++)n++0+1)(n+y+1)
Cn+a+p+1)2n+a+F+2)

A, =

and
nn+a+B—7)(n+a—2¥8(n+p)

2n+a+B)2n+a+B+1)

Then the monic orthogonal Racah polynomials satisfy the recurrence

Cy =

pn—l—l(Y) = (Y + An + Cn)pn(Y) - An—lcnpn—l(y>- (30)
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The general formula for non-monic Racah polynomials is

—n,n+a+pB+1,-yy+vy+0+1
4F3 ;1

: 31
a+1,8+0+1,v+1 (31

as functionsin Y (y) = y(y + v+ + 1).

A.2 Orthogonal polynomials of continuous dual Hahn type

We recall here the known expressions for the recurrence of orthogonal
polynomials of continuous dual Hahn type, taken from the book by Koekoek
and Swarttouw [13, 14], Section 1.3. We will, however, slightly modify the
notations of this book.

We must first take care to distinguish between two variables, the vari-
able = which appears in the form ix in the parameters of the hypergeometric
function 3F5, and the variable X which is the argument of the orthogonal
polynomials p,, (X ). These variables are linked by the relation X = z2.

We perform the changes of variables Y = —X and y = iz in the notations
of Koekoek and Swarttouw. The new variables are therefore linked by Y = /2.
It is also necessary to pay attention to the sign change of the dominant term
of the orthogonal polynomials induced by this change of variables. The final
result is given below, without going into details.

Set

Ap,=(n+a+b)(n+a+c) and C,=n(n+b+c—1).

Then the monic orthogonal polynomials of continuous dual Hahn type satisfy
the recurrence

pn+1(Y) = (Y +A,+C, — a2)pn(Y) - Anflcnpnfl(y)' (32)
The general formula for polynomials of continuous dual Hahn type non-
monic is
3F2<_na_y+a7y+a;1>

a+ba+tc

as functions in Y (y) = y2.

A.3 A new family of orthogonal polynomials

We will use the parameter a, with a ¢ N.
We consider the polynomials p, (X) defined for n > 0 by the formula

- l—a,—2—2—a,1—
<2<n+1>—a2>4F3( motl-a-z-2-a, “;1>

1,2 —a,—a
—n,x+1—a,—z—2—a,1—a/2
— aiF i1 33
“ 3< 1,2—a,—a/2 > (33)
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and by the relation X = x(z + 3). The first two terms are

a2 a— CL2 a— aQ a—
o) = (1—a)(at2), p(x)=" +2 2)  (a®+2 4)@( +20-1)

By deflation, we find the simpler formula

nla—z—1)(a+x+2)(2a+a® —2(n+1)) —n+1,:1:—|—2—a,—m—1—a'1
ala — 2) 2,3—a ’

We can rewrite this expression in the form

nla—z—1)(a+2+2)(2a+a® —2(n+1))
a(a —2)n!(—a + 3)p—1

(2(n+1) —a® —a)
nl(—a+2),

un (X)+ v (X)),

(34)
by introducing the monic polynomials

—n+l,z+2—a,—x—1—a
un(X):n'(3—a)n13F2< ;1),

2,3—a

and

_ 1—aq. -1 — 9 —
vn(X):n!-(Q—a)n-3F2< n,z+1—a,—x a;1>.

1,2—-a

The first terms of these sequences of polynomials are
up(X) =0, w(X)=1, u(X)=X—-0a’>—a+8
and
w(X)=1, v(X)=X-b—1, v(X)=X?>-2(b—-3)X+0b>-5b—10,

where b = (a — 1)(a +3) — 2.
These polynomials u,,(X) and v, (X) are of continuous dual Hahn type,
and therefore satisfy the recurrences (32), which can be written

Uni1 = (X 4+9/4+(n+1Dn—a+2)+(n—-1(n+2+a)—(1/2—a)®)u,
—nn+1l—a)(n—1)MnN+2+ a)uy—1
and
Upp1 = (X +9/4+(n+1)(n—a+2)+nn+a+3)—(1/2+a)*)v,
—n*n—a+1)(n+3+a)v,_1.

From these recurrences and from identity (34), it follows that the se-
quence (py,(X))n>0 satisfies a linear recurrence with polynomial coefficients
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(in n, in z and in a) of order 4. This recurrence relation can be computed
explicitly using closure algorithms for P-recursive sequences, such as those
described in [20, §2.1].

It appears that this recurrence is not the one of minimal order verified by
(pn(X))n>0, and that this sequence satisfies the recurrence of order 2:
(a+n+3)(n+1)(b+1—2n)?p,(X) — ((b+1—2n)(b+3—2n) X +8n
—8(b—2)n® +2(b* — 14b — 23) n® +4(3b+ 7) bn — b* + 19b + 34) pry1(X)

+(n+2)(2—a+n)(b+3—2n) ppia(X) =0.

(35)
There are several ways to prove recurrence (35). A first approach consists
in first conjecturing this recurrence from the first 20 terms po(X), ..., p19(X).

This can be done using guessing algorithms, see [20, §1]. Then, denoting by
Sy, the shift operator which associates to the sequence (u,),>0 the sequence
(Un+1)n>0, by Ra(n, Sy) the (proven) recurrence operator of order 4 and by
Cy(n, Sy,) the (conjectural) recurrence operator of order 2, we can verify by a
Euclidean right division in the ring Q(a, x)(n, S,,) that there exists an operator
Q2(n, Sy,) such that Ry = Q2C>. In particular, the sequence (Q2 - pn(X))n>0
of the left-hand side of (35) satisfies a recurrence of order 2 whose leading
term does not vanish at any natural number. As the first two terms of this
sequence are zero, we conclude that the sequence (Q2 - pn(X))n>0 is zero,
so that the conjectured recurrence (35) is proved.

Another approach to prove (35) consists in directly using a recurrence min-
imization algorithm, which takes as input the recurrence of order 4 satisfied
by the sequence (p,(X)),>0 and the first terms po(X), ..., p3(X), and which
returns the minimal-order recurrence verified by (p,,(X))»>0. Such an algo-
rithm is implemented in Maple, in the command LREtools[MinimalRecurrence],
based on results in [24]. Applied to our situation, this algorithm proves that
the recurrence (35) is the minimal-order recurrence satisfied by (p,,(X))n>0.

From (35), it follows that p, (X) has degree n with the leading coefficient

(n+1—a)- (a*+ 2a — 2n)
nl-a-(2—a) '

(36)

To show that the polynomials p,, (X) are orthogonal polynomials, it is now
sufficient to observe that the equations (35) and (36) entail that the monic
version of these polynomials satisfies the recurrence (3) with coefficients

(2n —3a —a®)(2(n+1) —a —a?)

=2(n 2 _ala
An =2(n +1) ( +2)(2n—a(a+2))(2(n+1)—G(CH‘Q))

(2n+2) —ala+2))2n—ala+2)) "

Bn = - 2+ 1) —ala+2)?

(n+3+a)(n+1—a)(n+1)>2
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forn > 0.

We end with two remarks. First, we observe a symmetry under the
involution @ — —2 — ¢ in A,, and B,,.

Then, the same simplification occurs formally in the coefficients 4,, and
B, whena=0o0ra=—2:

A, =2(n+1)? and B, =-—n(n+1)(n+2)(n+3).

However the coefficient By is then zero, so this particular case defines orthog-
onal polynomials ¢, but does not give rise to a Jacobi continued fraction.
The family of orthogonal polynomials ¢, (X — 2) is essentially identical to the
case v = 1 of a family considered in [4], see also the sequence A130182.

B An auxiliary formula

We need the following formula.
Proposition B.1. For all integers 0 < k and 0 < N, we have
k+1 k+¢

j=0
Proof. By exchanging summations, we find

Qjmj —k—1pk+1+1
Z (j(+)]$;\'f Z ( Q)IfJEQ! )7

0<5<2k+1 0<e<k+1

where the summation variable ¢ also satisfies j — k < ¢. Using Lemma B.2
below to simplify the internal sum, we get

(x)j+N (=1 F(k +1)!

2 X GeMIG _
E+1<j<2k+1 G+NNG—k=DI(2k+1—j)!

We can write this as

(=1) o b1 1.
(k+1+N)! E+2+N
By Gauss’s summation theorem, the hypergeometric evaluation is equal to
(1 — )k
(k+2+ N);’
which allows us to conclude. O
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Lemma B.2. For 0 < kand 0 < M <k,

—k—1)k+20+1 k+1)!
> ( z)ffife! ):(_1)M2M+k(M!(k)—M)!

(37)

0<e<M

and

5 (—k —1)e(k +£+1)

S = 0. (38)

0<e<k+1

Proof. To prove formula (37), we start from the observation that for all
0 < ¢ < k, we have the telescopic identity

kL) T 9k+—1 ok-+0

(ck=Delh+e+1) _ (D) CDTERDE) o L

Then, for all 0 < M < k, formula (37) is deduced by summing the iden-
tity (39) over ¢ between 0 and M.

On the other hand, identity (39) holds true for ¢ = k + 1, and a new
summation of (39) for ¢ between 0 and k + 1 proves equality (38). O
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