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In search of TeV halos, new
astrophysical objects to reveal our
gamma-ray sky map

Pauline CHAMBERY

LP2i Bordeaux (Laboratoire de Physique des Deux Infinis de
Bordeaux)

Abstract — TeV halos are astrophysical objects recently discovered by HAWC which extend around pulsars.
These sources are electron and positron accelerators in interaction with the surrounding magnetic field. Their
recent detection is due to the fact that they are so far only visible in the gamma-ray domain, their size represents
several degrees in the sky and they are very faint. To study them, it is therefore necessary to have instruments
that are both very sensitive and have a wide field of view, which is technically difficult to achieve. However,
their study is important because they dominate TeV emissions in the galaxy and compete with dark matter in
explaining the observation of the excess of positrons reaching Earth. Today some of these objects are revealed
by the array of imaging atmospheric Cherenkov telescopes H.E.S.S. but the construction of the new array CTA,
ten times more sensitive, and the implementation of an associated analysis system could reveal hundreds of them.
Their omnipresence attests to the importance of better understanding these objects. This presentation aims to
understand what is the nature of TeV halos, how do they evolve, with which instruments do we detect them
and how do we analyze them? This will be done by approaching gamma astronomy and particle accelerators in
astrophysics more broadly.

Introduction

Gamma-ray astronomy

Gamma-ray astronomy is the study of the most en-
ergetic photons in the electromagnetic spectrum, pro-
duced by the most violent events and the most power-
ful objects in our Universe such as active galaxy nuclei,
gamma-ray bursts, pulsars, supernovae ... and in par-
ticular particle accelerators. Gamma photons are pro-
duced from non-thermal mechanisms that correspond
to the interaction of very high energy particles with
a magnetic or electric field, namely inverse Compton
scattering, Bremsstrahlung emission, electron-positron
annihilation and synchrotron emission. Due to their
high energies upon arriving on Earth, they will interact
with the atmosphere. They can therefore be detected
directly by space telescopes or indirectly by using their
reaction with the atmosphere. The main objectives of
these gamma studies are to better understand astro-
physical objects by obtaining more information, such
as at what energies do they accelerate particles? Do
they accelerate leptons or hadrons? What are their
spectrum and morphology? But also to study certain
objects which are detected only at these energies, such
as the TeV halos that we are trying to analyze.

Observation and Instrumentation

We are studying these objects using data collected from
imaging atmospheric Cherenkov telescope arrays. This
detection technique is done indirectly, so on the ground.
Indeed, when the gamma-ray coming from the astro-
physical source arrives on Earth, it interacts in the
vicinity of an atomic nucleus of the atmosphere and
thus creates an electron-positron pair. The two charged
particles continue to propagate in the atmosphere and
by deflection by the electromagnetic field of other nu-
clei create gamma photons, which can in turn react to
create pairs. A chain of these two processes follows
and creates a particles shower that eventually exceed
the speed of light in this medium. The consequence
is the emission of a blue ring emission, qualitatively
similar to the shock wave when exceeding the speed of
sound, called the Cherenkov light. To detect this light
we use a Cherenkov telescope. This type of telescope
makes it possible to detect both a very short emission
with a mount allowing to go quickly to the source and a
high speed camera, and at the same time a faint emis-
sion with a very large mirror which focuses the photons
and a thin pixelation. We use several of these tele-
scopes organized in arrays for the detection because
these electromagnetic showers are rare events. With
one event per square meter per year for a bright source,
the ground surface must be maximized. Furthermore,
the objective is to reconstruct the energy and direction
of the incident photon in order to return to the source.

9



10 Astrophysics and Astroparticle physics

The direction is obtained by combining the images from
different cameras and the energy is evaluated from the
intensity of the light collected in all cameras. Thus,
the more telescopes there are, the more precise we can
be on the study of the source. This is why today we
are working on data from the HESS telescopes array
located in Namibia and in operation since 2002 [1], and
we are trying to improve the analysis of future data
from the CTA telescopes array under construction. It
will be located part in the Northern Hemisphere in La
Palma and part in the Southern Hemisphere in Chile
and will have much greater sensitivity and angular res-
olution [2].

TeV halos are very recent objects discovered about
5 years ago by High Altitude Water Cherenkov Exper-
iment (HAWC) [3]. The latter is a gamma ray and
cosmic ray observatory between 100 GeV and 100 TeV
located at high altitude in Mexico. It detects parti-
cles from a shower created by a gamma photon or a
cosmic ray arriving in the atmosphere thanks to wa-
ter reservoirs where the Cherenkov light is triggered.
HAWC has two advantages which allowed this detec-
tion, it can observe night and day (so twice much) and
has a very large field of view due to the size and num-
ber of water tanks. Its disadvantage is its precision
in reconstructing direction and energy, as compare to
Cherenkov telescopes.

TeV halos

By reanalyzing the HESS data, we estimate to find be-
tween 10 and 50 TeV halos, but with the new CTA tele-
scopes and HAWC, we could detect in total between 50
and 240 [4]. Their study with Cherenkov telescopes,
in particular with the improvement of performance, is
therefore essential because they should dominate the
galactic sky at TeV. In addition, we observe an ex-
cess of positrons arriving on Earth with PAMELA and
AMS-02 dark matter experiments [5]. A dark matter
theory could explain this but the acceleration of parti-
cles in the TeV halos or its predecessors the pulsar wind
nebulae (PWN) is a competing theory [6]. Finally, un-
derstanding their nature could provide us with more
information on pulsars and the particle accelerators in
general under different physical conditions than those
already known, such as in supernova remanents (SNR).

Indeed, all these objects, which are the site of particle
acceleration, are created at the death of the stars. From
this moment, a huge explosion occurs and the shock
wave created by the ejecta extends into the interstellar
medium which corresponds to the SNR. But the heart
of the star remains in the center, which will become
a compact object rotating very quickly on itself called
a pulsar. The latter creates a very strong magnetic
field around it and by electromagnetic force will eject
electrons and positrons. Because of the presence of this
magnetic field, the charged particles will be accelerated
and will radiate at TeV and thus form the symmetric
PWN for about 10kyr. But the SNR extending into the
interstellar medium will end up losing energy and the
shock wave will be reflected. The reverse shock will dis-

turb the PWN which will therefore be deformed and the
electrons and positrons giving photons at TeV begin to
escape between about 10kyr and 100kyr. After 100kyr,
the pulsar with its own movement will escape from the
SNR and the latter will disappear [7]. The electrons
and positrons continue to escape from the asymmetric
PWN and are confined in a much larger region where
the particles follow only diffusion laws and by interac-
tion radiate at TeV, this is called the TeV halo [3]. The
three stages of the evolution of a PWN towards a halo
are represented in Figure 1.

Figure 1: The three stages of the evolution of a PWN
towards a TeV halo. Figure from [7].

Analysis method

The study of these astrophysical objects is done by
looking at their morphology and their spectrum, that
means their flux as a function of energy. In the case of
the TeV halos, there are three analysis difficulties which
are the strong dependence of their morphology on their
energy, their faint flux, close to that of the galactic
background, and their very large extension, larger than
the telescope field of view.

The general idea of the analysis is to start from real
(HESS) or simulated (CTA) data. We select the data in
spatial coordinates around the source that we want to
study and in the energy range in which we want to ana-
lyze the source. Then, we make sky maps of the chosen
spatial region to see all the sources that are present.
Close to the galactic center, the number of sources is
very large and conversely this number is low when one
moves away from it. With the help of these sky maps,
we create a model that describes all the sources seen,
whether they are from the extragalactic background,
the galactic background or point or extended astro-
physical objects on the map [8]. In this description
of the sky, we have parameters which correspond to
the morphology of the sources and to the spectra. The
analysis will therefore consist of a fit to optimize all pa-
rameters with a maximum likelihood method, so until
the model parameters best reproduce the data. Finally,
we can compare the flux as a function of the energy of
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the best model found, called the butterfly plot, with
the flux separately calculated for small energy bands,
called the spectral energy distribution. They allow a
check of their consistency and better understand the
physical phenomena at the origin of the source.

For the TeV halos, it is necessary to deepen these
analyses to understand the object because of the dif-
ficulties it presents. For example, we can look more
precisely at the slope of the spectrum from the pulsar
to the edges of the source by spatially cutting the source
into small boxes [9], as seen in Figure 5. In addition,
we can also look at its spatial extension as a function of
its energy [9]. For this, we calculate from the sky map
of the object in each energy band the number of pho-
tons as a function of the distance to the pulsar, as can
be seen in Figures 2 and 3. The blue rings in Figure 2
represent the direction in which we count the photons
because this object is asymmetrical and also represents
the beginning and the end of the interval of distance
to the pulsar that we are looking at. We do not re-
ally start with the pulsar for reasons of fit difficulties
but this is not important because we want to know the
maximum extent of the PWN.

Figure 2: 5 × 5 sky map of the region around HESS
J1825-137 in an energy band between 2TeV and 4TeV.
The white diamond is the pulsar. The blue rings are
the start and end of the interval where the photons are
counted. And the green circles are masks on the other
sources in the region.

In the first part of the thesis, we studied the HESS
J1825-137 PWN with simulated data for CTA (see Fig-
ure 2). This map shows that the source is very extended
but to better understand we can look at Figure 3. In
this Figure, we can see the green vertical line which
is the reference radius to talk about the extension of
the source. Between 2 TeV and 4 TeV we see that
the source has a radius of 0.85 and is asymmetrical.
Knowing that the moon has a diameter of 0.55, it is
about twice the full moon in the sky. In addition to its
size, this source was chosen for our study because it is
particularly bright for a PWN. Thereby, it was easier

Figure 3: This graph shows the number of photons nor-
malized as a function of the distance to the pulsar in an
energy band between 2TeV and 4TeV. The blue points
are the data, the red line is the fit and the vertical green
line represents the value of the radius that is used to
compare different methods to estimate the extension of
the source.

to develop tools for analyzing extended sources with
an energy dependant morphology. HESS J1825-137 is
a known source which had already been studied with
data from the Fermi satellite [10] and HESS data [9]
and therefore allowed us to compare the results.

Results

The results, obtained on the CTA simulations of HESS
J1825, are consistent with the studies done previously,
on data from HESS [9] and from Fermi [10]. Moreover,
these results have a significance of more than 5 sigmas.
And finally, they are in agreement with the theoretical
knowledge we have today on PWNs.

Figure 4: The butterfly plot, in green, and the spectral
energy distribution, the red dots, of the best spatial
and spectral model of HESS J1825-137 from 300 GeV
to 160 TeV.

In Figure 4, the source is represented geometrically
by an elliptical Gaussian and spectrally by an expo-
nential cutoff power law. This Gaussian morphology
corresponds well to this type of object because they
are often very bright at the level of the pulsar which
continues to supply high energy particles, on the other
hand they quickly lose significance at the edges. And
the ellipticity is due to the asymmetric shape of these
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PWNe which were disturbed by the reverse shock of
the SNR, and which in addition extend especially where
the interstellar medium is the least dense, on the oppo-
site side of the galactic plane (Figure 2). This spectral
description is also logical, the power law shows that
the more we go to high energies the less particles we
have until having a clear cut because the particles have
not had time to be accelerated beyond a certain energy
threshold, due to its young age. In general, this study
highlighted that the PWNe, but also the TeV halos,
must be studied by taking into account the morphol-
ogy and the spectrum at the same time because the
two are very dependent on each other, even if it is very
demanding in computing time.

Figure 5 shows the slope of the spectrum of the source
which is more negative when one moves away from the
pulsar. This means that there are less particles of high
energies and indeed these have lost energy while prop-
agating.

Figure 5: The map of the slopes of the spectra (called
spectral index) of each box in power law, for the 20
boxes surrounding HESS J1825-137. The more nega-
tive the index is, the steeper the spectrum is and the
more low energy photons are present compared to high
energy photons.

In addition, in Figure 6, it can be seen that the ra-
dial extension decreases sharply with increasing energy
after about 500 GeV. This is due to the fact that the
particles have lost energy while propagating so there
are fewer high energy particles which can therefore give
such energetic photons, the source is seen to be smaller
at these energies. Furthermore, the results of Figure
6 highlight a predominantly advection pattern. This
effect is characteristic of young PWNe where the par-
ticles move in a flow. This clearly shows the difference
with the old PWNe which evolve in TeV halos where
the particles move with pure diffusion, that is to say a
free motion of particles in the medium.

Finally, this study in addition to participating in the
understanding of these objects was useful for the opti-
mization of the layouts of the telescopes in the south-
ern array of CTA [11]. With the data collected, we

Figure 6: The radial extension of HESS J1825-137 as a
function of energy, calculated with two different method
and compared to the simulated data (blue dots), and
the theoretical models of particle advection (in blue
hatching) and diffusion (in pink hatching). The two
different methods are the radial profile and the fit of a
Gaussian.

were able to see which layout of the telescope array
had greater accuracy in reconstructing the direction of
events for the extended sources. Indeed, we have repro-
duced the study with these different layouts, in partic-
ular those with the slopes of the spectrum in the boxes
(Figure 5). Looking in each box for the signification
and the errors on the result, we then compared those
errors for the different layouts and kept the one giving
the most signification and the smallest errors. We can
see an example of a graph obtained in Figure 7.

Figure 7: The ratio of the power law slope (index)
uncertainties for different layouts of the 20 boxes sur-
rounding HESS J1825-137. Figure from [11].
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First observations of Gamma-Ray Burst with
the Large-Sized Telescope

Mathieu DE BONY DE LAVERGNE

LAPP (Laboratoire d’Annecy de Physique des Particules)

Abstract — The recent detection of Gamma-Ray Bursts in the Very High Energy domain by H.E.S.S. and
MAGIC was the result of an intensive and long work by many physicists. These detections are important
to have a better understanding of emission mechanism of the Gamma-Ray Bursts. With the development of
multi-wavelength astronomy and now multi-messenger astronomy (with the detection of gravitational waves and
neutrino), the future Cherenkov Telescope Array experiment will have an important role by observing them at
Very High Energies which will help the comprehension of Gamma-Ray Bursts. As part of CTA, the Large-Sized
Telescopes are the most important telescopes for the study of Gamma-Ray Bursts. Here are presented the first
observations of Gamma-Ray Bursts with the first LST telescope.

Introduction

The first detection of a Gamma-Ray Burst (GRB) was
made by a Vela satellite in 1967. The Vela satellites
were military spy satellites dedicated to the detection
of nuclear explosions caused by the test of nuclear war-
heads. They recorded bright bursts of gamma-rays last-
ing a few seconds coming from space [13].

Since this detection, gamma-ray bursts have been ex-
tensively studied. The BATSE instrument on-board of
the CGRO spacecraft has led to significant discoveries.
It was dedicated to the detection and localization of
GRBs. One of the major results was the identification
of two populations of GRBs, based on their duration.
The GRBs lasting less than 2s are short GRBs and
more than 2s are long GRBs. This instrument shows
also that GRBs are isotropically distributed across the
sky [15].

Another important piece of the comprehension of the
phenomena was the detection of the first optical and X-
Ray afterglow of a GRB with GRB 970228 [18] and the
first association of a burst with a galaxy with GRB
970508 [9].

All these discoveries are well in agreement with the
actual main theory for explaining the emissions of the
GRBs, the "Fireball" model [16]. The long GRBs orig-
inated from the explosion of dying massive stars, while
the short GRBs originate from the merger of two neu-
tron stars. In both cases, the forming black hole will
be the central engine for forming an ultra-relativistic
jet. The prompt phase of the GRBs is due to internal
shocks of different blobs of matters that are traveling
at different speeds in the jets. The afterglow emission
is then caused by the shock of the jet with the inter-
stellar medium. This model predicts emission on the
whole light energy spectrum, especially for the after-
glow phase. The co-detection of GW 170817 both by
gravitational wave detectors as a merger of two neutron

stars and by Fermi/GBM as a short GRB was a nice
confirmation of this theory [1].

As the prompt emission is the most easily detectable
in the hard X-Ray to the soft Gamma-Ray band, it’s
originally the most studied energy for the emission of
GRB. But detection and study of the emission of GRBs
in other energy bands have been a goal since the start
of the observation of GRBs. The first detection at High
Energy has been made by EGRET with the observation
of gamma-ray up to 1GeV from GRB 930131 during
its prompt phase [17]. Observation of HE prompt and
afterglow emission from GRBs is now common with the
instrument Fermi/LAT which has observed more than
180 bursts [6].

The detection of VHE energy emission from GRBs
was a long quest as it could help to understand bet-
ter the emission mechanism behind the HE emission.
The first hint of emission with a ∼ 3σ excess during
the prompt phase was reported on GRB 970417 by
the Milagrito experiment [7]. Sixteen years later, The
Fermi/LAT experiment detected photons up to 95 GeV
from GRB 130427A, approaching the VHE energy do-
main (typically defined above 100GeV). The different
Imaging Atmospheric Cherenkov Telescope (IACT) ex-
periments have been searching for more than 15 years
VHE counterpart to GRBs. In 2018, H.E.S.S. detect
the first GRBs at VHE with GRB 180720B [2]. This de-
tection was followed by the detection of GRB 190114C
[14] and GRB 201216C [10] by MAGIC and the detec-
tion of GRB 190829A by H.E.S.S. [12].

The observations of these GRBs help constrain some
models but also raised a lot of questions, like in the
case of GRB 190829A which is challenging to properly
model. Detection of more GRBs at VHE could help to
have a better view and understanding of the phenom-
ena. Also, detection of afterglow emission from short
GRBs and prompt emission of any kind of GRB has
still to be achieved. In consequence, GRBs follow-up
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and observations are major science programs for cur-
rents IACTs experiments and future experiments like
Cherenkov Telescope Array (CTA).

GRBs observation by CTA/LST

CTA is the next generation of IACT instrument [11],
which will increase sensitivity up to one order of mag-
nitude and also increase the energy range compared to
current experiments. IACTs work principle is to use
the atmosphere as a calorimeter. When a VHE photon
arrives in the upper atmosphere, they will interact and
create an electron-positron pair. The element of this
pair will then also interact and create through succes-
sive interactions an electromagnetic shower composed
of electrons, positrons, and gamma-rays. The energy
of the particles composing the shower is still very high,
which will allow charged particles to travel faster than
the speed of light in the atmosphere, which will then
cause the emission of light by Cherenkov effects. It’s
this Cherenkov light that is observed by the telescopes.
In consequence, the IACTs experiment needs telescopes
with a very large reflector and with a camera able to
work at a very high rate to catch the faint and brief
flash of Cherenkov light.

The principle of the analysis of IACTs is then to use
the images of the shower obtained with the telescopes
to determine the origin of the particle, its energy, and
its nature. One of the difficulties of this type of experi-
ment is that cosmic-rays are also creating atmospheric
showers, and need to be to hope to detect any kind of
gamma-ray sources.

CTA will be composed of tens of telescopes spread
across two sites, one at La Palma in Spain, and another
one at Paranal in Chile. There will be three different
types of telescope, each specialized in a given energy
range : the Small-Sized Telescope (SST) from 1TeV up
to 300TeV, the Medium-Sized Telescope (MST) from
80GeV up to 50TeV, and the Large-Sized Telescope
(LST) from 20GeV up to 3TeV.

The LST prototype, LST-1 is currently under com-
missioning at La Palma [3] (Fig. ??). Its low energy
threshold (20GeV) and its fast positioning capabilities,
half turn in 30 s, make it a great instrument to search
for counterparts from GRBs (Tab. 1).

Detecting a GRB in the FOV of the instrument dur-
ing the observations is highly unlikely due to the small
FOV of LST-1, in consequence, all the observations are
done by doing follow-up of alerts emitted by other in-
struments to inform the community of the detection
of an event. Most of these alerts come from instru-
ments dedicated to GRB detection are onboard satel-
lites. These instruments typically work in the hard X-
Ray to soft Gamma-ray domains. Currently, we are
mainly considering alerts that are coming from the in-
strument Swift/BAT, Fermi/GBM, Fermi/LAT, and
INTEGRAL/IBIS.

1https://www.cta-observatory.org/project/technology/
lst/

Figure 1: The LST-1 prototype at La Palma (Credit :
Tomohiro Inada)

Energy range 20GeV - 3TeV
Energy range in which

LSTs dominate CTA sensitivity 20GeV - 150GeV
Optical Design Parabolic

Primary reflector diameter 23m
Effective mirror area 370m2

Focal length 28m
Total weight 103 t
Field of view 4.3

Number of pixel in
Cherenkov camera 1855
Pixel size (imaging) 0.1
Photodetector type Photomultiplier tubes

Telescope readout event rate 15 kHz
Telescope data rate 24Gb/s

Positioning time
to any point in the sky 30 s

Pointing precision < 14 arcseconds

Table 1: Specification of the LSTs telescopes 1

So far, six GRBs have been observed by the LST-1
telescope (Tab. 2) (Fig. 2). The observations have
been conducted under standard observation mode.

The analysis of the data has been performed using
cta-lstchain [4] for the reconstruction and gammapy [8]
for the high-level analysis. It’s the current standard
analysis pipeline for LST-1 data. No signals have been
detected from any of these observations.

Discussion

The follow-up of GRBs with LST is only starting, and
the telescope is still being commissioned so there is still
a lot of development ongoing. Currently, the follow-up
is done fully manually. This could lead to an additional
delay in the follow-up or even miss occasions. A tran-
sient handler that will manage the automatic response
to received alerts is currently under development [5].

Having a precise location is also important for the
follow-up of GRBs. The opening angle of the gamma
FOV of LST-1 is around 2.5 deg. Some instruments like

https://www.cta-observatory.org/project/technology/lst/
https://www.cta-observatory.org/project/technology/lst/
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Table 2: List of all the Gamma-Ray Bursts observed
by LST-1 up to the end of 2021

Figure 2: Positions in the sky of the GRBs observed by
LST-1 up to the end of 2021

Swift/BAT and INTEGRAL/IBIS, provide alerts that
are localized at the arcminute level which allow us to
observe them like normal sources. Fermi/LAT provides
alerts that are localized at the sub-degree level, this
is precise enough to not affect too much the observa-
tion strategy, but on the other hand, alerts are emitted
several hours after the burst which prevents any quick
follow-up. Finally, Fermi/GBM provides alerts with
several degrees of uncertainty on the position. This
makes follow-up challenging as it exceeds the size of the
FOV. As an example with GRB 210511B, only 43% of
the probability region given in the alert is covered. In
the case of GRB 210704A, a more precise localization
from Swift/XRT arrived after the observations. This
position is at the edge of the FOV, where the perfor-
mance of the instrument is greatly decreased. Not fol-
lowing Fermi/GBM alerts would lead to fewer observa-
tions and especially of short GRBs as Fermi/GBM is
the instrument that is providing most of the detection
of localized short GRBs. ls In the future, to improve the
follow-up of large uncertainty alert like the ones emitted
by Fermi/GBM, follow-up will be done with multiple
pointing by using the tilling observations method in-
spired from the follow-up of gravitational waves alert
[5]. This would help to improve the probability region
covered and also increase the chance that if a more pre-
cise localization arrives it would be closer to the center
FOV of at least one pointing.

The observation will restart with the end of the vol-
canic eruption in La Palma. We could expect a lot
more GRBs observation and increased time dedicated
to these observations as the commissioning go to its
end. GRBs observations with LST-1 are only start-
ing and a lot could be expected in the future with the
performance of the instrument and the construction of
three additional LSTs that should increase the perfor-
mance a lot.
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A joint GW-GRB Bayesian study for
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Abstract — A Bayesian joint analysis of gravitational waves and gamma-ray bursts (GW-GRB) is performed in
order to put constraints on the low-luminosity end of the short gamma-ray burst (sGRB) population, exploiting
the results of the modeled search for GW transients associated to short and ambiguous GRBs detected during the
O1, O2, and O3 runs of the LIGO/Virgo network. A broken power law is used to describe the luminosity function
of our sGRB population. These results provide estimates on the rate distribution of the low-luminosity sGRB
population and on the joint detection rate between sGRB and GW for the future O4 run.

Introduction

Gamma-Ray Bursts (GRBs) are flash transients of high
energy light, which are thought to be generated by cat-
aclysmic astrophysical events. They are classified ac-
cording to their observation time when they are de-
tected:

• Long GRBs are observed with duration longer than
4 s and they have been associated mainly to core-
collapse supernovae (CCS) events

• Short GRBs (sGRBs) are observed with duration
less than 2 s and they are thought to be generated
mainly in binary neutron stars (BNS) coalescences
and neutron star/black hole (NSBH) coalescences

• Ambiguous GRBs are transients observed with du-
ration between 2 and 4 seconds

There are several models which try to explain the emis-
sion mechanism and the jet profile (see fig.1), but the
means we have don’t allow yet to confirm any of these.

Figure 1: Different models of jet emission in a gamma-
ray burst. On the left, an uniform top-hat jet, with
a sharp monochromatic end. At the center, a struc-
tured jet with a profile which shades the further it gets
from the rotation axis. On the right, an highly rela-
tivistic uniform jet surrounded by a mildly relativistic
"cocoon". Source: [1].

The joint unambiguous detection of the gravita-
tional wave (GW) event GW170817 and of the sGRB
event GRB 170817A, confirmed that BNS can be
a source for sGRBs. GRB 170817A was surpris-
ingly close (redshift measured from GW170817 for
NGC 4993, the host galaxy of the event zNGC 4993 =
z̃ = 0.009783 [2]) and had an unexpectedly low mea-
sured isotropic peak luminosity (LGRB 170817A

iso = L̃ =
(1.6± 0.6)× 1047 erg s−1 [1]). The low measured lumi-
nosity was most probably due to the off-axis observa-
tion of the jet.

This exceptional event required to modify the sGRB
population models to include events which could be po-
tentially observed off axis: we will refer to those as
the low-luminosity part of the sGRB population. In
this work, the sGRB population is described through
a simple luminosity function model which follows [3],
and it has been extended at low luminosities following
the procedure described in [4]. The resulting luminos-
ity distribution has the shape of a power law with two
breaks

ϕ0(Liso)≡
dP

d log(Liso)
=

=



(
Liso

L∗∗

)−γL(L∗∗
L∗

)−αL

, L0 ≤ Liso ≤ L∗∗(
Liso

L∗

)−αL

, L∗∗ < Liso ≤ L∗ ,(
Liso

L∗

)−βL

, Liso > L∗

(1)

where L∗ = 2 × 1052 erg s−1, L∗∗ = 5 × 1049 erg s−1,
αL = 0.94 and βL = 2 [3]. The uncertainties are not
taken into account for those fixed parameters, as the
analysis would not be significantly influenced by them.

The goal of this work is to use the results obtained
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from the GW followup modeled analysis of GRBs dur-
ing the O1, O2 and O3 runs [5, 6, 17, 4, 7, 18] and the
results on BNS rates from [8] to put constraints on the
low-luminosity power index γL and the low-luminosity
cutoff L0 through a Bayesian analysis. For this pur-
pose, we consider only BNS coalescences as progenitors
for short GRBs. NSBH mergers could also be sGRB
sources [9] under certain strict conditions [10], as well
as local magnetar giant flares [11]. We don’t take into
account those possibilities due to their relative low rate.
We use then the so obtained results to obtain an esti-
mate on the rate distribution of the sGRB population
and on the joint GW-sGRB detection rate for O4.

Bayesian Analysis

This section describes the computation of the prior
i(γL, L0) probability distribution function (PDF) and
of the likelihood function L(x|γL, L0) as a function of
γL, L0 and of the observed data set x. These two ele-
ments yield the posterior PDF P (γL, L0|x) in the fol-
lowing form

P (γL, L0|x) =

=
L(x|γL, L0)i(γL, L0)∫ γmax

L

γmin
L

∫ Lmax
0

Lmin
0

L(x|γL, L0)i(γL, L0)dγLdL0

, (2)

with [γmin
L , γmax

L ] = [−5, 5] and [Lmin
0 , Lmax

0 ] =
[1043, 1047] erg s−1. All computations consider a flat
ΛCDM cosmology with h0 = 0.7, Ωm = 0.3 and
ΩΛ = 0.7, in order to be consistent with the analysis
done in [3].

Prior PDF

We initially compute the observed cumulative rate dis-
tribution Cobs

R (z, γL, L0) as function of redshift z, γL
and L0. We take into account the astrophysical rate
density for short GRB explosions ψ(z) in its form given
in [3]. The short GRBs spectrum is modeled through
a Band function [12] with power indices αBand = −0.5,
βBand = −2.25 and peak energy Epeak = 800 keV. We
use Eq. (1) as the isotropic luminosity probability dis-
tribution for our population of short GRBs and we con-
sider as detectable in gamma-rays, at each redshift, the
fraction of short GRBs which has a 64 ms peak photon
flux above P th

64 = 2.37 photons cm−2 s−1 in the energy
window considered for Fermi/GBM, i.e. [50–300] keV.
The cumulative observed rate distribution is then com-
puted as

Cobs
R (z, γL, L0) =

∫ z

0

dPGRB
obs

dz′
dz′ , (3)

where the differential probability of having an observed
short GRB is defined as

dPGRB
obs

dz
∝ ψ(z)

(1 + z)

dV

dz
ϵ(z, γL, L0) . (4)

We denoted in Eq. (4) ψ(z) as the short GRB redshift
distribution, dV/dz as the differential comoving vol-
ume and ϵ(z, γL, L0) as the fraction of sGRBs luminous
enough to be detected by Fermi/GBM as a function of
redshift and of the low-luminosity parameters of the
luminosity distribution.

Starting from Cobs
R (z, γL, L0), an uninformative prior

PDF iu(γL, L0) is built considering a flat probability
distribution in the logarithms of the local observed rate
density and of L0. We impose then the total local sGRB
rate to have the local BNS rate as an upper limit: using
the measured posterior PDF on BNS local rate density
PBNS(R

BNS
0 ) [8], we define

f(γL, L0) =

∫ RGRB
0 (γL,L0)

0

PBNS(R
′BNS
0 )dR′BNS

0 , (5)

where RGRB
0 (γL, L0) is the sGRB local rate density

given Eq. (1) as luminosity probability distribution
and normalized considering the part of the popula-
tion with Liso > L∗∗ to have a local rate density of
ρGRB0 = 4.1 Gpc−3 s−1 [3]. The final informative prior
is defined by rescaling the uninformative prior using
f(γL, L0)

i(γL, L0) = (1− f(γL, L0))iu(γL, L0) . (6)

Likelihood

The likelihood function L(x|γL, L0) is defined as the
probability of detecting no GW transients associated
with short or ambiguous GRBs during O1, and O3 and
of detecting one single GW transient associated to a
GRB observed during O2. We impose that the joint
detection occurred at the redshift of NGC 4993 and
the isotropic luminosity measured for the corresponding
GRB to be in the range measured for GRB 170817A
(see introduction). To reach this goal, we use the sets
of GW efficiency curves computed through the modeled
analysis of short and ambiguous GRBs detected during
O1, O2 and O3.

Given a detected GRB i during O2, the probability
of detecting a joint GW170817-like event is computed
as

P det
i (γL, L0) =

∫ ∞

0

ϕ0(L, γL, L0) lnNL̃(L)d lnL

×
∫ ∞

0

ηi(z)
dPGRB

obs

dz
δ(z − z̃)dz ,

(7)

where ηi(z) is the efficiency curve corresponding to the
given GRB and dPGRB

obs /dz is defined in Eq. (4). For the
purpose of setting the joint detection to have the same
luminosity of GRB 170817A and the same redshift of
GW170817, we choose NL̃(L) to be a log-normal dis-
tribution with mean LGRB170817A = L̃ with σL̃ being
the error on the measurement of L̃, and we use a Dirac
delta distribution δ(z − z̃), being our analysis not sen-
sitive to small variations in redshift.
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Figure 2: Posterior PDF as a function of γL (x-axis)
and of log10 L0 (y-axis) with corresponding marginal-
ized posterior curves (in green). Contours correspond
to the 90% and 50% credible regions (respectively in
blue and red) for the two parameters. The L0 values
for the bulk of those bounds regions lie below the mea-
sured isotropic luminosity from GRB 170817A (yellow
dashed line with shaded area).

The probability of not having a joint GW detection
associated to a given GRB detected during one of the
observing runs can be computed in a similar way

P no det
i (γL, L0) = 1−

∫ ∞

0

ηi(z)
dPGRB

obs

dz
dz . (8)

The probability of a single joint detection during O2
is then obtained as

PO2(γL, L0) =

=

NGRB
O2∑
i

(
P det
i (γL, L0)

∏
j ̸=i

P no det
j (γL, L0)

)
(9)

and the probability of not having any joint detection
during O1, O3a and O3b as

PO1+O3(γL, L0) =

=

NGRB
O1∏
i

P no det
i (γL, L0)

NGRB
O3∏
i

P no det
i (γL, L0)

(10)

and finally the likelihood is

L(x|γL, L0) = PO2(γL, L0)PO1+O3(γL, L0) . (11)

Posterior PDF

The posterior is computed as in Eq.(2), for which a
contour plot is shown on Fig. 2, with contours in blue

and red corresponding respectively to the posterior 90%
and 50% credible regions and the marginalized poste-
riors shown in green. The shape of the posterior is
shaped by the constant rate curves: for a fixed value
of the rate, lower values for the low-luminosity power
index γL favor lower values of the low-luminosity cutoff
L0. The marginalized posterior for L0 peaks around
the luminosity measured for GRB 170817A, as in the
likelihood is required that the joint detection happened
around that value. The values of L0 in the credible
region are compatible with the luminosity range mea-
sured for GRB 170817A, as the bulk of their values is
lower than this last one. The 90% credible region curve
does not close for low values of L0: this is because we do
not have any information about events down to those
luminosities and for this reason we do not explore lower
values for L0. By marginalizing the posterior PDF over
L0, we obtain that, with a 90% confidence interval,
γL = 0.28± 0.45.

Results

In order to show the results in the luminosity function
space, we build a sample of pairs of values (γL, L0), ac-
cording to the posterior distribution P (γL, L0|x). We
then use this set of samples to compute a set of dif-
ferential local rate density curves dR0/d log10 L, from
which we obtain the median and the credible intervals
on the luminosity distribution.

The plot in the top panel of Fig. 3 shows the
dR0/d logL 90% and 50% credible intervals as func-
tions of logL and compares them to the same kind of
functions estimated in other works [13, 14, 15]. The
differential local rate density curves found in our work
are consistent with other distributions derived after the
observation of GRB 170817A. Furthermore, the short
GRB luminosity functions in our model peaks around
L ∼ LGRB 170817A, considering this the only short GRB
event observed at such a low luminosity.

The plot in the bottom panel of Fig. 3 shows the in-
verse cumulative short GRB rate density distribution
R0(> L) as a function of the luminosity L. The credible
intervals corresponding to the sampled curve are com-
patible with the BNS rate density measured for [8], but
they are averagely lower. We can interpret this by say-
ing that if the assumption that the rate of the sGRB
other than BNS mergers is relatively negligible holds,
there could be a fraction of BNS mergers that does not
produce a sGRB and this fraction could be estimated
through future more precise bounds.

Joint GW-GRB detection rate for O4

Given the present results on the low-luminosity short
GRB population and the expected sensitivity for
O4 [16], and only considering short GRBs detected by
Fermi/GBM as onboard triggers, we can give an esti-
mate for the joint GW-GRB detection rate we expect
during the next data collecting period. This estimate
highlights the effects of the low-luminosity part of the
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Figure 3: Differential local rate densities (top panel)
and of the inverse cumulative rate density (bottom
panel) as functions of luminosity. In the top plot, our
set of curves is represented with the blue solid line (with
shaded areas representing 90% and 50% credible inter-
vals). For luminosities above L∗∗ = 5 × 1049 erg s−1,
we do not represent the error bars, since in this analy-
sis the parameters of the distribution above this value
were set by the analysis from [3]. In the same plot we
also show the luminosity functions from [13] (orange,
dashed line), [14] (yellow, dotted line) and [15] (green,
dash-dotted line). In the bottom plot we represent the
median curve as a continuous brown line and the 90%
and 50% credible intervals respectively as yellow and
red dashed lines.

sGRB population on the rate of possible GW-GRB de-
tections.

To have an estimate of the O4 network GW efficiency
curve, we take the GW efficiency curves ηGW

O3 as func-
tions of the luminosity distance (dL) obtained from the
GW followup modeled analysis of the GRBs detected
during O3. We then define an average O3 network ef-
ficiency curve as

ηGW
O3 (dL) = Ω0

1

N

N∑
i=1

ηGW
i (dL) . (12)

where Ω0 ∼ 0.95 is the fraction of time when at
least one of the three interferometers (IFOs) of the
LIGO/Virgo network was operative during O3. Being
that the modeled GW analysis has been performed on
data transients corresponding to each GRB with differ-
ent combinations of the (IFOs), we can safely assume
that this averaged efficiency curve takes into account
their different duty cycles. In order to rescale the curves
to the O4 network sensitivity, we take into account the
BNS ranges expected for the single IFOs ri [16], com-
bining them in the following way

Υ =

√∑
i r

2
O4,i∑

j r
2
O3,j

(13)

and the estimated network efficiency curve for the O4
run is then

ηGW
O4 (dL) = ηGW

O3 (dLΥ
−1) . (14)

Since for each detector we have that an upper and lower
estimate for the O4 BNS range, we have an upper and
a lower estimate for the O4 network efficiency curve,
corresponding respectively to the foreseen best case and
worst case scenarios.

Taken the sample of couples (γL, L0) described at the
beginning of the section, for each of those couples we
compute a GW-GRB joint detection cumulative rate
curve as function of redshift

RGW−GRB(< z) = RGRB
GBM

∫ z
0

dPGRB

dz′ ηGW
O4 (dL(z

′))dz′∫∞
0

dPGRB

dz′ dz′
,

(15)
where RGRB

GBM = 39.5 yr−1 is the Fermi/GBM detec-
tion rate [19]. Considering the median value and
the 90% credible interval for the sampled curves, the
total expected joint detection rate is RO4

GW−GRB =

1.04+0.26
−0.27 yr−1.

Conclusions
We used the results from the GW followup modeled
analysis of the GRBs observed during the LIGO/Virgo
observing runs [5, 6, 17, 4, 7, 18] and the results ob-
tained on the BNS rates through the GW population
analysis [8] to probe the low-luminosity part of the
sGRB population. The aforementioned sGRB popula-
tion has been described using a broken power law with
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two breaks to shape the luminosity probability distribu-
tion, of which we constrained through Bayesian analysis
the low-luminosity power index and the low-luminosity
cutoff, while the other parameters were already deter-
mined in previous works [3]. The results we obtained
provided an estimate on the sGRB local rate and its dis-
tribution as function of the luminosity. Although the
credible intervals found are relatively large, the distri-
bution is consistent with other distributions found af-
ter the observation of GRB 170817A [13, 14, 15]. Fur-
thermore, the sGRB local rate density found tends to
be slightly lower than the BNS local rate density, and
with future more precise bounds, if the sGRB from
sources other than BNS mergers have a relatively neg-
ligible rate, the fraction of BNS resulting in a sGRB
could be estimated. Finally, we provided an estimate
on the joint GW-sGRB rate we expect for the next
GW data take, and on how much it depends on the
low-luminosity part of the sGRB population. If we as-
sume that those events follow a Poison statistics, we
can expect to have, with a 90% of confidence, from 0
to 2 joint detections during O4.
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Abstract — Muography is a recent technique in particle physics where atmospheric muons are used to study
the interior of large targets such as volcanoes. The principle is the same as for radiography performed in hospitals.
The density map of a target is inferred from the map of the radiation transmitted through it.

Introduction

Muography is a new technique in particle physics where
atmospheric muons are used to study the interior of
large targets such as volcanoes. In the case of trans-
mission muography, a detector is used to count and
track muons that survive after propagation through
the target. To a first approximation, the number of
muons that survive after propagation through the tar-
get depends directly on the amount of integrated mat-
ter along their path. The 2D map of the number of
detected muons should be inverted into a 2D map of
density. To achieve this, the number of muons mea-
sured with the detector in each direction is compared
to the expected number of muons for different target
models (in terms of density). For each direction, the
inverted density is the simulated density that best re-
produces the data.

Muography and other imaging
techniques

The first imaging using radiation particles was realised
by Wilhelm Rontgen in 1895 when he studied the fluo-
rence of minerals[1]. He discovered a new type of “invis-
ible” radiation, later named X-Rays as every unknown
mathematical variable we would call x. A historical ra-
diography of the bones of a human hand adorned with
a ring on its third finger is showed in the figure 1. This
type of radiation will be later on used to diagnose pa-
tients. The transmission muography is the same as ra-
diography in hospitals, except that it uses atmospheric
muons instead of X-rays. The atmospheric muons are
well suited to image targets like volcanoes because they
are very penetrating, easy to detect and exist naturally.
They were also used in the past to measure overburden
of tunnels[2]. Alvarez, in 1970, used this type of ra-
diation to search for hidden chambers in pyramids [3].
The first radiographic observation of the ascent and de-
scent of magma along a conduit utilizing atmospheric

Figure 1: Photograph of the bones in the fingers of a
living human hand. The third finger has a ring upon
it[1]

muons has been reported[4]. In July 2020, some signif-
icant results on monitoring of the volcano-tectonic evo-
lution of Mount Etna using atmospheric muons have
been showed[5]. Muography provides a better resolu-
tion than the other conventional methods[6] (gravime-
try for instance).

A standard measurement setup for imaging volcanoes
is shown in figure 2. The direction of an incident muon
can be described by two angles: the azimuth, β with
respect to the geographic North, and the elevation α,
that is the complement of the zenith angle.

The number of detected muons (equation 1) is given
by the convolution of the transmitted muon flux with
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Figure 2: A standard measurement setup for imaging
vulcanoes where the two angles used to map the volcano
interior (α, β) are defined.

the effective surface of the detector multiplied by the
duration of data collection :

N(α, β) =

∫
t

∫
Eµ,Ω(α,β)

ϕ(α, β,Eµ)×Seff(α, β,Eµ)dEµdΩdt

(1)
where ϕ(α, β,Eµ) is the transmitted muon flux through
the target and t the time. The effective surface,
Seff(α, β,Eµ) combines the geometrical surface of the
detector, the acceptance and the detection efficiency
for muons with energy Eµ coming from the direction
(α, β). It is therefore necessary to model the primary
atmospheric muon flux, the target, the muon transport
through the target and the effective surface of the detec-
tor in order to estimate the number of expected muons
for a given model of volcano.

Modeling of atmospheric muon
flux

When cosmic rays interact with matter in the upper at-
mosphere, they produce pions and kaons in atmospheric
showers. They will subsequently decay into muons as
shown in the figure 3. Nowadays, we can model the
atmospheric muon flux at some altitude with respect
to their energy and direction. CORSIKA simulation
program[7] was used in this research to simulate the
atmospheric muon flux at an altitude of 1.6 km. An
estimation of the atmospheric muon flux at sea level
with respect to the muon kinetic energy for three dif-
ferent directions is shown on figure 4. At high kinetic
energies (Eµ ≥ 100 GeV), the atmospheric muon flux
does not vary significantly with the direction that is
an advantage for transmission muography where high
energy muons are needed to cross the target to reach
more likely the detector.

Muon transport model and sur-
vival probability

To simulate the transport of atmospheric muons
through the target, high resolution topographic data[8]

Figure 3: Example of a cascading shower from cosmic
rays.

Figure 4: Sky µ± flux a.s.l

are crucial. Additional inputs are the chemical com-
position and the density, both assumed to be uniform
across the target.

The survival probability of a muon depends, in first
approximation, on the amount of integrated matter
along its path. Many experiments use an analytical
approximation called CSDA (Continuous Slow Down
Approximation) giving the range of matter a particle
may cross for a given energy[9]. In our case, a simula-
tion code was developed to backward propagate muon
and tau through a target described by a topographic
data[10]. Use the CSDA approximation, thus neglect
the stochastic character of the high-energy interactions
of the particles with matter, underestimates their sur-
vival probability and thus induces systematics on the
reconstructed density. The figure 5 shows in the range
of kilometer of standard rock, the effect is about 3%.

Effective surface of the detector

The effective surface of the detector is defined according
to the equation 2 where Sgeo, A(α, β) and ϵ(α, β,Eµ)
are respectively the geometrical surface, the acceptance
and the efficiency of the detector to detect muons of
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Figure 5: Systematic effects on density reconstruction
using CSDA approximation

energy Eµ arriving in the direction (α, β).

Seff (α, β,Eµ) = Sgeo ×A(α, β)× ϵ(α, β,Eµ) (2)

The acceptance could be visualised as the perpendicu-
lar projection of the intersection of the detector layers
on the muon’s direction. The figure 6 shows an exam-
ple of the acceptance for a 1m3 ideal1 detector. The
acceptance is maximal for muons arriving in the direc-
tion perpendicular to the detector layers (αdet = 0o,
βdet = 0o) and decreases with αdet or βdet.

Figure 6: Acceptance of a 1m3 ideal detector

Density reconstruction of the Puy-
de-Dome

The algorithm of the density reconstruction used during
the research can be described as follows:

1. From a density interval [ρmin, ρmax] obtained by
other conventional geophysics

2. Shrink the interval until a given width ρw while
remaining compatible with the measure

For each direction, the density center is thus an esti-
mation of the reconstructed density.

1Efficiency of detection = 100% and without dead zones

The algorithm to reconstruct the density described
above was applied on the Puy-de-Dome2 and the den-
sity was reconstructed with a statistical uncertainty of
6.7%.

For 12 months of collection data with a 1m3 ideal de-
tector located at latitude = 45.7699609o and longitude
= 2.9806875o, the figure 7 shows an estimation of the
detected muon crossed the PdD. For example in the di-
rection (azimuth, elevation) = (280.125o, 22.125o), we
expect about 7.81±0.03 muons with a 1m3 ideal de-
tector in 12 months in a 0.25o× 0.25o solid angle for
muons with Eµ ≥ 60 MeV.

Figure 7: Expected number of muons through PdD
with an ideal 1m3 detector and T = 1 year

The reconstructed density of the PdD in the direction
(azimuth, elevation) = (280.125o, 22.125o) assuming a
uniform density of 1.8 gcm−3 is shown in the figure
8. The reconstructed density is 1.807 ± sys(0.01) ±
stat(0.12) gcm−3 for muons with Eµ ≥ 60 MeV.

Figure 8: Reconstructed density with the algorithm for
a hypothesis data

Conclusions
Muography is a good imaging technique to help in
predicting volcanic crisis by reconstructing the density

2Puy-de-Dome is a volcano located in Clermont-Ferrand
(France).
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map of a volcano. With one telescope, a 2D map den-
sity could be created. With the progress of the current
development of detectors used in particle physics, the
muography offers better resolution than the other con-
ventional methods. Using a treatment Monte Carlo in-
stead of CSDA approximation gives a better precision
on the reconstructed density.
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Abstract — Radio detection of air-showers is a mature technique that has gained momentum over the past
decades. With increasingly large-scale experiments, massive air-shower simulations are needed to evaluate the
radio signal at each antenna position. Radio Morphing was developed for this purpose. It is a semi-analytical tool
that enables a fast computation of the radio signal emitted by any air-shower at any location, from the simulation
data of one single reference shower at given positions. It relies on simple electromagnetic scaling laws of the
radio emission (i.e., electric field) at the antenna level and then an interpolation of the radio pulse at the desired
positions. We present here major improvements on the Radio Morphing method that have been implemented
recently. The upgraded version is based on revised and refined scaling laws, derived from physical principles. It
also includes shower-to-shower fluctuations and a new spatial interpolation technique, thanks to which an excellent
signal timing accuracy of a fraction of nanosecond can be reached. This new implementation, provides simulated
signals with relative differences on the peak-to-peak amplitude of ZHAireS simulations below 10% (respectively
25%) for 91% (99%) of antennas while the computation time was reduced by more than 2 orders of magnitude
compared to standard simulations. This makes Radio Morphing an efficient tool that allows for a fast and accurate
computation of air-shower radio signals. Further implementation of Askaryan emission or enabling to use an input
value of the geomagnetic field should reduce relative differences with ZHAireS by few percents and make the
method more universal.

Introduction

The preparation of up-coming large-scale radio ex-
periments (e.g., GRAND [6], AugerPrime-Radio [7],
RNO [9], IceCube-Gen2-Radio [8]) requires to run a
large number of air-shower simulations to evaluate their
performances. While microscopic approaches such as
Monte-Carlo simulations (ZHAireS [4], CoREAS [5])
provide an accurate way to model the radio-emission,
these are highly time consuming with hours of com-
putation needed to generate the radio signal of a sin-
gle air-shower at the location of a hundred antennas.
Macroscopic approaches are much faster but limited by
our knowledge of the physical processes, particularly
for very inclined arrival directions. Radio Morphing,
originally introduced in [1], is a semi-analytic tool that
allows for a fast computation of any air-shower at any
position from a small set of ZHAireS simulations used
as references. The method is based on the principle of
the universality of air-showers which assumes that the
radio emission can fully be inferred by characterizing
the shower at Xmax, supposed point like, such as vari-
ations in the radio emission between different showers
can directly be modeled by accounting for the varia-
tions at Xmax. The electric field (i.e., the radio signal)
of a microscopically simulated reference shower is first
scaled using simple electromagnetic scaling laws. It can

then be evaluated at any 3D antenna position thanks to
dedicated interpolation methods. We present the major
improvements that enable to overcome serious limita-
tions of the initial version [1], in particular in terms of
scaling accuracy, radio signal timing.

Basic principles of the Radio Mor-
phing

The Radio Morphing procedure consists in two steps
(see Fig. 1): (1) Scaling: this step enables to infer the
radio emission from any reference shower to any target
shower with different parameters, but with same Xmax
distance (i.e., distance between Xmax and the core of
the shower in the shower plane). From a reference sim-
ulation run for a set of antennas located in a place per-
pendicular to the shower axis ("shower plane"), with
given parameters (primary nature, energy and arrival
direction) we apply simple scaling laws to the layout
and the electric field traces and to their footprint. (2)
Interpolation: we use the resulting traces of antennas
in the scaled plane to interpolate the electric field at
any other position in space.

The scaling process relies on physical principles to ac-
count for the variation of the electric field with shower
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parameters such as the primary energy E , azimuth Φ,
and zenith angle θ. Following [1], we recall that the
scaling of the electric field E with primary energy is
given by Et = keE

r with ke = Et/Er, where indices r
and t refer to the reference and the target shower re-
spectively. A scaling is justified by the fact the number
of particles in air-shower scales linearly with the pri-
mary energy at the first order. The scaling with the
azimuth angle is done by correcting for variations of
the geomagnetic angle α = (ûv,uB), where uv and
uB are respectively the direction of the shower axis
and of the local magnetic field. As the geomagnetic
emission is due to the Lorentz force, its electric field
amplitude depends linearly on sinα, hence our scal-
ing corrects the v ×B component of the electric field
by Etv×B = kgeoE

r
v×B with kgeo = sinαt/ sinαr. In

practice, Ev×B contains also a minor charge excess or
Askaryan component which does not scale with sinα.
A more rigorous implementation taking this effect into
account is under progress.

Scaling with the zenith angle

One of the main steps of Radio Morhping consists in
modeling the effect of the zenith angle of the incoming
air-shower direction on the electric field. We identified
3 mains contributions: (1) a change in the geomagnetic
angle (described in the previous section) (2) a change
in the refractive index at Xmax and (3) a change in the
density at Xmax. We detail below steps (2) and (3).

The variation of the refractive index n at Xmax was
already modeled in [1]. Such variations affect the
Cerenkov feature of the radio-emission. It can be taken
into account by applying a stretching factor to the an-
tennas position: x⃗t = kcx⃗r where kc = θtc/θ

r
c is given by

the ratio of the Cerenkov angle of the target and of the
reference shower. Due to energy conservation, the elec-
tric field traces can be expressed: E⃗t(x⃗, t) = jcE⃗t(x⃗, r)
with jc = 1/kc.

Variations of the zenith angle will also change the
density at Xmax as inclined showers develop in thinner
atmosphere than vertical ones. Yet, only scarce liter-
ature can be found about the dependency of the geo-
magnetic and charge excess emissions with air-density,
in particular for very inclined air-showers. We study
this dependency using a set of 11 000 ZHAireS simula-
tions of cosmic-rays on a star-shape layout with zenith
angles between 45◦ and 90◦, energies between 0.01EeV
and 3.98EeV and 4 azimuth angles (0◦, 90◦, 180◦, 270◦).
For each air-shower, we computed the geomagnetic
and charge excess electric field amplitudes along the
v × v ×B baseline of antennas. Following Eq. 2.8
of [2] and assuming a radial symmetry of the radio emis-
sion, we reconstructed the charge excess and geomag-
netic radiated energies Erad, ce and Erad, geo. Finally,
these energies were then corrected from any depen-
dency on the primary particle energy and on the geo-
magnetic angle via the following operations: Ẽrad, geo =

Erad, geo/(E × sinα)2 and Ẽrad, ce = Erad, ce/E2. The
residual dependency of Ẽrad, geo and Ẽrad, ce should then

stem from density effects. Hence, assuming the atmo-
spheric model of Linsley, we fit the geomagnetic and
charge excess electric field amplitude dependency with
air-density at Xmax, fgeo(ρxmax) and fce(ρxmax), which
are illustrated in Fig. 2. Note that the dependency
between the density at Xmax and the shower zenith an-
gle can be easily computed numerically from a given
injection height, Xmax value and atmospheric model.
In the initial version of the Radio Morphing [1], a
scaling of the geomagnetic electric field amplitude in
1/
√
ρ(Xmax) was assumed. We find that this scaling is

only valid up to θ < 70◦. For the most inclined showers
however (i.e., above 70◦), the amplitude of the geomag-
netic electric field decreases with decreasing density, an
unexpected feature that remains to be fully understood.
The physical origin of this trend, likely due to lower
number of particles in thinner atmospheres and hence
milder resulting currents, is being investigated.

The v × v ×B component of the electric field corre-
sponds to charge excess only. Hence it can be directly
scaled with fce. The v ×B component however con-
sists of charge excess and geomagnetic contributions.
A rigorous scaling would require to decompose Ev×B
into contributions from both emissions and then inde-
pendently scale each component. Yet, as such a decom-
position is not possible for antennas close to the v ×B
baseline, we assume for simplicity that Ev×B is made of
geomagnetic emission only, a reasonable hypothesis for
showers in the range of zenith angles that we consider.
As a consequence, one can scale the v ×B component
directly with fgeo. Finally the scaling of the electric
field with air-density can be expressed

Etv×B =
fgeo(Xmaxt)

fgeo(Xmaxr)
Erv×B (1)

Etv×v×B =
fce(Xmaxt)

fce(Xmaxr)
Erv×v×B . (2)

For more accuracy in the scaling procedure, a sample
of reference showers can be used (e.g., 5 reference show-
ers with zenith angles [67.8, 74.8, 81.3, 83.9, 86.5]), in-
stead of a single one. A library with a denser sampling
for inclined air-showers is favored, as small variations
in zenith translate to large differences in terms of prop-
agation. Using such a reference library, we were able to
extend the validity range of the Radio Morphing from
θ = 85◦ to θ = 90◦ in zenith angle (initial version) to
θ = 60◦ to θ = 90◦ for this new version.

The scaling procedure was tested by computing the
integral of the radio signal of Radio Morphed simu-
lations and comparing them with the integral of the
analogous ZHAireS simulations. The mean relative dif-
ferences of the electric fields are of ≲ 10%.

Once the scaling process is completed, antennas of
the scaled plane in Figure 1 are used to interpolate the
radio emission at any position in space. We refer as
2D interpolation an interpolation performed inside of
the scaled plane and 3D an interpolation at a position
outside of that plane, both are presented in Section 5.
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Figure 1: Sketch of the Radio Morphing procedure. The electric field from a reference ZHAireS simulation with
parameter (E1, θ1,Φ1, dxmax) is scaled towards a shower with (E2, θ2,Φ2, dxmax), the resulting signal is then inter-
polated to infer the radio-emission at any position.
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Figure 2: (Left) Fit of the geomagnetic electric field dependency with air-density with a broken a power law using
ϕ0 = 1010, γ1 = −1.0047, γ2 = 0.2222, ρbreak = 3.5×10−4, β = 2.5 and ρ0 = 1.87×10−6. (Right) Fit of the charge
excess electric field dependency with air-density with a simple power law using b = 1.195.

Interpolation

Once the scaling procedure is completed, the next step
of the Radio Morphing consists in using the radio-
emission from the scaled antennas to then interpolate
the electric field amplitude at any given position. The
interpolation in itself can be divided into two main
steps, first a 2D interpolation to infer the signal at any
position included in the plane of the scaled antennas
and then a 3D extrapolation to infer the radio-emission
at any position outside of that plane. We present below
these 2 steps.

2D interpolation

We use a 2D interpolation use the 2D interpolation
method presented in [3]. This method is performed
in Fourier space where the electric field traces of an-
tennas used for the interpolation are first decomposed
into a phase and an amplitude, which are then linearly
interpolated at the desired position. Finally, an in-
verse Fourier transform is performed to infer the de-
sired traces. When considering antennas outside of
the Cerenkov cone, this method provides relative differ-

ences with ZHAireS simulations of only a few percent
on both the peak-to-peak amplitude and the integrated
pulse. The interpolation method also provides a good
agreement in timing with simulations, with an accu-
racy of less than 1 nanosecond. This is one of the im-
portant improvements of this version, compared to the
initial Radio Morphing implementation [1] which was
not providing a correct timing information.

3D: correcting for propagation effects

The 3D interpolation is mainly an extension of the 2D,
extrapolating beyond the shower plane by correcting
for propagation effects. In Fig. 1, ω = ( ̂uv,uantenna)
represent the angle between the shower direction uv

and the direction that goes from Xmax to a given an-
tenna uantenna. To infer the electric field of an antenna
in the "interpolated" plane at a given ω, we first per-
form a 2D interpolation to infer the electric field of
the antenna at the same ω in the "scaled" plane, and
then correct from propagation effects between the 2
planes. The correction of the propagation effects con-
sists in first accounting for the dilution of the radio
signal between the 2 planes. This can simply be done
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Figure 3: Example of an interpolated trace after a
scaling procedure along the East-West channel of an
antenna for a shower with E = 3.98EeV , θ = 85◦,
Φ = 270◦.

by applying a dilution factor Einterpolated = kdEscaled,
where kd = Dscaled/Dinterpolated corresponds to the ra-
tio between the distance from Xmax to the interpo-
lated plane and the distance from Xmax to the scaled
plane. A second correction of the propagation consists
in accounting for the difference in the integrated re-
fractive index n̄ between both planes. This is done
by applying a stretching factor to the antennas posi-
tions and the traces kstretch = θinterpolatedc /θscaledc =
(arccos 1/n̄interpolated)/(arccos 1/n̄scaled), similarly to
what was done for the scaling with the zenith angle.

In Fig. 3, the comparison between a 3D interpolated
signal for the East-West channel of a given antenna af-
ter scaling, and a ZHAireS simulation is presented. We
found a good agreement between both signals with a
relative difference of 0.4% on the peak-to-peak ampli-
tudes.

Results

The results of the full Radio Morphing method are
presented in Fig. 4. We considered a set of ∼ 1200
cosmic-ray simulations with energies between 0.1EeV
and 3.98EeV, zenith angles between 60◦ and 90◦ and
4 azimuth angles (0◦, 90◦, 180◦, 270◦). We consider
planes of antennas perpendicular to the shower axis,
the distance to Xmax was chosen to have planes at
z ∼ 1000m above see level. For each simulation, the
electric field amplitude of 16 antennas was computed
with Radio Morphing and then compared to the cor-
responding ZHAireS simulations. On the left plot, we
present the relative differences on the peak-to-peak am-
plitude of the total electric field between ZHAireS and
Radio Morphing as a function of the zenith angle of the
target showers. The blue points correspond to the mean
values and the orange stars to the RMS. We obtain an
accuracy between 5 to 20% and a precision between 5
to 15% for most data bins, independently of the zenith
angle. In the right-hand plot of Fig. 4, we show the nor-
malized distributions of the mean errors for 3 different
ranges of the total electric field amplitude. It appears

that the largest errors come from This corresponds to
antennas located on the Cerenkov cone for which the
sharp amplitude variations limit the accuracy of the
interpolation. We note however that the results pre-
sented here are full band, hence applying a frequency
filter will reduce the Cerenkov features and improve the
results. Also, the Radio Morphing method is sensitive
to the reference library of showers that are also sub-
ject to shower to shower fluctuations. This limits the
maximal precision that can be reached even with pre-
cise scaling procedure and interpolation. Nevertheless,
the performances of this method are excellent, 91.5%
the Radio-Morphed signals at the antenna level have
a relative error on the peak amplitude below 10% and
99.1% below 25%.
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Figure 4: (Top) Relative differences on the peak-to-
peak amplitude of Radio-Morphed antennas and cor-
responding ZHAireS simulations as a function of the
target zenith angle for a set of 1200 showers with 16
interpolated antennas each. (Bottom) Normalized his-
togram of the distribution of the error on the peak am-
plitude for 3 different ranges of the total electric field
amplitude E.

Conclusions

Radio Morphing is an innovative tool that allows for
a fast computation of any air-shower at any given po-
sition from a small set of ZHAireS reference simula-
tions. It relies on two main steps: a scaling procedure



based on simple physical principles to evaluate the im-
pact of the parameters of the primary particle (nature,
energy, arrival direction) on the amplitude of the elec-
tric field, and an interpolation which uses the signal
of the scaled antennas to infer the radio-emission at
any other position. We presented here novel imple-
mentations compared to the initial method presented
in [1], to approach the experimental data. Specifically,
the possibility to enable shower-to-shower fluctuations
was added by parametrizing ZHAireS simulations. The
scaling with the zenith angle of the shower arrival direc-
tion was also refined based on fits of the charge excess
and geomagnetic emission dependencies with air den-
sity, extending the validity range of Radio Morphing to
zenith angles of 60◦ to 90◦. Finally, a new interpolation
method was implemented leading to relative differences
with ZHAireS simulations of few % on the amplitude,
and timing accuracies of a fraction of nanosecond.

The full method (scaling + interpolation) provides
results comparable to ZHAireS simulations, we find
relative differences on the peak amplitude below 10%
(respectively 25%) for 91.5% (99.1%) of antennas. In
parallel, the computation time was reduced by several
orders of magnitude compared to usual Monte-Carlo
simulations. Further refinements such as correcting for
the second order effects in the scaling with the geomag-
netic angle, or enabling to use an input value for the
geomagnetic field should provide an even more accurate
and universal method.
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Abstract — The aim of this contribution is to provide a short and pedagogical review of the topics discussed in
the “Beyond Standard Model” session of the JRJC.

The Standard Model success story

The Standard Model (SM) is a Quantum Field Theory
(QFT) which has been developed over the 1960s and
1970s to describe the elementary particles and their in-
teractions. It describes matter and antimatter particles
as fermionic fields, organised in three families of quarks
and leptons. The fundamental interactions (electro-
magnetic, strong and weak) are associated spin-1 gauge
bosons. The generation of the mass of the fermions
and the W and Z bosons is produced through the
electroweak symmetry breaking, possible thanks to the
scalar Higgs field associated with the spin-0 Higgs bo-
son. As this QFT is renormalizable, a finite set of mea-
surements can be used to determine the 25 parameters
of the theory, which can afterwards predict the cross-
sections or kinematic distributions associated with any
of the processes involving SM particles. Thanks to the
large variety of processes accessible in proton collisions
and the large dataset collected, many SM processes
have been probed in particular at the Large Hadron
Collider (LHC), as illustrated in Fig. 1. The measure-
ments span processes covering almost 15 orders of mag-
nitudes in cross-section and have been found to be con-
sistent with the theory predictions over a wide range
of energies and final states, making the SM one of the
most predictive theories in science.

Why going beyond the Standard
Model?

Despite the many successes of the Standard Model,
several experimental results over the last years have
brought to light possible inconsistencies between those
and the Standard Model predictions. This was for
instance the case with the faster-than-light neutrino
anomaly reported by OPERA in 2011 [2], the 750-GeV
diphoton excess measured by ATLAS and CMS in 2015
LHC data [3, 4], the recent measurement of the muon
anomalous magnetic moment by the Muon g − 2 col-
laboration [5] or the recent tests of lepton-flavor uni-
versality in B-hadron decays by the LHCb collabora-
tion [6, 7], illustrated in Fig 2. While all of those results
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Figure 1: Summary of several Standard Model total
and fiducial production cross-section measurements by
the ATLAS collaboration at LHC [1].

could be interpreted as potential sign of new physics
beyond the Standard Model (BSM) and prompted the
release of many theory papers, not all of them success-
fully passed the test of time. The comparison between
experimental results and theory predictions can indeed
be sensitive to statistical fluctuations, inherent with the
quantum nature of the processes probed, as well as un-
derestimated theoretical or experimental systematic ef-
fects, which can potentially bias the reported results.
Independent experimental confirmations or theoretical
predictions are therefore often awaited with strong ex-
pectations from physicists to confirm potential signs of
BSM physics.

Beyond experimental results, the SM is also thought
to suffer from fundamental flaws, which let us think
the SM might not be the most complete theory to de-
scribe elementary particles. With 25 free parameters,
one might for instance argue that this theory is still
relatively complex and set up in a very ad hoc way
to fit all of the experimental observations, in the same
way as the epicycle theory was set up to describe the
trajectories of planets in the sky in geocentric models.
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Figure 2: Recent measurements by the LHCb collabo-
ration of the RK parameter, corresponding to the ratio
of the branching fractions of the B+ → K+µµ and
B+ → K+ee decays. Due to the flavor universality of
the lepton couplings and the small masses of electrons
and muons compared to the b quark, this parameter is
expected to be close to unity within the SM [7].

At the same time, many fundamental questions are not
addressed in the SM, such as follows:

• why are there three families of fermions?

• is there any connection between lepton and quark?

• why is there some CP-asymmetry in the weak in-
teraction? why is there none in the strong interac-
tion?

• why such a complex symmetry group SU(3) ×
SU(2)×U(1)? is some grand unification possible?

• are neutrinos Dirac’s or Majorana’s fermions?

• why is there such a large mass hierarchy between
fermions?

Those questions and others are often used as motiva-
tions to develop new BSM models.

Finally, a theory describing in the same framework el-
ementary particle interactions and gravitation is yet to
be developed, as the Einstein’s equations of general rel-
ativity cannot be embedded in a renormalizable QFT.
Some astrophysical observations also point at new mat-
ter content in the Universe not described within the
SM. This is for instance the case of dark matter (DM),
whose presence is only detected thanks to its gravi-
tational impact on the rotation speed of the galaxies
or due to gravitational lenses effect in areas depleted
from standard matter. The cosmological ΛCDM model
also supports the existence of cold DM, together with
dark energy, which accounts for the accelerating ex-
pansion speed of the Universe. While the dark energy
can in principle be described as a cosmological constant
or vacuum energy density, such as the one introduced
with the non-zero vacuum expectation value (vev) of

the Higgs field after electroweak symmetry breaking in
the Standard Model, the difference between the mea-
sured value of the cosmological constant and the Higgs
vev amounts to up to 60 orders of magnitude and points
therefore at new sources of BSM physics.

Phenomenological framework

Searches for BSM physics are broadly carried on us-
ing two complementary approaches to interpret experi-
mental results. On the one hand, model-dependent ap-
proaches exploit a UV-complete theory, embedding the
Standard Model and trying to address some of the SM
flaws or unanswered questions. This is for instance the
case of the Minimal SuperSymmetric Standard Model
(MSSM), which extends the SM particle content adding
supersymmetric partners. This model offers in partic-
ular a potential DM candidate, the lightest supersym-
metric particle, and solves the SM naturalness problem,
associated with the unnatural fine-tuning required with
the Higgs mass quantum corrections thanks to the new
symmetry between fermions and bosons introduced.
Developing such kinds of models require of course to
make sure that model predictions do not contradict ex-
isting measurements, such as the non-observation of the
proton decay or of flavor-changing neutral currents.

On the other hand, model-independent approaches,
treating the SM as a low-energy Effective Field The-
ory (EFT) of some unknown UV-complete theory, can
also be followed. With those frameworks, perturba-
tions are introduced beyond the SM Lagrangian with
non-renormalisable BSM operators as follows

LSMEFT = LSM+
1

Λ

∑
i

c
(5)
i OD=5

i +
1

Λ2

∑
i

c
(6)
i OD=6

i +...

(1)

with Λ the cut-off energy scale beyond which
the expension break and c

(
in) numerical pre-factors

for dimension-n BSM operators. There is a single
dimension-5 operator, associated with Majorana’s neu-
trinos, while the general basis for dimension-6 opera-
tors includes 2499 operators. Not of all of those op-
erators respect the SM accidental symmetries, such as
B−L conservation or lepton-flavor universality, and as-
sumptions are sometimes made to restrict the number
of operators and break possible degeneracy by impos-
ing some symmetries. This treatment remains valid as
long as the energy-scale of the processes probed stay
negligible in comparison to Λ, the scale at which non-
perturbative new physics processes such as new reso-
nances can happen. This approach is similar to Fermi’s
theory of weak interactions, describing the neutron-
proton decay in radioactive atoms through a four-
fermion interaction, as a low-energy approximation of
diagrams involving a W boson.
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Experimental searches

Considering the wide range of possible sources of BSM
physics, no experiment can probe all of them simulta-
neously. Some experiments look for instance for BSM
physics at the precision frontier in low-energy observ-
ables associated with β nuclear decays, such as the b-
STILED or MORA experiments, set up to study re-
spectively 6He or heavier ions decays.

Several BSM models predict DM candidates with
different masses and properties, such as sterile neu-
trinos, axions or weakly interactive massive particles
(WIMP), which can be searched for using different pro-
cesses. Collider experiments search for instance for pro-
cesses where SM particles interact to produce DM par-
ticles associated to missing transverse energy in the de-
tectors, while indirect detection experiments, such as
AMS, look for the signature of DM-anti DM annihila-
tion producing SM particules. Several generations of
detectors aiming at direct DM detection, i.e. the ob-
servation of nuclear recoil from an interaction with a
DM particle, have also been set up over the last years
and put strong constraints on WIMP models presented
in Fig. 3. Thanks to the use of different technologies,
those detectors typically have different mass sensitivity
and the new DAMIC-M detector in particular will help
to further constrain models with a WIMP mass down
to 1 GeV.

Figure 3: A compilation of WIMP nucleon spin-
independent cross-section limits from current dark mat-
ter experiments and projections for planned direct de-
tection DM experiments [9].

B hadron decays can also be used as a probe for
BSM physics. These particles can be produced with
a high luminosity in B factories in electron colliders,
such as SuperKEKB for the Belle II experiment, or in
hadron colliders, such as LHC for the LHCb experi-
ment. Those processes indeed typically involve loop di-
agrams and can be sensitive to BSM particles running
into the loop, which would be too heavy to directly pro-
duce in colliders. BSM physics can in that case either
impact the decay rates or the angular properties of the
B hadron decay products.

For resonances up to a few TeV, direct production

can also be targeted in hadron colliders. Depending
on the models, the search can go from simple bump
search in a di-object mass spectrum to more complex
MVA-based analyses, in case intermediate SM reso-
nances, such as Higgs bosons, or even BSM resonances
are involved. Given the absence of clear signal for
BSM physics, physicists have also started to question
whether some of the reconstruction or analysis tech-
niques standardly used in LHC analyses might not be
blind to some non-standard BSM signatures. Alterna-
tive techniques have therefore been developed recently
to overcome those possible issues, in particular aiming
at reconstructing and identifying long-lived particles
decaying beyond the first tracking layers as illustrated
in Fig. 4. Model-independent analysis techniques have
also been developed, based in particular on unsuper-
vised machine-learning techniques, to look for anoma-
lies in data which do not fit the SM prediction but for
which the relevant BSM model might still not be dis-
covered.

Figure 4: Several key topologies searched for by LHC
experiments in the hunt for BSM long-lived parti-
cles [10].

Conclusions

We have several reasons to believe that the SM is not
the ultimate theory to describe particle physics and new
BSM physics might just sit around the corner. Many
experimental avenues are still open and each one of
them would deserve a dedicated focus. Some of them
have been presented in the BSM session of the JRJC
2021 and will be summarized in the abstracts of this
section.
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Abstract — Precision measurements are used to search for physics beyond the Standard Model. The b-STILED
project aims to extract the Fierz interference term in the pure Gamow-Teller transition of 6He with a total
uncertainty of ∆bGT = 10−3 at 1σ [1]. This contribution describes all the phases of b-STILED, especially the
experimental setup used for the low energy experiment of the phase I of this project. The goals of this experiment
are to extract the Fierz term with a precision of ∆bGT = 4.10−3, and to measure the half-life of 6He with a
precision that is competitive with the most precise measured value so far.

Introduction

The Standard Model of particle physics is the most ac-
curate description of elementary particles and funda-
mental forces. It has been a huge success, culminating
with the discovery of the Higgs boson in 2012. How-
ever, despite all the successes, we have plenty of reasons
to believe that it does not tell the whole story about
our universe. For instance, it does not include grav-
ity, which is one of the four fundamental forces; it also
failed to explain the matter-antimatter asymmetry, in
addition to the nature of dark matter and dark energy.

These reasons motivate physicists to search for a new
theoretical framework that involves new physics beyond
the Standard Model. This search is being held on three
frontiers:

• The cosmological frontier that includes the direct
probes of the cosmic microwave background as well
as the indirect astrophysical search of dark matter.

• The high-energy frontier that consists of direct ob-
servation of new particles using powerful particles
colliders like the Large Hadron Collider (LHC) at
CERN.

• The high precision frontier that consists of execut-
ing high precision measurements at very low en-
ergy, aiming to detect any small deviations from
the Standard Model’s predictions, which if existed,
will be a proof of new physics [2].

This work belongs to the last frontier where the aim
is to study the nuclear beta decay of 6He.

Nuclear beta decay

In analogy with electromagnetism, the beta decay inter-
action can be written as a product of a hadrons current
and a leptons current:

Hβ =
GF√
2
JHJL (1)

where GF is the Fermi coupling constant. This Hamil-
tonian can be expanded as following [3]:

Hβ =
GF√
2

∑
i

(ψ̄pOiψn)(ψ̄eOi(Ci+C ′
iγ5)ψν)+h.c. (2)

where ψ̄p, ψn, ψ̄e and ψν are the spinors of the proton,
neutron, electron and neutrino, Oi is the quantum op-
erator of the Scalar, Vector, Tensor, Axial-vector and
Pseudo-scalar interactions, and Ci (i = S, V, T, A and
P) are the coupling constants for the five types of inter-
actions. According to the Standard Model, the scalar,
tensor and pseudo-scalar components are equal to zero,
which indicates the non existence of their currents.

Many observables exist to probe new physics beyond
the Standard Model, and the Fierz term b is one of
them. It can be expressed for pure Fermi transitions
and pure Gamow-Teller transitions as follows:

bF ∝ γRe
(
CS + C ′

S

CV

)
(3)

bGT ∝ γRe
(
CT + C ′

T

CA

)
(4)

Equations (3) and (4) shows that b depends linearly
on the scalar and tensor coupling constants, and there-
fore its value is predicted to be zero by the Standard
Model.

The Fierz term b can be measured precisely, by
studying the shape of the beta energy spectrum, which
can be expressed as following:

N(E) ∝ (1 + η)pE(E − E0)
2
(
1 +

m

E
b
)

(5)

where η is a correction factor that includes several well
known corrections like the Fermi function, pE(E−E0)

2
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is the phase space of the beta decay spectrum, and m
is the mass of the electrons. Equation (5) shows that
the shape of the spectrum is biased by the Fierz term
especially at very low energy.

b-STILED

The b-STILED (b: Search for Tensor Interactions in
nucLear bEta Decay) project that is taking place at
LPC Caen aims to extract the Fierz interference term
in a pure Gamow-Teller transition with a total uncer-
tainty of ∆bGT = 10−3 at 1σ [1]. The project is based
on a precise measurement of the beta energy spectrum
of 6He, and it consists of two phases. For the phase
I, the goal is to reach an uncertainty of the order of
∆bGT = 4.10−3. For this phase, two experiments are
planned with two different detection setups: the first
uses a low energy beam of 6He implanted on the sur-
face of a YAP (Yttrium Aluminium Perovskite) crystal
scintillator (Fig 1 left panel). Then another detector
is placed in front of the first, in a way that insures
the contact between the two scintillators in order to
achieve a 4π detection geometry. For the second de-
tection setup, a high energy beam of 6He is implanted
deep inside the volume of the scintillator to achieve the
4π detection geometry (Fig 1 right panel). With both
setups, the 4π geometry suppress energy losses due to
beta backscattering and the associated systematic er-
ror.

YAP PM
6He

241Am source

Moving 
module

PM
6He

241Am source

YAP

Figure 1: Left panel: sketch of the setup with a low
energy beam. Right panel: sketch of the setup with a
high energy beam [1].

For the phase II, the goal is to reach the final uncer-
tainty of the project of ∆bGT = 10−3, while using the
optimal detection setup from the phase I. This work is
oriented on the low energy experiment of the phase I.

Experimental setup

The low energy experiment of the phase I was per-
formed at GANIL. We used two phoswich detectors as
shown in Fig 1 (left panel). Each of them is composed
of two different scintillators with different decay times
coupled to a photomultiplier tube (Fig 2). The scintil-
lator in the center is a 30 mm diameter, 30 mm long

cylinder made of a crystal material with a slow decay
time (YAP with τ = 25 ns) surrounded by a hollow

Figure 2: Schematic of the phoswich detector.

cylinder of the same length, with a 5 mm thickness
made of Plastic scintillator with a significantly faster
decay time (PVT with τ = 1.8 ns). Such configuration
will lead to the creation of two types of signals: the
fast signals coming from particles interacting inside the
PVT and the slow signals coming from particles inter-
acting inside the YAP.

To distinguish between these signals, we used three
integration windows (Fig 5): the baseline window [-30;-
6] ns which we use to get the baseline, the fast window
[-6;30] ns which by integrating the signal within it, we
obtain what we call the fast chargesQfast, and the total
window [-6;300] ns which provides the total chargesQtot
by integrating the signal within it.

Figure 3: The two types of signals produced by
phoswich detectors: the fast signal (in red) coming from
particles interacting in the PVT, and the slow signals
(in blue) coming from particles interacting in the YAP.
The horizontal lines show the integration windows used
during the data acquisition: the baseline window in
green, the fast window in yellow, and the total window
in purple.

During the experiment, one of the detectors was fixed
along the beam axis, while the other was free to move
inside and away from the beam trajectory (Fig 1). Its
motion was synchronized with the beam according to
fixed cycles of 16.3 sec: the low energy beam of 6He
is implanted on the center of the surface of the YAP
scintillator while the free detector is away of the beam
axis. Then the beam will be stopped, the free detector
will move to be in contact with the fixed detector an-
nouncing the beginning of the acquisition stage which
will last for 12 sec (more than 10 half-lives). At last,
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the free detector will move out of the beam axis an-
nouncing the beginning of a new cycle.

The nominal polarization voltages of the photomul-
tipliers were set to -1420 kV for the fixed detector and
-1620 kV for the free detector. These values were cho-
sen to ensure that the gain of the two photomultipliers
were the same, and to ensure the linearity of their re-
sponse functions up to 3.5 MeV. An 241Am source was
attached to the lateral surface of the plastic scintillator
of each detector (Fig 1) which was used for the energy
calibration and to monitor the gain variations of the
two photomultipliers.

We executed several runs with different polarization
voltages, double the cycles time, background runs and
runs with several calibration sources (241Am, 137Cs,
60Co and 22Na) before and after the experiment. Dur-
ing the acquisition, the events were time stamped with
a digital data acquisition system.

Data analysis

The electrons from the decay process will interact inside
the YAP and therefore creating slow signals: To iden-
tify these signals we use the Qslow/Qtot ratio (Fig 3)
where Qtot is the sum of the fast and slow charges.

5.5 MeV α of 241Am 

β of 6He 

Figure 4: The Qfast/Qtot ratio vs the total charge for
one of our detectors during a 1 hour run. This plot
enables to identify the particles interacting inside the
YAP scintillator (between the red lines) as well as the
particles interacting inside the PVT, like the alphas of
the 241Am.

By choosing only the events having a Qslow/Qtot ra-
tio between 0.5 and 0.62 (the events lying between the
red lines in Fig 3), we isolate the events that happened
inside the YAP including the electrons from the decay
of the 6He.

We used the 59.54 keV photopeak of the 241Am for
the energy calibration and gain monitoring for each of
the two detectors. The gain is affected by the count
rate, and this can be seen by shifts of the position
of the 59.54 keV photopeak with time (Fig 4), with
an amplitude of about 1.5%. These gain shifts should
be corrected if we want to achieve our precision goals.
Therefore, we have to apply corrections to compensate
the gain shifts for the data coming from each detector

Figure 5: The position of the 59.54 keV gamma peak
position vs the time within a cycle for the fixed detec-
tor.

before proceeding into the energy calibration for the
whole detection system.

Figure 6: The count rate as function of time within the
cycle during the acquisition stage (from 3.5 sec to 14.5
sec). The Background is dominated by the 59.54 keV
photopeak of the 241Am source

The statistics we recorded with this setup should al-
low us to measure the value of the half-life of 6He with
a precision of the order of 10−4, which is competitive
with the most precise value so far that was measured
by Knecht et al. [4].

Summary

The precision measurement of the Fierz interference
term b is one way to search for physics beyond the Stan-
dard model. The b-STILED project seeks to measure
b with a precision of the order of ∆bGT = 10−3, using
YAP scintillators. Two different experimental setups
will be tested with different beam energies during the
phase I of this project, where the optimal setup will be
qualified to be used for the phase II.

The experiment for the first setup with a low beam
energy was performed successfully at GANIL. The anal-
ysis of this experiment’s data was carried on, starting
by the energy calibration for both of the used detec-
tors, which showed a significant gain shifts that must
be compensated in order to achieve the precision goal
of the experiment.
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In addition to the measurement of the Fierz term, the
statistics acquired during the low energy experiment
should allow us to measure the half-life of 6He with
a precision that is competitive with the world’s most
precise value.

References
[1] Naviliat-Cuncic O., Fléchard X., Liénard E.,

Mougeot X., Quéméner G., & Thomas J.C. (2020).
Improved Search for Tensor Interactions in Nu-
clear Beta Decay. Proposal to the AAPG 2020,
CE31.

[2] Cirigliano V., & Ramsey-Musolf M. (2013). Low
Energy Probes of Physics Beyond the Standard
Model. Prog. Part. Nucl. Phys., 71, 2-20.

[3] Severijns N. (2004). Weak Interaction Studies by
Precision Experiments in Nuclear Beta Decay. In
J. Al-Khalili & E. Roeckl (Reds), The Euroschool
Lectures on Physics with Exotic Beams, Vol. I (bll
339-381).

[4] Knecht A., Hong R., Zumwalt D., Delbridge B.,
García A., Müller P., Swanson H., Towner I., Ut-
suno S., Williams W., & Wrede C. (2012). Pre-
cision Measurement of the 6He Half-Life and the
Weak Axial Current in Nuclei. Phys. Rev. Lett.,
108, 122502.



Search for CP Violation: The MORA project

Sacha DAUMAS-TSCHOPP

LPC Caen

Abstract — The MORA (Matter’s Origin from RadioActivity of trapped and oriented ions) project aims to
measure with unprecedented precision the D correlation in the nuclear beta decay. Complementary to high-energy
collision reactions performed to the LHC, MORA uses an innovative in-trap orientation technique at low-energy
combining very optimised Paul trap and laser orientations. The commissioning of the trap and line is described
in this contribution. The first milestone of this experiment is to measure the polarisation degree of the confined
species before the first measurement of the D correlation. A first campaign of measurements will take place at
JYFL before moving the set-up at GANIL, in the DESIR hall.

Introduction

Why are we living in a world of matter? What is the
reason for the strong matter - antimatter asymmetry
we observe in the Universe? A large CP violation has
therefore to be discovered, at a level [1] beyond the CP
violation predicted to occur in the Standard Model via
the quark-mixing mechanism. The MORA project aims
to search for new CP violations in beta decay thanks
to the measurement of the triple D correlation, with
an unprecedented precision to the order of 10−5 [2].
The MORA experiment uses an elegant nuclear polari-
sation technique, which implements the high efficiency
of ion trapping [3] and the orientation of a laser. A
ring of detectors allows the measurement of the coin-
cidences between the beta particles and the recoil ions
coming from the trapped radioactive ions beta decay.
The D parameter can be determined by the asymmetry
in the counting rate when inverting the polarisation.
This measurement should also potentially enable, for
the first time, a probe of the Final State Interaction ef-
fect which mimics a non-zero D correlation at or below
10−4. The MORA apparatus is currently tested either
at the LPC Caen or at GANIL before moving to JYFL,
where adequate lasers are available for the polarization
of ions, the 23Mg+ being the first interesting candidate
for the D measurement. MORA will be installed later
in the DESIR hall at GANIL where better production
rates are expected, offering the opportunities to reach
unprecedented sensitivities to New Physics.

The Physics behind MORA

In nuclear beta decay, the CP violation can be inferred
from the measurement of the triple D correlation de-
scribed in the general beta decay rate function [4].

D
< J⃗ >

J
.(
p⃗e
Ee
× p⃗ν
Eν

) (1)

Due to the scalar product between the nuclear spin J

and the cross-product of the lepton momenta, a maxi-
mal correlation exists in a plan which is perpendicular
to the nuclear spin direction. This plan has been cho-
sen to be our detector plan, as shown on the figure 2.
Due to the momentum conservation, the cross-product
between the beta and neutrino is equivalent to the one
between the beta and the recoil ion which is way simpler
to detect. When the bunch of ions will enter inside the
chamber, it will be confined inside a transparent Paul
trap which has been numerically optimized [3]. While
trapped, a circular polarized laser beam will orient the
cloud either to the exit of the trap or to the injection
line. A value of D can be deduced from an asymmetry
in the counting such as:

D.Pα
N+45◦
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coinc −N−45◦

coinc −N−135◦

coinc

N+45◦
coinc +N+135◦

coinc +N−45◦
coinc +N−135◦

coinc

(2)

N+45◦

coinc , N
+135◦

coinc , N−45◦

coinc , N
−135◦

coinc are corresponding to
the number of recorded coincidences at a given average
angle for the polarisation along the beam direction("+"
sign) and for the reverse polarization ("-"sign).

Figure 1: Simplified scheme of the detection plan of
MORA. Red lines represent RIDE detectors and blue
ones represent Phoswich detectors.
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The detection system
MORA is composed of three kinds of detectors.

RIDE
Micro-channel plates associated to position sensitive
anodes are used to detect the recoil ions. As shown in
Fig.2 and 3, four such RIDE (Recoil Ion DEtectors) de-
vices are placed on cardinal positions. Tests and char-
acterization, performed at GANIL, are ongoing.

PhoSwich
To detect beta particles, four phoswich (phosphor sand-
wich) detectors are placed at inter cardinal positions
(see on Figure 3). They are made of two plastic scintil-
lators, transparent to their own light, of different sizes,
one thin(0.5 mm) and one thick(5 cm) and with dif-
ferent time constant, a fast one for the thin (1.8 ns)
and a slow one (285 ns) for the thick plastic. They are
connected mechanically to a photomultiplier. We used
a 207Bi for the characterization of our detector. This
source is very useful for that because of the multiple
gammas and internal conversion electron rays, enabling
to check the gamma-electron discrimination and to cal-
ibrate the detector in energy. We cannot exploit the
raw spectrum however due to the correlation between
the collected charges. The total charge Qtot is the ad-
dition of the fast charge and the slow one. In order to
decorelate the events, bidimentionnal spectra are anal-
ysed to remove the Qslow contribution in Qfast and
then, the "corrected" Qfast contribution in Qtot. The
obtained Qtot distribution can then be used for the fi-
nal energy calibration. Geant4 simulations are ongoing
to analyse in detail the electron spectra measured with
the phoswich detectors in the trap chamber.

Silicon Detector
Silicon detectors, located downstream and upstream of
the trap, are used for the polarisation degree determi-
nation, through the beta asymmetry parameter mea-
surement.

Trapping commissioning
The commissioning of the trapping system has been
performed with a stable surface ionization source of
23Na, which appears to be polluted by other alkali
elements (potassium and rubidium). We have added a
tiny Radio-Frequency Quadrupole (RFQ) directly on
the source in order to mimic the bunched behavior of
the final line of MORA. This commissioning has been
accompanied by a simulating work using the SIMION
software to determine the timing of the ions inside the
beam line. The line of MORA is composed of 2 lenses,
2 steerers and a MCP-phosphorus device to control
the beam geometry. A pulse drift tube (PDT), located
at the entrance of the trap chamber, is meant to slow
down the beam, i.e to reduce its kinetic energy. The

Figure 2: The MORA trap (on the left) and injection
line. This line contains beam optics (lenses and steer-
ers) and a MCP-phosphorus device to control the beam
geometry. A pulse drift tube and other optics, located
in the trap chamber, enable to optimize the trapping
(see text for details).

ions bunch starts their journey by being ejected at 1.5
keV from the source. When they are entering in the
PDT, they face a positive potential at 955 V, so by
climbing that "hill" of potential, they will lose kinetic
energy reaching down 545 eV. At a very specific timing
(optimizing for Na ions), when they reach the center
of the PDT, we apply a negative potential at - 445 V
for two purposes:

• for slowing down the Na ions at the exit of the
PDT.

• for focusing the beam.

Na ions are entering the trap at 110 eV and a positive
potential is applied to an inner electrode of the trap
to stop the ions in the middle of it. As a result, the
ion bunch will be almost at 0 eV of kinetic energy at
the center of the trap. They are then trapped by turn-
ing on the radio-frequency potential on the adequate
electrodes.

Results
The trapping time is set at 60µs and progressively in-
creased until reaching almost 0.5 s. The trapping effi-
ciency is determined following this procedure:

1. After the trapping time, the ions are ejected (po-
tential imposed on an inner trap electrode) and
counted by a MCP detector located downstream
of the trap.

2. The trap is turned off and the ions passing through
it (Na, K, Rb) are counted on the MCP.

3. The contaminant contribution (K and Rb) is deter-
mined in another counting performed with a posi-
tive potential imposed on a grid located in front on
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Figure 3: The MORA trap with the transparent paul
trap in the center, Phoswich detectors at intercadinal
positions and RIDE detectors at cardinal positions.

the MCP. This potential removes from the events
the Na ions slowed down by the PDT.

4. Efficiency is deduced from the ratio

Tefficiency =
number of trapped 23Na
number of direct 23Na

(3)

Trapping efficiency Trapping time
56% 60 µs
22% 90 ms
10% 450 ms

Table 1: We can see the decay of the ion cloud inside
the trap. We have estimated the half-life of the cloud
about 350 ms after 1 ms of evaporation of the most
energetic ions.

The results presented in table 1 are quite impressive
due to the fact that they have been achieved in two
weeks of commissioning thanks to the precision of the
beam line simulation. The MORA offline tests are
promising and we are really confident for the first
beam-time experiment which is scheduled for the 17th
of February 2022. First, on-line trapping efficiency and
the polarization degree will be measured. At JYFL,
we hope collecting sufficient statistics for a first D
determination during the years of stay before moving
the setup at GANIL in the DESIR hall which is not
built yet.
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Search for Light Dark Matter with DAMIC-M
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Abstract — DAMIC-M (Dark Matter in CCDs at Modane) is a near-future experiment that aims at searching
for low-mass dark matter particles through their interactions with silicon atoms in the bulk of charge-coupled
devices (CCDs). Pioneer in this technique was the DAMIC experiment at SNOLAB. Its successor, DAMIC-M,
will have a detector mass 25 times larger and will employ a novel CCD technology (skipper amplifiers) to
achieve sub-electron readout noise. Strengthened by these characteristics, DAMIC-M will reach unmatched
sensitivity to the dark matter candidates of the so-called hidden sector. A challenging requirement is to control
the radiogenic background down to the level of a fraction of events per keV per kg-day of target exposure. To
meet this condition, Geant4 simulations are being exploited to optimize the detector design, drive the material
selection and handling, and test background rejection techniques. This proceedings gives an overview of the
project, including the estimated background, and the strategies implemented for its mitigation and characterization.

Introduction

The Standard Model can describe only the 5% of the
energy-matter density of the Universe, while the 27% is
considered to be composed by Dark Matter (DM) [1],
the nature of which is still unknown. Many DM models
and candidates have been proposed. One of the most
popular candidates is a weakly interacting massive par-
ticle (WIMP), with a mass in the few GeV-TeV range.
This particle would induce a nuclear recoil via a scat-
tering process, producing a detectable signal. However,
after decades of search, no WIMP signals have been de-
tected and alternative candidates are becoming more
and more popular. Among them there are the so-called
hidden sector particles [2], which, in contrast with a
WIMP candidate, would induce an electron recoil.

The DAMIC-M (Dark Matter In CCD at Modane)
experiment will look for nuclear and electron recoils in-
duced by dark matter particles in the silicon bulk of
charge-coupled devices (CCDs). With its sub-electron
resolution and low background, it will be leading the
search of MeV-scale DM candidates in the hidden sec-
tor and eV-scale hidden photon. The CCDs are light
sensors commonly used in digital cameras and astro-
nomical telescopes. Their applicability in the search for
DM was successfully demonstrated by DAMIC, the pre-
decessor of DAMIC-M located at SNOLAB. DAMIC-
M will be installed at the Laboratoire Souterrain de
Modane (LSM) in France and it will introduce several
novelties with respect to its predecessor. In fact, the
detector mass will be 25 times lager and it will employ
the so-called skipper CCDs, a novel type of CCD that
achieves sub-electron resolution on the charge measure-
ments [3]. Due to these features and to a low level of
dark current, DAMIC-M will be extremely sensitive to
very feeble ionization signals down to few eV, which are
expected from DM interaction with nuclei or electrons
in the silicon bulk. In particular the silicon’s low nu-

cleus mass ensures a good sensitivity to WIMPs with
masses in the range 1-10 GeV, while its small band
gap ( ∼ 1.1 eV) provides sensitivity to hidden sector
DM-electron interactions. The expected sensitivity to
WIMP-nucleon interactions and to one possible hidden
sector candidate is shown in Figure 1.

To reach these results, DAMIC-M will require a ra-
diogenic background rate of a fraction of d.r.u1, 100
times lower than DAMIC’s one. Thus, an extensive
campaign of innovation of the detector’s technology and
design is ongoing. Geant4 simulations are being ex-
ploited to optimise the detector design, drive the mate-
rial selection and handling, and test background rejec-
tion techniques. In the following, the background mit-
igation strategies which DAMIC-M is going to adopt
will be described. The estimated background level for
one the latest investigated designs will be also provided.

Experimental setup

In its current design, DAMIC-M will employ 200 CCDs,
which are fabricated from n-type, high-resistivity sili-
con wafers. Each CCD features a three-phase polysili-
con gate structure with a buried p-channel and is fully
depleted by applying a potential larger than 40 V to
a thin back-side contact [4]. DAMIC-M CCDs will be
characterized by 6k x 1.5k pixels over a 9 cm x 2.25 cm
area, a thickness of at least 0.675 mm and a mass of
about 5 g.

The operation of a CCD applied to the DM search
is based on the creation of electron-hole pairs due to
nuclear/electronic recoils in the silicon bulk. The pro-
duced ionization charges are drifted by the applied elec-
tric field and diffuse transversely with a spatial vari-
ance proportional to the transit time (or depth of the

11 d.r.u (differential day units) corresponds to 1
event/day/kg/keV.
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Figure 1: Examples of expected sensitivity of DAMIC-
M [5] and exclusion limits compared to other dark mat-
ter searches and theoretical models. Up: exclusion lim-
its for a WIMP-nucleon spin-independent scattering.
The Midgal projection comes from [6]. Bottom: exclu-
sion limit for a DM-electron interaction via a light dark
photon mediator [2].

interaction). This allows a 3D reconstruction of the
energy deposits. The charges are collected and held at
a polysilicon gate until read out. The new DAMIC-M
CCDs will be equipped with skipper amplifiers which
will perform repeated, non-destructive measurements
of the charge in each pixel, in order to damp the read-
out noise (usually about 2 e- rms/pix in conventional
scientific CCDs) to a sub-electron level [3]. Continuous
readout will be used to minimize the accumulation of
charges from leakage current in a pixel before it is read
out. The CCD clocks and output node signal will travel
on low background kapton cables.

The detector design is ongoing. One of the latest
designs is shown in Figure 3. A cryostat vessel houses
the CCDs, hung on a copper support and surrounded
by infrared (IR) shields. Cooling is provided by the
use of liquid nitrogen, whose consumption will be op-
timized by the use of a heat exchanger. The working
temperature is of about 140 K to ensure a low level
of dark current. Most of the components are made of
electro-formed (EF) copper, especially those nearest to
the CCDs, given their very low content of radioactive
isotopes. This material requires a long procedure to be
grown and very high control of the background level to

ensure its high purity. The farther volumes are instead
made of oxygen-free high thermal conductivity (OFHC)
copper which is widely used in cryogenics and is charac-
terized by high chemical purity. A sandwich of electro-
formed copper and ancient lead disks is placed on top
of the CCD stack to shield from the background events
coming from the above detector components. Simu-
lations were used to optimize the disks thickness. A
polyethylene and ancient lead shields with a thickness
of about 40 cm and 20 cm respectively surround the de-
tector to screen it from external neutrons and γ-rays.

Background sources and detector
simulations
In order to be sufficiently sensitive to the feeble inter-
action cross section of dark matter with ordinary mat-
ter, DAMIC-M has to reduce the background level to
a fraction of d.r.u. All the particles able to produce a
signal which mimics the one induced by a dark mat-
ter interaction are considered as background sources.
The main ones are are γ-rays, electrons and neutrons
of radiogenic or cosmogenic origins, from the materials
surrounding the detector or in the silicon bulk.

Neutrons can be created by spallation of cosmic ray
muons on nuclei in the materials around the experi-
ment (prompt cosmogenic neutrons) or via radioactive
processes. They can interact with the nuclei in the de-
tector and induce nuclear recoils. To reduce the back-
ground from prompt neutrons, direct dark matter ex-
periments are hosted in underground laboratories and
are surrounded by a shield of high density polyethy-
lene, which is an excellent neutron moderator. The
radiogenic neutrons can instead be reduced by select-
ing materials with poor content of Uranium (238U) and
Thorium (232Th).

Electrons and γ-rays are produced in the decays in
the materials around and inside the experimental setup.
γ-rays can produce electrons via photoelectric effect,
Compton scattering and e+/e- pair production. Low
energy electrons from Compton scattering are particu-
larly critical at the energies of interest of DAMIC-M.
Detailed measurements of Compton scattered electrons
spectra in the bulk of skipper CCDs are currently being
carried out [7]. The main sources of electrons and γ-
rays are the 238U and 232Th chains, the 40K and the cos-
mogenic isotopes. Cosmogenic isotopes are produced
by spallation of cosmic rays in the detector components,
like the copper or silicon ones. Particularly relevant is
the case of tritium (3H) contamination, as shown by
DAMIC results [8]. The 3H production rate at energies
below 5 keV corresponds to an activity of roughly 0.002
decays/(keV ·kg ·day ) per day of sea-level exposure [9].
Moreover, traces of 32Si and 210Pb can be found in the
silicon bulk or surface. Their nuclei undergo sequen-
tial beta decays whose β spectra extend to the low-
energy region considered for the DM search. Given the
unique spatial resolution of DAMIC-M, analysis tech-
niques looking for spatial correlated events in the silicon
bulk allow to identify these decay chains [10]. To reduce
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the radioactive isotopes contamination of the detector
components, the DAMIC-M collaboration will employ
high purity materials, and will limit the exposure time
to cosmic rays by shielded transportation, underground
storage, and handling in a radon free ambient. Finally,
the flux of γ-rays from the environment is suppressed
by about 20 cm of archaeological lead which has low
level of contamination of 238U and 232Th.

Another approach that DAMIC-M may use to lower
surface background events, due to 210Pb contamination
on CCD, is to remove about 10 µm from the backside
surface of the silicon wafer. This technique would also
result in the removal of the partial charge collection
regions in the back of the CCD, which may lead to
distortions in the low part of the energy spectrum [11].
Finally, further background rejection can be done at
analysis level [12].

The ability to control the backgrounds to the ex-
pected level will be demonstrated by the DAMIC-
M prototype, the so-called Low Background Chamber
(LBC) which was installed at the LSM laboratory in
December 2021 (Figure 2). The detector features two
high-quality 6k × 4k skipper CCDs and is expected to
achieve a background level of few d.r.u. The LBC will
provide a first validation of the background model down
to single electron resolution and some first results on
the dark matter search using DAMIC-M skipper CCDs.

Figure 2: The Low Background Chamber prototype
installed at the LSM.

As stated before, the DAMIC-M detector design is
still under development. The proposed layouts are sim-
ulated to predict the corresponding background level
and drive further design improvements.

The simulated components for the latest design are
shown in Figure 3.

A Geant4 [13] based code has been developed to
simulate the physics processes undergone by a particle
passing through the experimental setup. A code writ-

ten in python (WADERS) is then used to reproduce
the detector response and provide the cluster2 recon-
struction.

Figure 3: Latest simulated detector design. The dif-
ferent colors indicate the material used for the compo-
nents: OFHC (orange), EF copper (red), lead (black),
kapton (green), silicon (blue). The oring component,
made of viton, is not visible in the figure and it is lo-
cated between the Cryo and the Vacuum Cu can.

The radioactive isotopes are uniformly simulated in
the bulk of the detector components, choosing only the
proper ones depending on the volume material. The
following isotopes from the 238U and 232Th chains are
considered: 210Pb, 210Bi, 212Pb, 212Bi, 214Pb, 214Bi,
234Th, 234Pa, 228Ac, 208Tl. The cosmogenic isotopes
from copper activation are included: 60Co, 56Co, 57Co,
58Co, 54Mn, 59Fe, 46Sc. The 40K and the 87Rb isotopes
are also considered because traces of them can be found
in epoxy and copper. The components of a radioactive
chain are simulated separately. The background rate
is obtained for each isotope scaling the cluster energy
spectrum by a proper scale factor f:

f =
nbins ·Aiso ·mvol

∆E ·Ndecays ·Mdetector
(1)

where nbins/∆E is the bin width, Aiso is the activity
of the isotope in decays/kg/day, mvol is the mass in
kg of the volume of the detector in which the radioac-
tive element is simulated, Mdetector is the mass of the
whole sensitive detector in kg and Ndecays is the num-
ber of simulated events. The used isotope activities are
measured at SNOLAB for the DAMIC experiment or
provided by the material suppliers. An assay program
is ongoing for all the DAMIC-M detector materials.

The activity of the cosmogenic isotopes is calculated
based on the time of exposure to cosmic rays (Texp), the
time spent underground before data collection ( Tcool)
and the running time of the experiment (Trun):

A = S·(1−e−λTexp)·e−λTcool ·(1−e−λTrun)/(λTrun) (2)

where λ = log(2)/t1/2, t1/2 is the half life of the iso-
2A cluster is a set of charged contiguous pixels.
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tope and S is the cosmogenic production rate [14]. The
exposure time, cooling time and run time of the OFHC
components were assumed of 3, 6 and 12 months re-
spectively.

The rate of background events is estimated by a fit
to a constant in the energy interval between 2-7.5 keV.
This energy range is chosen to exclude the silicon and
copper fluorescence Kα emission peaks at 1.7 keV and
8 keV, respectively. The total background estimation
for the design showed in Figure 3 is reported in Figure
4 .

Figure 4: Contribution to the background rate of each
detector component. A preliminary total background
rate is 0.3 d.r.u. For the cosmogenic isotopes in the EF
copper components, it was assumed Texp = 10 days,
Tcool = 6 months and Trun= 1 year. The external lead
shield is not included in the simulated design.

The total background rate is less than 0.3 de-
cays/day/keV/kg. The major contributors are the kap-
ton cables, the additional lead shield and the cosmo-
genic isotopes in all the EF copper components. For
the latter, it was assumed an exposure time of 10 days,
a cooling time of 6 months and a running time of 1
year, resulting in a cosmogenic contribution of 0.06
d.r.u. This result decreases by a factor 10 if Texp=1
day and increases by a factor 3 if Tcool=0.

The external shielding has not been designed yet.
Preliminary simulations suggest that the external lead
shield contribution would be comparable with the ac-
tual total background rate. Further investigations are
ongoing to proper design it and damp its impact on the
background budget.

Conclusions
DAMIC-M is a near-future experiment that aims at
searching for low mass WIMP or hidden sector dark
matter particles via their interactions in the bulk of
CCDs. A major challenge for DAMIC-M is to lower
the radiogenic background to a fraction of d.r.u. To this
end, simulations are being performed to drive the de-
tector design and the material selection and handling.
The design is not yet finalized but current results show
that the background level goal is within reach. The ma-
jor contributors are the cables, the cosmogenic isotopes
in the electro-formed copper components, and the ad-
ditional lead shield. Pivotal to better background pre-
dictions are precise measurements of radiogenic isotope

activities. An assay program is therefore ongoing. The
validity of simulations, especially at low energies, will
be tested with the LBC which has been successfully
installed at the LSM at the end of 2021.

Acknowledgements
The author is supported by the CNRS-University of
Chicago fellowship program. The DAMIC-M project
has received funding from the European Research
Council (ERC) under the European Union’s Horizon
2020 research and innovation programme Grant Agree-
ment No. 788137

References
[1] N. Aghanim et al. [Planck], Astron. Astrophys.

641 (2020), A6 [arXiv:1807.06209].

[2] R. Essig, J. Mardon and T. Volansky, Phys. Rev.
D 85 (2012), 076007 [arXiv:1108.5383].

[3] J. Tiffenberg et al. [SENSEI], Phys. Rev. Lett. 119
(2017) no.13, 131802 [arXiv:1706.00028].

[4] A. Aguilar-Arevalo et al. [DAMIC], Phys. Rev. D
94 (2016), 082006 [arXiv:1607.07410].

[5] P. Privitera for the DAMIC-M collaboration, in
proceedings of TAUP Conference (2019).

[6] S. Knapen, J. Kozaczuk and T. Lin,
[arXiv:2011.09496].

[7] J. Cuevas-Zepeda, D. Norcini, P. Privitera, APS
April Meeting (2021).

[8] A. Aguilar-Arevalo et al. [DAMIC], Phys. Rev.
Lett. 125 (2020), 241803 [arXiv:2007.15622].

[9] R. Saldanha, R. Thomas, R. H. M. Tsang,
A. E. Chavarria, R. Bunker, J. L. Burnett,
S. R. Elliott, A. Matalon, P. Mitra and A. Piers,
et al.Phys. Rev. D 102 (2020) no.10, 102006
[arXiv:2007.10584].

[10] A. Aguilar-Arevalo et al. [DAMIC],
[arXiv:2011.12922].

[11] G. Fernandez-Moroni, K. Andersson, A. Botti,
J. Estrada, D. Rodrigues and J. Tiffenberg,
[arXiv:2007.04201].

[12] A. Aguilar-Arevalo et al. [DAMIC],
[arXiv:2110.13133 [hep-ex]].

[13] S. Agostinelli et al. [GEANT4], Nucl. Instrum.
Meth. A 506 (2003), 250-303.

[14] M. Laubenstein, G. Heusser, Appl Radiat Isot. 67
(2009), 750-754.

doi:10.1051/0004-6361/201833910
doi:10.1051/0004-6361/201833910
doi:10.1103/PhysRevD.85.076007
doi:10.1103/PhysRevD.85.076007
doi:10.1103/PhysRevLett.119.131802
doi:10.1103/PhysRevLett.119.131802
doi:10.1103/PhysRevD.94.082006
doi:10.1103/PhysRevD.94.082006
doi:10.1103/PhysRevLett.125.241803
doi:10.1103/PhysRevLett.125.241803
doi:10.1103/PhysRevD.102.102006
doi:10.1016/S0168-9002(03)01368-8
doi:10.1016/S0168-9002(03)01368-8
doi: 10.1016/j.apradiso.2009.01.029
doi: 10.1016/j.apradiso.2009.01.029


Measurement of CP -violating observables in
B0 → D∗+µ−νµ decays at the LHCb experiment

Vlad DEDU

Aix Marseille University, CNRS/IN2P3, CPPM, Marseille, France

Abstract — Hints on effects beyond the Standard Model (SM) have emerged lately in studies of b → cℓν
transitions. These discrepancies are present in the measurements of the ratios of branching fractions of the B
mesons into final states with tau-leptons and muons such as RD and RD∗ . Additional studied are needed to
constrain and distinguish between the various NP models proposed to explain these anomalies. We aim to perform
the first measurement of CP -violation in a semileptonic b → cℓν transition, namely in B0 → D∗+µ−νµ at the
LHCb experiment. Due to the presence of NP, CP -violating effects can appear in the angular distribution. Here I
report the first CP -violating sensitivity estimates, the technique employed for the kinematic recontruction of the
decay and discuss the possible sources of systematic uncertainties.

Introduction

Intriguing hints on possible deviations from the pre-
dictions of the Standard Model (SM) are reported in
the studies of the b → cℓν transitions . At present,
the discrepancies are present in the measurements of
the ratios of branching fractions of the B mesons into
the final states involving tau-lepton and muon, such
as RD∗ ≡ B(B0 → D∗+τ−ντ )/B(B0 → D∗+µ−νµ) [1]
and RJ/ψ ≡ B(B−

c → J/ψτ−ντ )/B(B−
c → J/ψµ−νµ)

[2]. To confirm or disprove these deviations, as well
as to distinguish between various New Physics (NP)
models that could explain these anomalies, one has to
study other experimental observables. CP -violating ob-
servables in the semileptonic decays were suggested as
promising means to differentiate various NP scenarios.

In this analysis, we aim to perform the first study
of the CP -violating observables in the b → cℓν tran-
sitions, namely in the decay B0 → D∗+µ−νµ[3] using
data collected by the LHCb detector at CERN.

The LHCb detector

The LHCb detector is one of the four main experiments
at the LHC collider at CERN and its main purpose is
to study and measure rare decays of beauty and charm
hadrons and the CP -violation parameters these decays
give access to. At the high centre-of-mass energy the
LHC is operated at, proton-proton collisions produce
bb quark pairs at small angles with respect to the beam
axis, in forward or backward directions. The LHCb
detector takes advantage of this by having a forward
geometry, covering the pseudorapidity range 2 < η < 5
[4]. With very efficient tracking and excellent parti-
cle identification, the LHCb detector is able to perform
high precision measurements of CP -violation parame-
ters and rare decays of beauty and charm hadrons.

Analysis overview

In the SM, semileptonic decays such as B0 → D∗+µ−νµ
proceed via a single b → cℓν tree-level weak transition
and can not violate CP , since CP -violation requires at
least two interfering amplitudes with different weak and
strong phases. However, even if additional NP ampli-
tudes interfere with the SM one, for semileptonic de-
cays the hadronic transition is the same b → c quark
transition, such that the strong phase will be the same
and there will still be no CP -asymmetry in the total
rate of the decay. However, CP -violating effects in
B0 → D∗+µ−νµ decays are still possible in the angular
distribution [3].

The differential decay rate of the B0 → D∗+µ−νµ
process is obtained by taking the spin-summed squared
amplitude, where all possible contributions (SM + NP)
are included in the total amplitude. This is achieved
by taking the most general effective Hamiltionian with
all NP Lorentz structures, given by:

HNP
eff =

GFVcb√
2

∑
i

giOi + h.c., i = S, P, L, R, T, (1)

where the Oi operators with scalar (S), pseudoscalar
(P), left-handed vector (L), right-handed vector (R)
and tensor (T) Lorentz structures are given by:

OS = cb ℓ(1− γ5)ν
OP = cγ5b ℓ(1− γ5)ν
OL = cγµ(1− γ5)b ℓγµ(1− γ5)ν
OR = cγµ(1 + γ5)b ℓγµ(1− γ5)ν
OT = cσµν(1− γ5)b ℓσµν(1− γ5)ν.

We note that in the SM, Heff is only proportional to
OL while all the NP gi couplings are zero. However, in
general, the gi couplings are non-zero and they can be
complex.
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The full angular distribution of the B0 → D∗+µ−νµ
decay with all possible NP contributions is derived and
is given in Eq.2. The decay is considered as B0 →
D∗+W−, where the D∗+ decays to D0π and the W−

decays to µ−νµ.The angular distribution is expressed
in terms of the three helicity angles θl, θD and χ, shown
in Fig. 1, and q2, the invariant mass squared of the two-
lepton system. In Fig. 1, θD is defined as the polar
angle of the D meson in the D∗ rest frame, θl is the
polar angle of the µ in the W− rest frame, while χ is
the azimuthal angle between the two decay planes.

Figure 1: Definition of helicity angles in B0 → D∗+(→
D0π)µ−νµ

d4Γ

dq2 d cos θℓ d cos θ∗ dχ
=

3

8π

G2
F |Vcb|2(q2 −m2

ℓ)
2|pD∗ |

28π3m2
Bq

2

× B(D∗+ → D0π+)

(
N1 +

mℓ√
q2

N2 +
m2

ℓ

q2
N3

)
.

(2)

The angular distribution contains three types of an-
gular terms: the unsuppressed ones, denoted by N1 and
the ones suppressed by factors of mℓ/

√
q2 and m2

ℓ/q
2

denoted by N2 and N3, respectively. The unsuppressed
angular terms are give in Table 1. The terms whose co-
efficients are Im(AiAj) are the CP -violating ones and
they are all proportional to sinχ. Here, Ai and Aj are
two different amplitudes. These angular terms must be
looked at in decays of both B0 and B0, since by CP-
conjugation both the weak phase and the azimuthal
angle χ change sign. Therefore, if angular terms with
the same sign proportional to Im(AiAj) are found for
both the B0 and its CP -conjugate decay, this would
signal CP -violation.

Table 2 shows the CP -violating angular terms along
with the NP couplings they are proportional to. From
this table it can be seen that information about the gR,
gP and gT NP couplings can be extracted. For example,
if the angular term sin 2θℓ sin 2θ

∗ sinχ were measured
to be nonzero it would imply that Im(A⊥A∗

0) ̸= 0 such
that gR ̸= 0 and that gR has a different weak phase
than (1 + gL). Therefore, meaningful constraints can
be placed upon the NP couplings which can be used to
distinguish between different NP models that have been
proposed to explain the b-anomalies, such as leptoquark
models or W

′± models.

Table 1: Terms in the N1 part of the angular distribu-
tion [3]

Amplitude in N1 Angular function
|A0|2 4 sin2 θℓ cos

2 θ∗

|A⊥|2 2 sin2 θ∗(cos2 χ+ cos2 θℓ sin
2 χ)

|A∥|2 2 sin2 θ∗(cos2 θℓ cos2 χ+ sin2 χ)
|A∥,T |2 32 sin2 θℓ sin

2 θ∗ cos2 χ
|A⊥,T |2 32 sin2 θℓ sin

2 θ∗ sin2 χ
|A0,T |2 64 cos2 θℓ cos

2 θ∗

|ASP |2 4 cos2 θ∗

Re(A∥A∗
⊥) −4 cos θℓ sin2 θ∗

Re(A0A∗
∥) −

√
2 sin 2θℓ sin 2θ

∗ cosχ

Re(A0A∗
⊥) 2

√
2 sin θℓ sin 2θ

∗ cosχ
Re(A∥,TA∗

SP ) 8
√
2 sin θℓ sin 2θ

∗ cosχ
Re(A0,TA∗

∥,T ) 16
√
2 sin 2θℓ sin 2θ

∗ cosχ
Re(A0,TA∗

SP ) 32 cos θℓ cos
2 θ∗

Im(A⊥A∗
0) −

√
2 sin 2θℓ sin 2θ

∗ sinχ
Im(A∥A∗

⊥) 2 sin2 θℓ sin
2 θ∗ sin 2χ

Im(ASPA∗
⊥,T ) −8

√
2 sin θℓ sin 2θ

∗ sinχ
Im(A0A∗

∥) −2
√
2 sin θℓ sin 2θ

∗ sinχ

Table 2: Unsuppressed CP -violating terms in the an-
gular distribution and their NP couplings [3]

Coupling Angular function
Im[(1 + gL + gR)(1 + gL − gR)

∗] −
√
2 sin 2θℓ sin 2θ

∗ sinχ
Im[(1 + gL − gR)(1 + gL + gR)

∗] 2 sin2 θℓ sin
2 θ∗ sin 2χ

Im(gP g
∗
T ) −8

√
2 sin θℓ sin 2θ

∗ sinχ
Im[(1 + gL − gR)(1 + gL + gR)

∗] −2
√
2 sin θℓ sin 2θ

∗ sinχ

In order to perform the measurement of the CP -
violating terms in a model-independent way, instead of
fitting, the distributions are projected onto the Fourier
basis functions, i.e. sines and cosines of the three an-
gles. In this way, the coefficients of the angular terms
are obtained by taking the Fourier transform of the
scattered data. This is equivalent to taking the dis-
crete sum of the angular function fi for each event k:

ci =

∫
P (θℓ, θD, χ)fi(θℓ, θD, χ)dθℓdθDdχ

=
∑
k

fi(θ
(k)
ℓ , θ

(k)
D , χ(k)).

(3)

Therefore, the coefficients of the Fourier expansion
in the three angles will carry the information about the
Im(AiAj) x which consequently carry the information
about the NP couplings shown in Table 2.

Neutrino reconstruction

The semileptonic B0 → D∗+µ−νµ decay has a neutrino
in the final state which is not reconstructible in the
detector. This causes a complication in reconstructing
the helicity angles needed for this analysis. In order
to reconstruct the neutrino, an approximation based
on the decay topology using the B-meson line of flight
between the primary vertex (PV) and the B-vertex is
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employed. [5]
Although this method provides a way to estimate

the B0, or alternatively the ν momentum, it is still just
an approximation. In order to improve this first ap-
proximation, the Decay Tree Fitter (DTF), an LHCb
specific algorithm was used. The DTF makes a pa-
rameterization of the decay chain in terms of vertex
positions, decay lengths and momenta and performs a
refit of the decay tree in which some known param-
eters are constrained. The algorithm is described in
[6]. In this analysis, the DTF is used to refit the full
B0 → D∗+µ−νµ decay chain including the first esti-
mation for the neutrino momentum. The DTF uses
the full information about the decay tree, including the
correlations between the kinematic and topological pa-
rameters of the event. In this way, the precision in
reconstructing the four kinematical parameters of the
decay, three helicity angles and q2 is improved.

Figures 2,3,4 and 5 show the resolution of these pa-
rameters before and after the refit. The effect of the
DTF can be clearly seen, as it improves the resolution
of the angles by about 10 %.

Sensitivity study

In order to study the sensitivity to measuring CP -
violation in B0 → D∗+µ−νµ at LHCb, a large simula-
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Figure 2: Resolutions of the helicity angle θD before
(black) and after (red) the DTF.
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Figure 3: Resolutions of the helicity angle θell before
(black) and after (red) the DTF.
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Figure 4: Resolutions of the helicity angle χ before
(black) and after (red) the DTF.
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Figure 5: Resolutions of the q2 before (black) and after
(red) the DTF.

tion sample generated with a SM amplitude was used to
calculate CP asymmetries in the SM as well as in differ-
ent NP scenarios. For this purpose, the HAMMER tool
[7] was used to reweigh the MC sample from the gener-
ation amplitude to any desired NP amplitudes. This is
achieved by specifying a Form Factor (FF) scheme and
the complex Wilson coefficients corresponding to the
different complex couplings (gi) in Eq.1. The basis of
the NP operators is defined according to the following
equation:

L =
4GF√

2
VcbcXY (cΓXb)(ℓΓY ν) (4)

where cXY are the Wilson coefficients. The reweigh-
ing from the old to the new theory is done via a com-
putation of the of the ratio of differential rates using
true-level information:

wi =
Γold

Γnew
dΓnew/dPS

dΓold/dPS
(5)

where the ’new’ theory can contain extra scalar, vector
or tensor couplings, as shown in Eq. 1.

An example of the sensitivity is illustrated in
Fig. 6, where the coefficient of the angular function
sin 2θℓ sin 2θD sinχ is shown as a function of the imagi-
nary part of the gR coupling. Using HAMMER, the MC
sample was reweighed to the NP case where Re(gR) = 0
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and Im(gR) varying from 0.1i to 1i. The coefficient of
the angular function is calculated according to Eq. 3.
The five different set of points in the plot show the co-
efficient of the angular term in different q2 bins. This
is done to make sure that the CP -asymmetry does not
average out when integrating over q2. The five q2 bins,
i.e. 0-1.5 GeV2, 1.5-3 GeV2, 3-5.5 GeV2, 5.5-8 GeV2

and 8-10 GeV2 were chosen such that there is roughly
the same amount of events in each of them.

Figure 6: Sensitivity plot of CP -asymmetry due to pres-
ence of gR NP coupling. The five sets of points show
different q2 bins. Y-axis shows the coefficient of the
CP -violating angular term sin 2θℓ sin 2θD sinχ. X-axis
shows the magnitude of the imaginary part of the gR
coupling.

The plot in Fig. 6 is based on a sample size of around
three million simulated B0 → D∗+µ−νµ events, which
is roughly the yield of B0 → D∗+µ−νµ in the currently
available LHCb dataset collected in 2009-2018. The
statistical error bars on the points are of the order of
0.1%, hence they are hardly visible in the plot. The
first point in the plot, where Im(gR) = 0, is equivalent
to the SM case where there is no CP -asymmetry, i.e.
the coefficient of the angular term is zero. It can be
seen that as the phase of the gR coupling is increased,
the CP -asymmetry becomes larger, up to about 4% in
the case of the second and third q2 bins.

Systematic uncertainties

Although this analysis is theoretically clean since there
is no CP -violation in the SM, it is sensitive to effects
that could fake CP -asymmetry. As seen in Sec. 10,
all CP -violating terms are proportional to sinχ. Since
the neutrino is reconstructed from the topology of the
decay, i.e. PV and secondary vertices, nonzero angular
terms proportional to sinχ in fact reflect an asymme-
try of the PV with respect to the observable D0µ−νµ
plane. Experimental effects such as detector misalign-
ments or non-uniformities in the tracking efficiency can
introduce a bias in the CP -asymmetry. To address this,
angular terms that should be zero even in the case of
NP can be used to control these systematic effects at
the 0.1% level. Another source of systematic uncer-
tainties is the CP -violation in the backgrounds. In the

case of semileptonic backgrounds, where there is no CP -
violation in the SM, the magnitude of this systematic
uncertainty can be estimated with HAMMER, in a sim-
ilar manner as for the signal decay. The other possibil-
ity is CP -violation in double-charm backgrounds, such
as B0 → D+D−. CP -violation in this type of decays is
possible in the SM and their contribution can be either
assigned an upper limit or be dealt with separately.

Conclusions
In order to constrain the current NP models that ex-
plain the discrepancies seen in b → clν transitions, a
measurement of the CP -asymmetries generated by NP
in the angular distribution of the B0 → D∗+µ−νµ de-
cay is the scope of this analysis. In order to avoid being
model dependant, instead of fitting, the measurement
of the coefficients of the NP angular terms is realized by
Fourier transform of the scattered data. An improve-
ment of about 10% was achieved on the resolution on
the kinematic parameters of the decay, three helicity
angles and q2. The sensitivity study showed a mag-
nitude of CP -violation of about 4% with a statistical
uncertainty of about 0.1%. Finally, since systematic
effects that can introduce a bias in the CP -asymmetry
need to be taken into account, a prospect on how we
aim to control the various sources of systematics was
given.
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Higgs pair production in bb̄γγ final state with
ATLAS Run 2 at LHC
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Abstract — The Higgs boson pair production is crucial for measuring the Higgs self-coupling and allows to
search for new resonances. In this proceeding, the recent results of Higgs pair production in the two bottom
quarks plus two photons final state [1] are introduced, using 139 fb−1 of proton-proton collision data at

√
s = 13

TeV recorded with the ATLAS detector with CERN Larger Hadron Collider. No clear signal is observed.
Observed (expected) upper limit of non-resonant HH cross section is set to be 4.2 (5.7) times the SM prediction
at 95% confidence level. The Higgs trilinear coupling modifier κλ is constrained to [−1.5, 6.7] ([−2.4, 7.7]) for
observed (expected) case at 95% confidence level. Observed (Expected) upper limits of new resonant spin-0
particle production cross section (pp → X → HH) under a narrow width approximation, are derived in func-
tion of mX (251 GeV < mX < 1 TeV), ranging from 610 fb to 47 fb (360 fb to 43 fb) depending on mass hypothesis.

Introduction

The Higgs boson self-coupling provides information
about the shape of the Higgs potential, and about sta-
bility of vacuum. A direct probe of the Higgs self-
coupling is possible by studying Higgs boson pair pro-
duction. In the Standard Model (SM) scenario, the
Higgs potential is in form of a Mexican hat, and de-
scribed by a scalar filed Φ, as shown in Eq. 1.

V = µ2Φ†Φ+ λ(Φ†Φ)2 (1)

The special structure of the Higgs potential comes from
µ2 < 0. It leads to the non-zero and degenerate vac-
uum bound states, lying on a ring in the horizontal
plane, where each bound state is asymmetric under
the rotation along the z-axis. The well-known Higgs
mechanism successfully describes the mass generation
for electroweak vector bosons and fermions, through a
spontaneous symmetry breaking. The Higgs potential
can be re-expressed in a new form in Eq. 2, by writing
Φ = 1√

2
(v + h), where v is the vacuum expectation of

the field, and h is the Higgs field.

V = λv2h2 + λvh3 +
λ

4
h4 (2)

v =

√
−µ2

λ
(3)

After the spontaneous symmetry breaking, the new
Higgs potential predicts the Higgs mass and its self-
couplings:

mH =
√
2λv2

λ3h = 3!λv (4)
λ4H = 3!λ

The Higgs boson was discovered in 2012 by both the
ATLAS and CMS experiments at LHC, with a mass
measured around 125 GeV. If SM is powerful enough
to be the ultimate theory of nature, the vacuum expec-
tation value v is fixed by the Fermi constant GF , i.e.
v = (

√
2GF )

−1/2 = 246 GeV, thus giving a prediction
of λ in SM of 0.13.
In experimental point of view, a direct measurement
of λ is feasible by probing the Higgs trilinear coupling
via pair production. At leading order (LO), the Higgs
pair production is mainly produced via gluon-gluon fu-
sion (ggF), with a minor contribution from vector bo-
son fusion (VBF). As shown in Fig. 1 and Fig. 2,
the ggF production involve a triangle and a box dia-
gram. The Higgs self-coupling emerges in the triangle
diagram, with κλ = λ3h/λ

SM
3h as self-coupling modifier

defined to be the Higgs self-coupling normalized to the
SM prediction. The SM predicts a destructive inter-
ference between the two ggF processes. The total cross
section is predicted as 32.74 fb in the SM. Since no peak
emerges in the di-Higgs invariant mass spectrum, such
kind of process is denoted as non-resonant signal.

Figure 1: Triangle Feynman diagram of non-resonant
HH production.

In some beyond-Standard-Model (BSM) scenarios,
anomalous Higgs self-coupling would cause deviations
with respect to the SM prediction, that may be within
the sensitivity reach of the current pp collision data.
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Figure 2: Box Feynman diagram of non-resonant HH
production.

On the other hand, many BSM theories predict exis-
tence of new heavy scalar particle. Analysis has been
performed by searching for new spin-0 particles with
mass in range between 251 GeV and 1 TeV, under a
narrow width approximation. In this case, the signal is
denoted as resonant one. Fig. 3 shows the production
of new scalar X via ggF, that afterwards decays into
two SM Higgs bosons.

Figure 3: Feynman diagram of resonant HH production
with a new scalar as intermediate particle.

In this proceeding, the Higgs pair production in two
bottom quarks and two photons is introduced. Sec. 11
shows a brief introduction of the ATLAS detector, Sec.
11 introduces the signal and background samples, Sec.
11 summarizes the analysis selection and optimization.
The results are presented in Sec. 11.

The ATLAS detector

The ATLAS detector at CERN consists of an inner de-
tector (ID), surrounded by a 2 T magnetic field, a elec-
tromagnetic calorimeter (ECAL), a hadronic calorime-
ter (HCAL) and a muon spectrometer (MS), from the
innermost to outermost radius. The detector covers al-
most the entire solid angle of the pp collisions.
The ID measures the transverse momentum of charged
particles, with an insertable b-layer (IBL) designed for
b-tagging. The calorimeter system covers the pseu-
dorapidity range |η| < 4.9. The ECAL is used to
measure energy of electrons and photons, the HCAL
is provided by the steel/scintillator-tile calorimeter, in
order to measure jet energy. The MS is incorporated
with three large superconducting air-core toroidal mag-
nets, and used to measure the transverse momentum of
muons.
More details of the ATLAS detector are described in
Ref. [2].

Data and simulated samples

For non-resonant analysis, signal samples with different
κλ values are generated or emulated by a reweighting
technique. The di-Higgs invariant mass distributions
under different κλ hypotheses by gluon-gluon fusion
production are shown in Fig. 4. For resonant, differ-
ent mX scenarios of the new scalar are studied, ranging
from 251 GeV to 1 TeV.

Figure 4: Invariant mass distributions of two photons
and two b-jets under different κλ hypotheses, via gluon-
gluon fusion.

The main background for both non-resonant and reso-
nant analysis, is the diphoton plus additional jets pro-
cess, denoted as γγ continuum. In this search, the sin-
gle Higgs production also appears as a small fraction of
background, including ggF, VBF, ttH, VH productions.
For resonant analysis, the SM non-resonant production
is considered as additional background as well.
The proton-proton collision data used in this search, is
collected at a center of mass energy of 13 TeV, with an
integrated luminosity of 139 fb−1.

Event selection

The analysis firstly proceeds events with dedicated
di-photon triggers.
Events with two photon candidates are selected, that
photons are reconstructed in the ECAL, and a tight
likelihood-based identification criteria is applied to
distinguish photons with respect to other particles.
Furthermore, in order to reject photons from hadrons
decay, the selected photons are required to be isolated
from other particles or activities in the detector. The
two photons are afterwards used for constructing Higgs
candidates, thus a cut is applied on diphoton invariant
mass, i.e. mγγ ∈ [105, 160] GeV.
b-jets are those coming from b quark hadronization,
and a dedicated b-tagging algorithm is used to extract
them from jets originated from light flavor quarks and
gluons. In this analysis, events with two b-jets in the
final state are selected.
Presence of leptons is forbidden by applying a lepton
veto, specifically to reduce the top background.
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Further selection is respectively optimized for non-
resonant and resonant signals, using boosted decision
trees (BDT). For non-resonant signal, according to
Fig. 4, there is a clear dependency of the di-Higgs
mass on κλ. Subsequently, two BDTs have been
trained respectively in high mass and low mass regions
splitting at 350 GeV. For high mass BDT, the SM
(κλ = 1) is used for training, while κλ = 10 signal is
used for low mass BDT. The high mass BDT score is
shown in Fig. 5 for different κλ signals, backgrounds
and observed data. Signal-enhanced regions are
considered for the final results, and four categories are
defined with optimized BDT cut.

Figure 5: The BDT output in the high mass region.

For resonant case, BDTs are trained simultaneously
for all the signals with different mass hypotheses, and
respectively against γγ continuum and single Higgs
background. A quadratic combination is performed
for the two BDT outputs. The combined BDT score
distribution is shown in Fig. 6 for mass hypothesis
of 300 GeV. Eventually, a hypothesis-depend di-Higgs
mass window cut is applied for each signal mass
scenario.

Figure 6: The BDT output for resonant signal mX =
300 GeV.

Results

The statistical results are derived by performing a
maximum likelihood fit with observed data, using the
diphoton invariant mass as discriminant variable. Dou-
ble sided crystal ball function is chosen to describe the
mγγ distribution of non-resonant and resonant signals,
as well as single Higgs background. The γγ continuum
background is modelled by an exponential function.
For non-resonant case, a simultaneous fit is performed
with all the four categories. For resonant analysis, each
mass scenario is treated separately. The background-
only fit results are shown in Fig. 7 for non-resonant
analysis, and in Fig. 8 for resonant signal mX = 300
GeV. No clear discrepancy has been found under the
background-only hypothesis. Upper limit of the sig-

Figure 7: Background-only fit in the non-resonant high
mass BDT tight category.

Figure 8: Background-only fit of resonant analysis for
mX = 300 GeV.

nal strength is derived at 95% confidence level (CL),
using the CLs method, where the signal strength is
defined as the production rate normalized to the SM
prediction. Assuming the SM self-coupling, a 95% CL
observed (expected) limit of 4.2 (5.7) on signal strength
has been determined. In addition, the upper limits are
derived in function of κλ, that further deduce an ob-
served (expected) κλ limit interval as [-1.5, 6.7] ([-2.4,
7.7]) as shown in Fig. 9. The upper limits of cross
section for resonant signals are presented in Fig. 10.
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Figure 9: The cross section upper limits in function of
κλ.

Figure 10: The cross section upper limits in function of
mX .

Conclusions

Searches for non-resonant and resonant Higgs boson
pair production are performed in the bb̄γγ final state
using 139 fb−1 of 13 TeV pp collision data collected
with the ATLAS detector at the LHC. No significant
excess above the Standard Model background expecta-
tion is observed.
A 95% CL upper limit of 130 fb is set on the non-
resonant production cross section, where the expected
limit is 180 fb. The observed (expected) limit corre-
sponds to 4.2 (5.7) times the cross section predicted
by the Standard Model. Constraints on the Higgs bo-
son self-coupling are also derived and limits of −1.5 <
κλ < 6.7 are obtained, where −2.4 < κλ < 7.7 is ex-
pected. For resonant production of a scalar particle
X → HH → bb̄γγ, upper limits on the production
cross section are obtained for the narrow-width hypoth-
esis as a function of mX . The observed (expected) up-
per limits are in the range 610-47 fb (360-43 fb) for
251 ≤ mX ≤ 1000 GeV. Compared to the previous AT-
LAS result based on 36 fb−1 of 13 TeV pp collisions
[3], a general factor of 5 improvement has been seen,
which nearly benefits from the increase of luminosity,
the improvement on flavour tagging and the selection
optimization.

Outlook
Combinations have been performed with different HH
decay channels, including bb̄γγ, bb̄ττ and bb̄bb̄ with the
current full Run 2 data [4].
A future upgraded accelerator called high luminosity
LHC (HL-LHC) has been proposed, with an integrated
luminosity of 3000 fb−1, and an increase of the center
of mass energy from 13 TeV to 14 TeV. The projection
from the current 139 fb−1 results to HL-LHC has been
made and recently published [5].
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Abstract — The Standard Model of particle physics is the model that best describes our current knowledge
of elementary particles and their interactions. However, it is not complete enough to explain everything. For
this reason, experiments like ATLAS tries to find the constituents of New Physics beyond the Standard Model.
In order to analyse the data produced by these experiments, Machine Learning is a very popular tool. We will
present a new way to search for New Physics combining an anomaly detection algorithm based on unsupervised
Machine Learning and a model independent bump hunting tool. A concrete example of application will be given
using the data from the LHC Olympics 2020 challenge.

Introduction

The Standard Model (SM) is the most successful model
in particle physics. It describes all the known particles
and their interactions. The list of elementary particles
and interactions is presented on figure 1. So far all
the experimental results obtained in the past decades
agree with the model predictions up to a high level of
precision. But is this theory really complete ?

Figure 1: Figure representing all the generation of
matter particles (fermions), the interaction mediators
(gauge bosons) and the Higgs boson.

In fact, a fair number of observations reveal the lim-
itation of the SM. For example, the gravitational force,
as well as oysters, are not described in this theory. The
same goes for the Dark Matter for which we have many
indirect proof of existence. All these "missing pieces"
in the SM tell us we need to find a more general theory
Beyond the Standard Model (BSM).

In order to test the limit of the SM and to find the

proof of such BSM theory, we need some experiments.
The ATLAS experiment [1] is one of them (see schemat-
ics on figure 2). It is one of the 4 main experiments
based along the Large Hadron Collider at CERN [2].
At the center of the detector, two beams of high energy
particles (protons, heavy ions, ...) enter in a collision.
From these collisions heavy particles are produced, and
their decay products can be detected. ATLAS collects
a huge amount of collision data and New Physics could
be hidden somewhere in this data.

Figure 2: Schematics of The ATLAS detector.

This paper will present new techniques to search for
New Physic in such a dataset. Then, these techniques
will be included in a model independent analysis strat-
egy. Finally, this strategy will be applied on a bench-
mark dataset provided by the LHC Olympics 2020 chal-
lenge [3].

Machine Learning and anomaly
detection

A very popular tool in High Energy Physics (HEP) for
the analysis of massive and complex datasets is Ma-
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chine Learning (ML). This is an ensemble of algorithms
that can be trained to perform a specific task. For the
search of New Physics in collision data, there are 2 main
ways of using ML.

The first one is to use a mix of background (SM)
and signal (BSM) events in order to train a model to
differentiate the two classes. This is called supervised
ML. After training this model will tell us to which class
unknown events belong. Such techniques imply that
we know in advance what we are looking for. So we
need both accurate background simulation and a signal
hypothesis to train the model. But in the case of BSM
searches, we have no way to know in advance if the
signal hypothesis is a good one or not. There have
been many attempts using supervised ML techniques,
but no new particles have been found so far.

The second strategy is to train a model to learn the
general behaviour of an unknown dataset. This is called
unsupervised ML. After training, the model can tell us
how anomalous new events are with respect to the norm
it has learnt. In this case, we don’t need to know ex-
actly what we are looking for, making such a technique
model independent. Also, this class of model can iden-
tify rarer events as being the more anomalous. This is
what we call an anomaly detection algorithm. In our
case, New Physics event can be seen as an anomaly
with respect to the SM. This is this kind of technique
that we will use in our strategy.

Analysis strategy
The strategy we developed is the following :

• Train an unsupervised ML model for anomaly de-
tection

• Apply the trained model on unknown events in
order to assess their anomaly score

• Select the most anomalous events (where the New
Physic could be)

• Compare the distribution of selected events with
the distribution before selection and look for a de-
viation

This strategy is based on the fact that New Physic event
are very rare. Thus, they can’t be identified as being
the norm.

The first ML model that comes into mind for
anomaly detection is the Auto-Encoder algorithm
(AE). This is a Neural Network architecture composed
of an input layer, a hidden layer of smaller size, and
an output layer with the same size as the input. The
objective of the AE is to learn how to reconstruct the
input data by compressing its information into the hid-
den layer (latent space). In other words, the algorithm
must learn the best latent representation in order to
achieve the smallest reconstruction error. To train a
Neural Network, we need a loss function that must be
minimized by updating the weights of the model. This
loss function gives the objective of the algorithm. In

the case of the AE, the reconstruction error, which can
be defined as the Euclidean distance between output
and input, can be used as loss function. In order to
apply this model to anomaly detection we also need an
anomaly score that tells how anomalous an event is.
Since the rarer events (anomaly) are not as well recon-
structed as the others, the reconstruction error can also
serve as anomaly score.

Based on the AE algorithm, we created a ML model
called the GAN-AE (see schematics figure 3). It is com-
posed of two Neural Networks : an AE, and a discrimi-
nant. The AE will try to reconstruct the original event
as accurately as possible while the discriminant will try
to distinguish the original event from the reconstructed
ones. Thus, the two networks are trained with oppo-
site objectives (adversarial training) so they can learn
from each other. In this case, the loss function of the
AE must include information from the discriminant in
addition to the reconstruction error. The more the dis-
criminant fails at fulfilling its objective, the more the
AE succeeds. However, for the detection of anomalies,
only the reconstruction error is used. The discriminant
part is used only for the training as an additional con-
straint on the AE.

Figure 3: Schematics of GAN-AE architecture.

The GAN-AE algorithm can give us an anomaly
score on which we apply a selection. But in order to
find a deviation, we need the BumpHunter algorithm
[4]. This algorithm compares a data histogram with
a reference background. It will scan the distributions
with a window of varying width in order to identify
the interval with the most significant deviation of the
data with respect to the background. The figure 4 il-
lustrates this procedure. In the search for New Physics,
we usually expect to find heavy new particles. Thus,
the distribution that we will use to look for a deviation
is the mass spectrum of the particle produced at the
center of the detector.

For each tested interval, BumpHunter computes a
local p-value that tells how far the data deviates from
the reference. The interval with the smallest local p-
value is identified as the one that deviates the most.
Now, in order to tell the probability for this devia-
tion to be a statistical fluctuation we must compute
a global significance. For this purpose, the algorithm
generates pseudo-data distributions by sampling from
the reference background. Each of these distributions
are scanned the same way in order to obtain a local p-
value distribution corresponding to a background only
distribution. The global p-value is then obtained by
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Figure 4: Figure illustrating the scan procedure of the
BumpHunter algorithm.

comparing this background-only hypothesis with the
data. We developed a public python version of this al-
gorithm called pyBumpHunter. It includes several ex-
tensions of the algorithm and has been integrated into
Scikit-HEP, an ensemble of tools dedicated to High En-
ergy Physics analysis. pyBumpHunter is available on
GitHub and PyPI [5].

However, if we want to use the BumpHunter algo-
rithm in our analysis strategy, we need a reference back-
ground distribution which is valid after the selection
of the most anomalous event. In our case, we know
that the larger majority of events are SM background.
Thus, the shape of the mass distribution before apply-
ing any selection could be assimilated as the shape of
the background to use as reference. But is this back-
ground shape still a valid reference after applying a se-
lection ? In fact, as illustrated on figure 5, applying a
selection can change the shape of the mass distribution.
This bias is due to the fact that the mass distribution
is descending exponentially. Thus, low mass events are
very numerous, so well reconstructed. On the other
hand, high mass events are a minority, so they are not
as well reconstructed. This phenomenon is called mass
sculpting.

Figure 5: Normalized histograms of mass showing the
mass sculpting. The blue histogram corresponds to the
mass distribution before selection, and the others after
different selections.

In order to correct this effect, we must ensure that
applying a selection on the anomaly score will not affect
the shape of the background. A possibility is to define

Figure 6: Histograms of Euclidean distance for the RnD
background (blue) and the two RnD signals (orange
and green).

an additional term in the loss function that enforces the
decorrelation between the mass and the anomaly score.
Another possibility is to reweight the events based on
their mass. Lower mass events will have smaller weights
while higher mass events will have bigger weights. Thus
the model will see the mass distribution as being flat
and will not be biased by its asymmetry. Combining
these two techniques, we can greatly reduce the mass
sculpting, allowing us to use the shape of the mass dis-
tribution prior to any selection as the reference back-
ground. This way, we can apply the BumpHunter algo-
rithm using a fully data-driven background modeling.

Results

We have all the tools to apply our analysis strategy,
now we need some data to test it. For this purpose,
we used the data provided for the LHC Olympics chal-
lenge. This is an international challenge proposed to
the High Energy Physics community. They provided
two type of dataset :

• RnD dataset : Simulated background (QCD mul-
tijet) and signal (large radius dijet) events with
labels

• Black-Box dataset : Unknown simulated events
without labels (dijet)

The objective of the challenge was to assess if there is
any new signal in the black boxes. Of course, since the
events in the black-boxes are not the same as the ones
in the RnD dataset, a supervised approach targeting
the RnD signal will most likely fail. Thus, we had to
develop an unsupervised anomaly detection technique
to meet the objective.

A first step for this challenge was to use the RnD
dataset in order to test and validate the GAN-AE
model. For this purpose, the algorithm was trained
using only the provided background, and applied both
on background and signal. The figure 6 shows the dis-
tance distributions obtained for the background and
two signals of the RnD dataset. We can see that these
distributions are quite different.
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In order to quantify the discriminating power of
such distributions, ones can draw a ROC curve. This
curve is built by looking at the percentage of rejected
background and accepted signal for different selection
thresholds. The ROC curves corresponding to the two
signals are shown on figure 7. The goodness of a ROC
curve can be evaluated by looking at the Area Under
the Curve (AUC). The closer to 1, the more background
we can reject while keeping a lot of signal. In our case,
the AUC is around 0.92 for the two signals, which is a
very good performance for an unsupervised model.

The last thing to check is the mass sculpting mitiga-
tion. For this purpose, one can look at the distribution
of mass before and after applying a selection on the
Euclidean distance. These distributions are shown on
figure 8. We can see that the shape of the distributions
are very similar. The mass sculpting has been reduced
enough to allow the use of the pre-selection distribution
shape as background model to use with BumpHunter.

Now that the GAN-AE model is working as expected,
we can apply the full analysis strategy to the first black
box dataset provided for the challenge. For this pur-
pose, the GAN-AE was trained directly on the black
box event. Then, a selection was applied on the dis-
tance distribution at the 99th percentile. And finally,
the BumpHunter algorithm was used to look for a de-
viation using the mass distribution before selection as
reference background, and the same distribution after
selection as data. The result is shown on figure 9. We

Figure 7: ROC curves of the two RnD signals.

Figure 8: Normalized histograms of the RnD back-
ground mass distributions before selection (in blue) and
after different selections (orange and green).

can see that BumpHunter has found a quite significant
deviation localized around 3.8 TeV. The global signif-
icance of such deviation is over the 5σ threshold, and
is compatible with a heavy oyster model. Outside of
the bump area, the agreement between the data and
the reference background seems to be good despite the
fluctuations. This shows that our data-driven modeling
is working as expected.

To conclude on this work, we developed a new analy-
sis strategy for New Physic searches in particle physics.
This strategy combined a new anomaly detection al-
gorithm based on unsupervised ML (GAN-AE) and a
model agnostic bump hunting tool (pyBumpHunter).
It has been tested using the LHC Olympics 2020 data
as a benchmark. The results of this test show a good
potential at enhancing a new signal without any prior
hypothesis, as well as the possibility to extract a back-
ground model directly from data.
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Abstract — The nature of dark matter is one of the most important problems in cosmology. This component
has so far been detected only by its gravitational effects. The usual scenario is that of weakly interacting massive
particles. However, such particles have still not been detected and the ΛCDM seems to encounter some difficulties
in reporting data at galactic scales. This has revived interest in alternative scenarios, among which scalar field dark
matter, and a way to prove them can be to calculate the dynamical friction. In this work, we focus on the study
of the dynamical friction associated to a moving black hole inside a scalar field dark matter soliton, by considering
or not self-interactions between the dark matter particles. We found that a free scalar field gives the same result
as the classical case calculated by Chandrasekhar. While we do not obtain result for the self-interacting case, we
characterize the induced dark matter wake and the associated velocity field.

Introduction

One of the pillars of the standard model of cosmology
(ΛCDM) is dark matter (DM). Additional to baryonic
matter and dark energy (Λ), it is considered to be a cold
and perfect fluid. However its nature remains unknown,
which leads to many hypotheses with masses ranging
from 10−22 eV to several solar masses, going from fuzzy
DM to primordial black holes [1].

As of today, many tensions remain in the ΛCDM
model, especially at astrophysical scales, e.g. the core-
cusp problem [2, 3, 4], the missing satellite problem and
the too-big-to-fail [2, 5]. Although including baryonic
feedback seems to alleviate those tensions, it is not yet
certain that this fully resolves them. Moreover, the de-
tection experiments on weakly interacting massive par-
ticles (WIMPs) do not seem to provide any conclusive
results. Although WIMPs are not yet to be ruled out
[6], it seems interesting today, more than ever, to study
alternative models.

One of these models is the scalar field DM (SFDM),
where DM is considered to be composed of spin-0 par-
ticles ranging from 10−22 eV to ∼ 1 eV [7, 8]. In this
model, since DM respects a Bose-Einstein distribution,
a Bose-Einstein condensate, or the so-called soliton, ap-
pears at the center of halos. A way to verify and con-
strain the model is to calculate the dynamical friction,
the loss of momentum of moving objects through grav-
itational interactions. This might help constraint the
SFDM mass, e.g. Magellanic clouds induced wake [9]
and gravitational wave emission [10, 11], and even help
solve some cosmological tensions, e.g. the Fornax glob-
ular clusters timing problem [12].

An outline of the paper is as follows. We will firstly
present the model and the associated equations of in-
terest. Then we will focus on the free case, then on

the self-interaction case. Finally, we will conclude and
summarise on the results and prospects.

Scalar field dark matter

We study SFDM following the action

Sϕ =

∫
d4x
√−g

[
−1

2
gµν∂µϕ∂νϕ− V (ϕ)

]
, (1)

with a potential V (ϕ) = m2

2 ϕ
2 + VI(ϕ) with the self-

interacting term VI(ϕ) = λ4

4 ϕ
4. Considering a non-

relativistic regime, we can rewrite the scalar field ϕ as
a complex field ψ, ϕ = 1√

2m

(
e−imtψ + eimtψ⋆

)
where

ψ obeys the Schrödinger equation,

i ψ̇ = −∇
2ψ

2m
+m(ΦN +ΦI)ψ, (2)

where ΦN and ΦI are respectively the Newtonian gravi-
tational potential and the self-interaction potential, the
self-interaction being ΦI =

m|ψ|2
ρa

with ρa = 4m4

3λ4
. Us-

ing the Madelung transformation, ψ =
√

ρ
me

is with
the amplitude ρ and the phase s. In this picture, the
Schrödinger equation (2) give

ρ̇+∇ ·
(
ρ
∇s
m

)
= 0 , (3)

ṡ

m
+

(∇s)2
2m2

= −(ΦN +ΦI) , (4)

where we separated the real and imaginary parts. What
is interesting to note is that we can neglect the quantum
pressure ΦQ = − ∇2√ρ

2m2√ρ since in the large-mass regime
we have a small De Broglie wavelength λdB = 2π/mv,
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and so the wave effects, like interference, are negligible.
Thus, from Eq.(4) and considering the curl-free ve-

locity field v⃗ = ∇s
m , the equation of hydrostatic equi-

librium is ∇(ΦN + ΦI) = 0 which we can integrate
as ΦN + ΦI = α with α = ΦN(Rsol). Here we used
the soliton radius Rsol with a spherical symmetric soli-
ton. At this radius, the density becomes null and so
ΦI = 0, which permit us to determine the value of α.
The contributions to the Newtonian gravitational po-
tential are the central BH and the soliton self-gravity,
ΦN = ΦBH +Φsg with ΦBH = − rs

2r , ∇2Φsg = 4πGρ and
rs begin the Schwarzschild radius.

As we neglect the gravitational backreaction of the
soliton, we consider the Schwarzschild metric associ-
ated to a BH, ds2 = −f(r) dt2+h(r) (dr2+r2 dΩ⃗2). The

isotropic metric functions read as f(r) =
(

1−rs/(4r)
1+rs/(4r)

)2
and h(r) = (1+ rs/(4r))

4 while rs
4 < r ≪ rsg, with the

transition radius rsg = rs
ρa
ρ0

, and ρ0 the soliton density.
In this coordinates, the BH horizon is located at radius
r = rs/4. At large radii r ≫ rsg, in the weak-gravity
regime, we have f = 1 + 2ΦN and h = 1 − 2ΦN with
ΦN = α− ρ0

ρa
− rs

2r .
For the following calculation, we consider as bound-

ary conditions at large radii, a density equal to the
soliton density ρ0 and a relative velocity between the
BH and the DM particules v0 on z-axis.

Free case
Here, the self-interacting term is null and so, V (ϕ) =
m2

2 ϕ
2. Considering a system in (r, θ), due to an axi-

symmetry, and searching for a stationary solution for
the phase in the form s = −Et + ŝ, where ŝ is time-
independent, E = k2

2m and k = mv0, and substituting
in the Euler equation (4)

(∇⃗ŝ)2
2m

− h

f

(
E +

1− f
2

m

)
= 0 , (5)

which looks like an Hamilton-Jacobi equation dŝ
dt +

H(p⃗, r⃗) = 0. Thus, we have the Hamilton equations
˙⃗r = ∂H

∂p⃗ = p⃗
m and ˙⃗p = −∂H∂r⃗ = −∂V (r⃗)

∂r⃗ which permit us
to find, from the total derivative of ŝ,

s = −Et+
∫ t

t0

dt

(
p⃗2

2m
− V (r⃗)

)
. (6)

Considering a central force potential, the momentum
components are

pθ = L , |pr| = m

√
h

f

√
1− f + v20

(
1− b2

r2
f

h

)
, (7)

where L = kb is a constant and b = r sin(θ) is the
impact parameter. Thus, defining ŝ0 = kz0

s = ŝ0 + (θ − θ0)L+

∫ t

t0

dtṙpr . (8)

Every particles pass through a minimum radius rmin

specific to each trajectory. And so, we can define the
angle at minimum radius θmin = π + L

∫∞
rmin

dr
r2|pr| and

the deflection angle at infinity θdef = π+2L
∫∞
rmin

dr
r2|pr| .

Considering mass conservation, the ratio between the
density at final time ρ and the soliton density ρ0 is given
by

ρ

ρ0
=
r20sin(θ0)

r2sin(θ)
J−1 , (9)

with the Jacobian J =
∣∣ ∂r
∂r0

∂θ
∂θ0
− ∂r
∂θ0

∂θ
∂r0

∣∣. We can define
J̃ = J

r20sin(θ0)
for convenience since its behavior is more

intuitive than the one of J . This one can be rewritten
as J̃ = |pr|

(
θdef−θ
bL + 1

b|pr0 |
∂θdef
∂b + L2

b

∫∞
r

dr
r4|pr|3

)
. At

infinity, for the trajectories that do not fall into the
BH we have |pr| → |pr0 | and θ → θdef . The Jacobian
becomes J̃∞ = 1

b
∂θdef
∂b and Eq.(9) reads

ρ

ρ0

∣∣∣∣
∞

=

(
r2 sin(θdef )

b

∂θdef
∂b

)−1

. (10)

The dynamical friction is defined as

F⃗ = −
∮
dSjTjze⃗z = −

∮
dxdyTzze⃗z , (11)

with dS⃗ = dxdye⃗z. However, the integration follow-
ing dx and dy is not very convenient since the trajec-
tories are deviated. Integrating over the impact pa-
rameter b seems more convenient since this one fol-
lows the trajectories. At z → −∞, we make the
change of variable (dx, dy) → (db, dφ) which gives
dx · dy = bdbdφ. At infinity after the BH, we can
obtain a definition of b from θdef thus we make the
change of variable (dx, dy) → (dθdef , dφ) which gives
dx · dy = z2∞

sin(θdef )
cos3(θdef )

dθdefdφ where z∞ = r cos(θdef).
Concerning the energy-momentum tensor, we obtain
Tzz ≈ ρv2z using the hydrodynamics approximation
v4 ≪ v2z . In Kepler approximation, the friction ex-
pression is thus

|F | = −2πρ0v20

(∫ b+

b−
b cos(θdef)db−

∫ b+

0

bdb

)
,

= 2πρ0v
2
0

[
C2 ln

(
(b+)2 + C2

(b−)2 + C2

)
+

(b−)2

2

]
, (12)

where C = GM
v20

is a constant, b− is the minimum im-
pact parameter for a particle of mass m to not be ab-
sorbed by the BH and b+ is a natural infrared cut-
off. This result is the same as that obtained by Chan-
drasekhar in 1943 [13], at the exception of the second
term ∝ (b−)2

2 which corresponds to the force exerted on
the BH by the particles absorbed by the latter.

Self-interacting case

Now we will consider self-interaction between particles
with λ4 > 0 to ensure an additional pressure. The
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Klein-Gordon equation given by the action (1) is

∂2ϕ

∂t2
−
√

f

h3
∇ · (

√
fh∇ϕ) + fm2ϕ+ fλ4ϕ

3 = 0 . (13)

This equation is a cubic nonlinear one, with the form
of the Duffing equation [14], with a solution

ϕ = ϕ0(r, θ) cn[ω(r, θ)t−K(r, θ)β(r, θ), k(r, θ)] , (14)

where K(r, θ) ≡ K[k(r, θ)], cn(u, k) is the Jacobi ellip-
tic function [15, 16] of argument u, modulus k, and pe-
riod 4K, with the complete elliptic integral of the first
kind K(k) =

∫ π/2
0

dθ/
√

1− k2 sin2 θ for 0 ≤ k < 1
[15, 16]. This solution is in fact the leading-order
approximation in the case m → ∞, where we can
consider that ψ0 and k are much smaller than m.
Here, we can recover the non-relativistic regime where
cn(u, 0) = cos (u) if we consider the limit k → 0.

As we need to ensure that spatial gradients stay con-
stant with time, the field needs to oscillate in phase at
each radius. Thus, ω(r, θ) can be expressed as a func-
tion of k(r, θ), ω(r, θ) = 2K(r,θ)

π ω0, to obtain a synchro-
nization of the oscillators. The lowest frequency ω0 will
be determined using boundary conditions.

Considering only the leading order in the large-mass

limit, the spatial derivatives are ∂2ϕ
∂r2 ≈ ϕ0

(
K∂β

∂r

)2
cn′′

and ∂2ϕ
∂θ2 ≈ ϕ0

(
K∂β

∂θ

)2
cn′′, where we noted cn′′ = ∂2cn

∂u2 .
Substituting into the Klein-Gordon equation (13) and
using the property cn′′ = (2k2 − 1)cn − 2k2cn3, we
obtain the following conditions by separating the terms
in cn and the ones in cn3

(∇β)2 =
h

f

(
2ω0

π

)2

− hm2

(1− 2k2)K2
, (15)

λ4ϕ
2
0

m2
=

2k2

1− 2k2
, (16)

To ensure that the steady state condition is re-
spected, we need to take the average of the conserva-
tion equation over the oscillations of the solution (14),
and so we have ⟨∇µTµ0 ⟩ = 0. This gives the equa-
tion ∇ · (ρeff∇β) = 0 where we defined the effective
density ρeff =

√
fhϕ20ωK⟨cn′2⟩. This equation has the

form of an effective continuity equation. Also, we can
see that this constraint and Eq.(15) generalize to the
strong-gravity regime the continuity equation (3) and
the Hamilton-Jacobi equation (4), where we can inter-
pret πβ/2 as the phase s. In addition, we have the
equation (16), which comes from the fact that we now
have three fields to determine : the amplitude ϕ0, the
phase β, and the modulus k, the latter being coupled
to ϕ0 by this additional equation.

If we consider a radial accretion, the only spatial
derivatives that we need to consider are the radial
derivatives, and so the effective continuity equation can
be integrated at once. Doing so, we obtain the con-
stant flux F = ρeff

dβ
dr . We can then express ρeff dβdr

as a function of k(r) using Eqs.(15)-(16), and we ob-
tain a condition on the flux of the form F = F(r, k).

As in [17], for each radius, F(r, k) reaches a maximum
Fmax(r) at a modulus kmax(r), then decreases to zero
at a modulus k+(r), to turn negative at higher mod-
ulus. Thus, at each radius we have 0 ≤ k ≤ k+. In
the case F > Fmax there is no solution, however if
F < Fmax there is two separated solutions k1 and k2
defined as k1 < kmax < k2. These solutions corre-
spond respectively to a low-velocity and a high-velocity
branch, the first one being close to free fall when the
second one is supported by the self-interaction inter-
nal pressure. Considering the boundary conditions, we
obtain that the high-velocity solution corresponds to
small radii, because the internal pressure cannot pre-
vent the DM to fall into the BH, and that the low-
velocity solution corresponds to large radii as we need
to match the static equilibrium of the soliton. To en-
sure a smooth transition between the two branches, we
consider the critical flux Fc, given by the minimum of
Fmax(r) reached at a critical radius rc, which is of the
order of the Schwarzschild radius. And so, the final
solution is a combination of the two branches, k2 at
r > rc and k1 at r < rc.

Since here we consider a case which is not radial but
axi-symmetric, the conservation equation cannot be in-
tegrated at once anymore due to a partial differential
equation depending on r and θ. Nevertheless, if v0 is
small enough at large radii, which means much smaller
than the speed of light, we expect the flow to match
the radial case at radius much higher than the critical
radius rc. Thus, what we do is matching the flow to the
radial case for radius lower than the matching radius
rm, with rm > rc, by taking the solution computed in
[17]. Doing so, we now need to solve Eq.(15) and the
conservation equation at larger radii, where we are on
the low-velocity branch.

At large radii, k ≪ 1 and we have a solution of the
form ϕ = ϕ0 cos(ω0 − πβ/2). This solution gives us
the boundary conditions ϕ0 =

√
2ρ0
m and β = 2

πmv0z
at radius r →∞ and the fundamental frequency ω0 =
(1 + α + v20/2)m. Then, from Eq.(16) we obtain the
asymptotic value of k, k2 ≃ λ4ϕ

2
0

2m2 = 4
3ΦI.

Since we have k ≃ 0.4 at rc, the modulus k is small
for r > rc. In this regime, the potential ΦN is small
too, and we have, from the system (16)-conservation
equation, ϕ20 = 2m2k2

λ4
and ρeff = πm2k2

2λ4
ω0 ∝ k2, while

Eq.(15) can be rewritten as π2(∇β)2
4m2 = 2 ρ0ρa + rs

r +

v20 − 3
2k

2. Defining the dimensionless radius r̂ and the
rescaled phase β̂ by r̂ = r

rs
and β̂ = π

2mrs
β, this reads

as (∇̂β̂)2 = 3
2k

2
0+v

2
0+

1
r̂− 3

2k
2 = 3

2

[
k+(x)

2 − k2
]

where
we used k+(x)

2 = k20 + 2
3v

2
0 + 2

3r̂ . As in [17], the low-
velocity branch corresponds to k ≃ k+ and v2 ≪ k2+
where we defined the velocity v⃗ as v⃗ = ∇̂β̂. So, the
conservation equation becomes

∇̂ ·
[(
k+(x)

2 − 2

3
(∇̂β̂)2

)
∇̂β̂
]
= 0 . (17)

Far above the Schwarzschild radius but at sufficiently
small radii, we are in the radial accretion regime and
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Figure 1: Plots of the “velocity” field at scales 105 and
104 for the normalised radius r̂. The initial conditions
are v0 = 10−4 and k0 = 10−3.

the term k2+ dominates over the term (∇̂β̂)2 in Eq.(17).
At larger radii, where v⃗ ≃ v⃗0, this is still true if v0 ≪ k0,
where the relative velocity is much smaller than the
speed of sound of the soliton.

It is useful to consider the linear flow associated
with the linearized Eq.(17), ∇̂ ·

[
k+(r̂)

2∇̂β̂
]

= 0,
since it remains a good approximation at small radii.
As k2+ has a spherical symmetry, the angular part
of the linear modes can be expanded over spherical
harmonics. The axi-symmetry implies that we only
need the modes Y 0

ℓ (θ, φ), also expressible in Legen-
dre polynomials Pℓ(cos θ). Then, the axi-symmetric
modes Gℓ(x, θ) are Gℓ(r̂, θ) = Gℓ(r̂)Pℓ(cos θ), with
d
dr̂

(
r̂2k2+

dGℓ

dr̂

)
− ℓ(ℓ+ 1)k2+Gℓ = 0.

At large radius r̂ → ∞, we have v⃗ → v0 e⃗z which
gives β̂ = v0 r̂ cos θ, while, at r̂m, we have vr ≃ vr(r̂m)

which gives r̂ = r̂m, ∂β̂∂r̂ ≃ vmr , ∂β̂∂θ ≃ 0. So, at the linear
level, denoted by a upper L, we only need to consider
the monopole and the dipole,

β̂L = β̂L0 (r̂) + β̂L1 (r̂) cos(θ) , (18)

From this, we know that the velocity decreases as vr ∼
1/r where the flow is almost radial, as obtained in [17]
for the radial accretion.

Now, we need to take nonlinear corrections from
Eq.(17) into account to correct the linear flow. We
define the parameter γ =

3k20
2 + v20 and rγ = 1/γ. At

radii r̂ ≫ r̂γ the coupling of the modes generates a con-
stant wake for odd-order multipoles and a 1/r wake for
even-order multipoles. These coefficients decay at high
order multipoles if v20 < 3k20/4. Figure(1) shows the ve-
locity field after 10 recursions for a velocity v0 ≪ k0. At
large enough scale, the flow of DM particles is almost
not impacted by the BH, while at intermediate scale
the trajectories are deformed by the gravity of the BH
and form a wake behind it. This wake is located at
the place where the particles turn around, at a certain

distance from the BH, and is the reason why there is a
non-zero dynamical friction in the system. Finally, on
a small scale we find the radial case as expected. Due
to the self-interaction and the appearance of a wake,
we expect to have a lower dynamical friction than in
the free case, and even lower as the coupling constant
λ4 increases since the density of the wake will decrease.

To consider a larger number of cases, we must also
take into account larger values for the velocity, that is,
|v0| ≥ 3k20/4. In this regime, the flow changes from
elliptic subsonic to hyperbolic supersonic. This change
of behavior is due to the appearance of shocks from
the hydrodynamical Euler equation, where in our case
the speed of sound can be considered as |vs| =

√
3
2 k0.

This behavior and the dynamical friction remain to be
studied and calculated.

Conclusion and prospects

We have studied the dynamical friction produced in a
system composed of a BH and a SFDM soliton, consid-
ering a free and then a self-interacting scalar field.

The free scalar field gives a result close to that of
Chandrasekhar, aside that in our case the dynamical
friction is impacted by the DM particles absorbed by
the BH. However, we considered that the relativistic
trajectories were negligible by performing the compu-
tation in the Keplerian approximation. Although this
is a realistic approximation since particles close enough
to the BH, and so relativistic, will have a free fall be-
havior, it would be interesting in future work to take
these trajectories into account.

While we do not have yet the results for the dynam-
ical friction in the self-interacting case, we were able
to determine the appearance of a wake behind the BH
and to characterize this one. This wake has a density
that depends on the value of the coupling constant λ4,
the larger λ4 is the lower the density of the wake is,
and is the source of the dynamical friction. However,
this characterization only works for velocities v0 < vs
due to shocks appearing over this limit. The behavior
beyond this limit remains to be studied.

For future works, some questions may be asked, as:
How would the behavior of the system change if we
considered, not a Schwarzschild BH but, a Kerr BH ?
What would be the consequences if we consider a BH
with a curved trajectory within the soliton ?

Acknowledgments

I would like to thank Patrick Valageas and Philippe
Brax for their contribution to this research as well as
for teaching me on the subject.

References

[1] K. Arun, S. B. Gudennavar, and C. Sivaram, Adv.
Space Res. 60, 166 (2017), 1704.06155.



[2] A. Del Popolo and M. Le Delliou, Galaxies 5, 17
(2017), 1606.07790.

[3] L. Hui, Phys. Rev. Lett. 86, 3467 (2001).

[4] W. J. G. de Blok, Adv. Astron. 2010, 789293
(2010), 0910.3538.

[5] D. H. Weinberg, J. S. Bullock, F. Governato, R.
Kuzio de Naray, and A. H. G. Peter, Proc. Nat.
Acad. Sci. 112, 12249 (2015), ISSN 0027-8424,
1306.0913.

[6] G. Arcadi, M. Dutra, P. Ghosh, M. Lindner,
Y. Mambrini, M. Pierre, S. Profumo, and F.
S. Queiroz, Eur. Phys. J. C 78, 203 (2018),
1703.07364.

[7] E. G. M. Ferreira, Astron. Astrophys. Rev. 29, 7
(2021), 2005.03254.

[8] M. Battaglieri et al., in U.S. Cosmic Visions: New
Ideas in Dark Matter (2017), 1707.04591.

[9] N. Garavito-Camargo, G. Besla, C. F. P. Laporte,
K. V. Johnston, F. A. Gómez, and L. L. Watkins
(2019), 1902.05089.

[10] F. Antonini and D. Merritt, Astrophys. J. 745, 83
(2012), 1108.1163.

[11] L. G. Gómez and J. A. Rueda, Phys. Rev. D 96,
063001 (2017).

[12] N. Bar, D. Blas, K. Blum, and H. Kim, Phys. Rev.
D 104, 043021 (2021), 2102.11522.

[13] S. Chandrasekhar, Astrophys. J. 97, 255 (1943).

[14] I. Kovacic and M. Brennan, The Duffing Equation:
Non-linear Oscillators and their Behaviour (Wiley,
2011).

[15] I. S. Gradshteyn and I. M. Ryzhik, Table of in-
tegrals, series, and products (New York Academic
Press, 1965), 4th ed.

[16] P. Byrd and M. Friedman, Handbook of Elliptic
Integrals for Engineers and Scientists (Springer,
Berlin, Heidelberg, 1971).

[17] P. Brax, P. Valageas, and J. A. R. Cembranos
(2019), 1909.02614.





Analysis of Single Gravitational Waves Detector
Triggers

Vincent JUSTE

IPHC, Strasbourg

Abstract — The confidence in the early detection of gravitational waves events, starting in 2015, arised from the
use of a network of detectors and the requirement to see the event in at least two of them. The last few years have
seen upgrades of the interferometers which enabled many more detections and made the searches more reliable.
The requirement of coincidences between detectors is thus not mandatory anymore and some pipelines have also
started taking into account events that were seen in only one detector. The MBTA team has started working on
the single detector triggers in order to make them public for the LIGO-Virgo O4 observing run scheduled to start
at the end of 2022 and some of this work is presented here. It includes the definition of criteria for the selection of
MBTA single detector triggers as well as the computation of a false alarm rate for those single detector triggers in
order to quantify their significance.

Introduction
The discovery of gravitational waves back in 2015,
with the detection of the black hole merger GW150914
[1], opened up a new era for cosmology and multi-
messenger astronomy. Since then all observed gravi-
tational waves events originate from compact binary
systems coalescences (CBC). Figure 1 shows a repre-
sentation of a CBC process. We have observed three
types of CBC:

• Binary Neutron Star systems (BNS)

• Binary Black Hole systems (BBH)

• Neutron Star + Black Hole systems (NSBH)

Gravitational waves are detected using LIGO Hand-
ford (H1), LIGO Livingston (L1) and Virgo (V1), a
total of three detectors based on the principle of the
Michelson interferometer with kilometers-long arms.
The passage of a gravitational wave will modify the
distance between the mirrors of the interferometers
(∼ 10−19m), inducing a change in the interference pat-
tern which can be measured. The network formed by
the three detectors allows for more confident detections
as well as a a better precision on the sky localization of
the source.

The work presented here is part of an upgrade of
the MBTA pipeline [2], a low-latency analysis pipeline
looking for CBCs, for the 4th observing run of LIGO
and Virgo. Events are initially required to be seen in
at least two detectors to become astrophysical candi-
dates. The three detectors are not always taking data
simultaneously due to various reasons, meaning that
the effective duty cycle for which we can detect astro-
physical events is not 100% of the detectors duty cycle:
for example a period of time where only L1 is taking
data is lost. Similarly it’s unlikely to meet the criteria

Figure 1: Gravitational strain, black hole separation
and velocity reconstructed for GW150914. Original fig-
ure in [1].

73



74 Cosmology

of a simultaneous detection during a period where only
L1 and V1 are online due to the lower sensitivity and
different orientation of V1.

Gravitational waves are now well established, we
have more sensitive detectors and better analysis
pipelines and therefore more confident detections. The
MBTA team therefore plans to release the single de-
tector triggers (events seen in only 1 detector) during
O4 to increase the number of observed astrophysical
events. My work to reach this goal is to assess the
significance of single detector triggers (which will some-
times be abbreviated as "singles") by computing a False
Alarm Rate (FAR), as well as select the "good" triggers
by finding selection criteria which could be used during
O4.

Computation of a False Alarm
Rate

Searching for known signal: matched fil-
tering

The shape of the signal created by CBCs is known as
it is predicted by the general relativity: we only need
to find the right parameters. Waveforms are gener-
ated for different set of parameters. We then build a
bank of templates (one template per set of parameters)
and compare the templates to the data, this is called
matched filtering. The comparison consist in the com-
putation of a cross-correlation of the detector output
with a template. The matched filtering output (MFO)
is a time series of the signal-to-noise ratio, the maxi-
mum of the amplitude of the MFO is called the Signal-
To-Noise Ratio (SNR) and is a measure of the signifi-
cance of the signal.

Method for the computation of a FAR

The computation of a FAR for events found in coinci-
dences in 2 detectors is done by first generating a back-
ground distribution by making random coincidences be-
tween the events observed by the two detectors at dif-
ferent times [2]. The FAR for a given SNR is defined as
the expected number of background events with a SNR
equal or greater than the given one.

For single detector triggers we want to do something
similar by taking advantage of the structure of the
MBTA pipeline. MBTA stands for Multi-Band Tem-
plate Analysis. The pipeline uses two frequency bands,
a Low Frequency (LF) band ranging usually from 25Hz
to 80Hz and a High Frequency (HF) band from 80Hz
to 2048Hz. When analyzing data the matched filter-
ing is done in both frequency bands, which results in
an MFO and an SNR for each band. Both MFOs are
then combined. For an astrophysical signal the com-
bination is coherent. The benefit of this method is to
have a lower computational cost. This way of process-
ing data allows us, with only one detector, to make
random coincidences between the LF and HF bands at
different times in order to generate a SNR distribution

for background events in a single detector. We have to
be careful when making the coincidences: the event in
one of the band has to be a trigger, i.e. its SNR has
to be above the single-band SNR threshold. The event
taken in the other band for the coincidence is simply
random noise. The two panels in Figure 2 show the dis-
tribution of single band SNR for the triggers and the
random noises used in coincidences for each frequency
band. The generated background SNR distribution is
shown and compared to the observed background in
figure 3. We can then compute the FAR in the same
way as for coincidences.

Figure 2: Single band triggers and random noise in V1.
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Figure 3: Comparison of the computed background
with the one observed during O3 in V1.

Selection criteria for single detec-
tor triggers

The detector output is neither Gaussian nor stationary
due to various reasons which will not be detailed here.
The presence of short transients, called glitches, also
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pollutes the data on a large frequency band at times.
For the single detector triggers we want to focus on sig-
nals that we can properly identify and those that are
the most interesting for astrophysics. Glitches are un-
likely to mimic long signals. The duration of the signal
is related to the masses of the objects forming the CBC:
the higher the masses, the shorter the signal. Therefore
a longer signal is more likely to originate from a CBC
containing a neutron star (less massive than a black
hole) and thus is more likely to have an electromag-
netic counterpart (due to the presence of matter). We
will refer to these as the EM bright population, that is
the population of CBC which could have an electromag-
netic counterpart based on their properties. The EM
bright population is very interesting for online alerts
since there are electromagnetic follow-ups looking for
counterparts to gravitational waves events. Motivated
by the LVC GRB results [3], we define the EM bright
population as follows:

1M⊙ ≤ m1 ≤ 25M⊙, (1)
1M⊙ ≤ m2 ≤ 2.8M⊙ (2)

The underlying idea is that we want at least 1 neu-
tron star (matter) in the CBC system which imposes
a small mass for the lighter object (m2) and either an-
other neutron star or a small black hole such that tidal
disruption is possible, this requires a not-too-large mass
for the heavier object (m1). No constraints were put on
the spins of the two object as it was shown that they
were badly recovered. The distribution of the template
in the m1 vs m2 plane is shown in figure 4 with the
different mass regions. Figure 5 shows the comparison
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Figure 4: Templates distribution in the m1 vs m2 plane
with the different search regions.

between the EM bright singles background of O3 with
the overall O3 background, as well as the astrophysical
candidates. We see that many non-EM bright events
have a high SNR and most astrophysical candidates
are indistinguishable while the EM bright background

is cleaner. To improve this we can use pipeline-related
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Figure 5: Top: O3 background and astrophysical can-
didates. Bottom: O3 EM bright background and astro-
physical candidates. Mind the difference in horizontal
axis scale for better readability.

quantities to discriminate against triggers of "poor"
quality. One quantity that proved to be effective in
selecting singles is the "excess rate". The excess rate is
the ratio of trigger rate before and after quality checks.
For astrophysical signals there can be a small excess of
bad triggers during a few seconds, for noise it can be
for longer duration. A penalty is applied to the SNR
of a trigger if it came at a noisy time.

Figure 6 show the effect of a cut rejecting any trig-
ger with an excess rate larger than 0.3 on the EM
bright background along the astrophysical candidates
reported in GWTC-2.1 [4] and GWTC-3 [5] (with pa-
rameter within the EM bright region and seen as sin-
gles by MBTA), we see that the candidates with large



76 Cosmology

SNRs are left untouched by the cut and stand out of
the distribution.

Figure 6: O3 EM bright background and astrophysical
candidates after applying the cut on the excess rate.

Summary

We want to release the single detector triggers in or-
der to increase the number of detections. We saw that
focusing on triggers from the EM bright population al-
ready allows to have a cleaner background. For this
same EM bright candidate population the excess rate
allows for a nice selection of the single detector trig-
gers, as was shown for a cut at ER= 0.3. To assess the
significance of the single detector triggers we want to
compute a FAR for each of them in the same way as
for the coincidences. Taking advantage of MBTA multi-
band structure we can proceed to random coincidences
to generate a background SNR distribution for single
detector triggers and compute a FAR. All of this pro-
vides guidelines that will be implemented in the MBTA
pipeline for O4.
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Abstract — We exploit a suite of large N -body simulations (up to N=40963), performed with Abacus, of
scale-free models with a range of spectral indices n, to better understand and quantify convergence of the matter
power spectrum. Using self-similarity to identify converged regions, we show that the maximal wavenumber
resolved at a given level of accuracy increases monotonically as a function of time. At the 1% level it starts at
early times from a fraction of kΛ, the Nyquist wavenumber of the initial grid, and reaches at most ∼ 2 − 3kΛ at
the very latest times we evolve to, if the force softening is sufficiently small. At the 5% level, accuracy extends up
to wavenumbers of order 5kΛ at late times. Expressed as a suitable function of the scale-factor, accuracy shows
a very simple n-dependence, allowing an extrapolation to place conservative bounds on the accuracy of N -body
simulations of non-scale free models like ΛCDM.

Introduction

The power spectrum (PS) is one of the most basic
statistical tools employed to characterise clustering at
large scales in cosmology. Building a precise theoreti-
cal framework for their calculation is crucial in order to
fully exploit observational data coming from the next
generation surveys, such as DESI, Vera C. Rubin Ob-
servatory LSST or Euclid, that will open a new window
in the era of “precision cosmology”. In this context the
nonlinear regime of gravitational evolution is of par-
ticular importance, as it will be a key to distinguish
among the plethora of exotic dark energy and modi-
fied gravity models, as well as tightly constraining the
ΛCDM scenario.

Studies have estimated that to fully exploit the ob-
served data, the matter PS in the range of scales
(0.1 ≲ k/hMpc−1 ≲ 10) needs to be determined to a
1−2% accuracy, depending on the specifications of the
survey. Calculation of predictions at these scales rely
entirely on numerical simulations that use the N -body
method. One important and unresolved issue in this
context is the accuracy limitations on such simulations
arising from the fact that they approximate the evolu-
tion of the dark matter phase space distribution using
a finite particle sampling, as well as a regularisation
at small scales of the gravitational force. Despite the
extensive use and spectacular development of N -body
cosmological simulations over the last several decades,
no clear consensus exists in the literature about how
achieved accuracy, even for the PS, depends on the rel-
evant parameters in an N -body simulation.

Frequently, convergence is probed by comparing be-
tween two or more codes to assess the accuracy of their
results, but this establishes only a relative convergence
that can give confidence in the accuracy of the clus-

tering calculation but does not take into account the
effects of discretization and dependence on the N -body
parameters. Alternatively, we propose a methodology
based on Joyce (2020) [2], which uses the property of
self-similarity of “scale-free” cosmological models to de-
rive resolution limits to the PS with respect to particle
density and gravitational softening.

Scale-Free cosmologies and Self
Similarity

The value of scale-free models in the context of physi-
cal resolution of N -body simulations relies on the self-
similarity of their evolution: temporal evolution of clus-
tering is equivalent to a well defined rescaling of the spa-
tial coordinates. This is the case because such models
are characterised by just one length scale and one time
scale: their initial (linear) PS of fluctuations is a sim-
ple power law P (k) ∝ kn, and the Universe follows an
Einstein-de-Sitter (EdS) expansion law a ∝ t2/3 (where
a is the scale factor). The single length scale can thus
be defined as the non-linearity scale RNL given by

σ2
lin(RNL, a) = 1

linear theory−−−−−−−−→ RNL ∝ a
2

3+n (1)

where σ2
lin is the variance of normalized linear mass

fluctuations in a sphere, while the time scale is fixed by
the normalization of the Hubble law (i.e. by the mean
mass density combined with Newton’s constant G).

For the case of statistics such as the PS which are a
function of wavenumber k and time, it follows simply
by dimensional analysis that a suitable dimensionless
definition of the statistic f can be written as a func-
tion of k RNL(a′) where a′ is some reference scale-factor
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(left-hand side). As the reference scale-factor is itself
arbitrary (because of the EdS expansion law) we can
take a′ = a (right-hand side), and obtain:

f(k, a) = f(k RNL(a
′), a/a′) = f0(k RNL(a)) . (2)

where f0 is independent of time. For our study of the
PS we use the canonical definition of the dimensionless
PS, and thus self-similar behaviour corresponds to

∆2(k, a) =
k3P (k, a)

2π2
= ∆2

0(k RNL(a)) , (3)

In N -body simulations of scale-free cosmologies, any
deviations from this self-similar evolution can only be
due to unphysical scales. Conversely results can rep-
resent the PS in the desired physical limit — which
must be independent of these parameters — only to
the extent that the rescaled dimensionless PS statistic
becomes independent of time.

Numerical simulations

We have performed simulations using the Abacus N -
body code [3]. It is designed for high-accuracy, high-
performance cosmological N -body simulations, exploit-
ing a high-order multipole method for the far-field force
evaluation and GPU-accelerated pairwise evaluation for
the near-field. The larger, N = 40963 simulations
in this work were run as part of the AbacusSummit
project [4] using the Summit supercomputer of the Oak
Ridge Leadership Computing Facility.

We report results here based on the simulations listed
in Table 1. We have simulated three different expo-
nents for the PS (n = −1.5,−2.0,−2.25) in order to
probe the range of exponents relevant to structure for-
mation in a ΛCDM cosmology. The softening lengths
have been chosen to include for each n at least one pair
of simulations (with N = 10243) which differ only in
this parameter (and for n = −2.0 a range of different
softenings). Non-asterisk values of ϵ are fixed through-
out the simulation in comoving units, while the ones
with an asterisk are fixed in physical coordinates (i.e.
ϵ/Λ ∝ 1/a) for a > a0 and in comoving for a < a0. In
this study a0 does not correspond to the scale factor
today, but to the epoch at which fluctuations of peak-
height ν ≈ 3 are expected to virialize in the spherical
collapse model (σlin ≈ δc/ν, with δc = 1.68), and the
first non-linear structures appear in the simulations.

σlin(Λ, a0) = 0.56 (4)

We have saved the outputs (full particle configura-
tions) of our simulations starting from a = a0 and then
at subsequent times separated by intervals in which the
characteristic non-linear massMNL grows by a factor of√
2. Given that MNL ∝ R3

NL, the scaling in Equation 1
implies that the outputs correspond to scale-factors ai
where

log2

(
MNL(ai+1)

MNL(ai)

)
=

1

2
=

6

3 + n
log2

(
ai+1

ai

)
. (5)

n N ϵ/Λ Sf log2(af/a0)

-1.5 40963 0.3∗ 29 3.625
-1.5 10243 0.3∗ 29 3.625
-1.5 10243 1/30 29 3.625
-2.0 40963 0.3∗ 35 2.917
-2.0 10243 0.3∗ 37 3.083
-2.0 10243 1/30 37 3.083
-2.0 10243 1/60 37 3.083
-2.0 10243 1/15 37 3.083
-2.25 40963 0.3∗ 35 2.1875
-2.25 10243 0.3∗ 37 2.3125
-2.25 10243 1/30 37 2.3125

Table 1: Summary of the N -body simulations used for
the analysis in this paper. The first columns show the
spectral index of the initial PS, n and the number of
particles, N . The fourth column gives the ratio of the
effective Plummer force smoothing length ϵ to mean
inter-particle separation (equal to the initial grid spac-
ing Λ), for a < a0 (as defined by Equation 4, the time
of our first output). For the cases without an asterisk
this is its value at all times (i.e. the smoothing is fixed
in comoving coordinates) while for the cases with an
asterisk the smoothing for a > a0 is fixed in proper
coordinates. The last two columns give, respectively,
the value of the time parameter S at the last snapshot
and the final scale factor relative to that at first output.
Note that given that the first output is at S = 0, the
number of outputs for each simulation is Sf + 1.

It is convenient then to define the time variable S by

S =
12

3 + n
log2

(
as
a0

)
(6)

with the outputs corresponding to S = 0, 1, 2 . . . . The
final time Sf up to which we have integrated is dictated
by two competing considerations. On one side there is
a limitation on numerical cost arising from the use of a
global time-step in Abacus which means that it can no
longer integrate efficiently when the central densities of
halos become too large. On the other hand finite box
size effects become dominant at sufficiently long times.
For n = −1.5, it is the former limitation which dictates
the stopping time, while for n = −2.25 it is the latter.
This will be illustrated explicitly in our analysis below.

Results
The accuracy and extent of self-similarity, and how it is
limited by the different unphysical simulation parame-
ters, can be seen in Fig. 1. It shows the behaviour of
∆2 at the non-linear regime for n = −1.5, n = −2.0
and n = −2.25. At these small scales the results are
insensitive to box size, but do show dependence on the
softening (except for n = −2.25 where box-size effects
wipe out this behaviour). The simulations with proper
softening and those with the smaller comoving soften-
ing show the widest and most coincident regions of self-
similarity, while the simulations with larger comoving
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softening show a suppression of power relative to the
self-similar value. Further the same ϵ = Λ/30 comov-
ing smoothing shows just marginal (∼ 1%) deviation in
the n = −2.0 simulation, but more significant (∼ 3%)
deviation for n = −1.5. Thus the limit on resolution at
small scales at any time, corresponding to the largest k
at which self-similarity may be attained, is determined
by kΛ alone (i.e. by the initial grid spacing, or mass res-
olution) provided the smoothing is chosen sufficiently
small.

We can now determine the estimated precision of the
PS at any scale and time, i.e. the difference between
its measured value in a given simulation and the con-
verged value for a given cosmology. Fig. 2 shows that
the precision of the measured PS at any given comoving
k improves monotonically in time. This reflects that the
discretization on the lattice is the origin of imprecision
(data is taken on a range of k/kΛ unaffected by box-
size effects and with an appropriate softening). It also
illustrates the qualitative difference between the modes
k < kΛ and k > kΛ: the former are wavenumbers for
which the PS is already resolved well in the initial con-
ditions, and its behaviour depends on the exponent, as
the mass variance of redder spectres dominates earlier
over the effects of the lattice above kΛ. For the latter
the physical PS can only be resolved when the fluctua-
tions from non-linear evolution dominate over the ini-
tial discreteness fluctuations at sub-grid scales. In addi-
tion, this regime seems n-independent, i.e. propagation
of resolution migh be determined by the evolution of
the comoving size of the first virialised structures.

Resolution limits for non scale-free cos-
mologies
While our method is valid for scale-free cosmologies,
our underlying motivation is to quantify the resolu-
tion in simulations of non scale-free cosmologies such as
ΛCDM or variants of it. Such cosmologies are not very
different from scale-free cosmologies for what concerns
their non-linear evolution: their PS can be considered
to be an adiabatic interpolation of power-law spectra,
with the modified expansion rate due to dark energy
only coming into play at very low redshift.

We have anticipated this extrapolation of our re-
sults above by choosing to simulate, as far as practi-
cable, scale-free models with n in the range relevant to
ΛCDM, and focusing on the dependence of our results
on these exponents. Further we have characterised how
resolution depends on time in terms of a scale factor rel-
ative to a0 which can be defined, as given in 4, for any
cosmology, and has the simple physical meaning as the
time when non-linear structures start to develop. Us-
ing the definition of the linear variance, we can find a
one-to-one relation between redshift in a ΛCDM sim-
ulation with a specific interparticle distance and our
time variable log2(a/a0).

Our analysis above shows that we have two quite
different regimes for the evolution of small scale res-
olution. For the modes k > kΛ, which are not mod-
elled in the initial conditions and which always describe

the strongly non-linear regime, resolution is approxi-
mately n independent as a function of log2(a/a0). For
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Figure 1: Evolution of ∆2 as a function of logarithmic
scale factor log2(a/a0) (lower x-axis) and as a function
of k/kΛ (upper x-axis) for rescaled bins labelled by their
kRNL value. From top to bottom we have n = −1.5,
n = −2.0 and n = −2.25. The horizontal dashed line
marks our estimated converged value determined in the
largest simulation, and the blue shaded region indicates
that within ±0.5% of this value.
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Figure 2: Estimated precision of the PS (in N = 4096
simulations) relative to its true physical value as a
function of time, for different selected comoving scales.
Confidence intervals show the expected error in the con-
verged value. The horizontal dotted lines correspond to
1% and 5%.

these modes it seems very reasonable that we can carry
over straight- forwardly our results from Fig. 2 (modulo
small possible corrections due to non-EdS evolution) to
resolution as a function of scale and redshift. Fig. 3
shows, for a Λ = 0.5h−1Mpc simulation of a standard
"Planck13" [5] cosmology, the smallest scale which we
will have access to as a function of redshift at a 1% and
5% precision.

On the other hand, for the modes k < kΛ we have
seen that the resolution as a function of time shows
n-dependence. These differences can be understood as
arising directly from the initial conditions, and are thus
essentially dependent on the behaviour with scale of the
mass variance around the initial grid spacing. For a
generic ΛCDM type cosmological model with a slowly
varying exponent we can thus expect to determine the
resolution from that of a scale-free model which, at
scales ∼ Λ, approximates the behaviour of the variance.
Such an effective exponent can be estimated as:

neff = −3− 2
d log σ

d logR

∣∣∣∣
R=Λ

(7)

Taking the aforementioned ΛCDM model ("Planck
2013"), its estimated neff is situated typically around
or below our smallest simulated exponent, at least for
interparticle distances of typical (current) N-body sim-
ulations, n ∼ (−2.5,−2) for Λ ∈ [0.1, 1]. The resolution
of n = −2.25 shows the same tendency as n = −2.0,
inferred from 2. We thus conclude that we can use our
results for n = −2.0 to obtain conservative bounds on
precision for numerical simulations of such models.

These statements assume of course implicitly that
the method of setting up initial conditions is like that
used in our simulations, that convergence has been es-
tablished with respect to time-stepping and any all
other numerical parameters, and that the box size is
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Figure 3: Resolved k as a function of redshift for a fixed
value of the mean interparticle spacing Λ = 0.5h−1Mpc,
using a standard ΛCDM cosmology (“Planck 2013” [5]).
Orange points correspond to 1% precision, while purple
points represent a 5%. We have added an axis for the
kΛ of the hypothetical ΛCDM simulation for an easier
extrapolation with 2.

sufficiently large so that finite box effects are negligible
at these scales considered.
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Detection of Compact Binary Coalescences and
the Multi-Band Template Analysis
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Abstract — The Multi-Band Template Analysis (MBTA) is a pipeline suited for searching for gravitational
waves (GWs) emitted by coalescing compact binary systems (CBCs) in LIGO-Virgo data. It has been used ever
since the first generation of interferometric GW detectors in its online configuration, and over the past years it has
been improved to provide contributions to GW transient catalogues by developing an offline configuration. MBTA
performs a template-based search by splitting the analysis in two frequency bands to reduce computational costs.
It has been used in both its offline and online configuration to analyse data from the third observing run (O3)
in the standard search, investigating for signals emitted by coalescing Binary Black-Holes (BBHs), Neutron Star
Binaries (BNSs) and Neutron-Star-Black-Hole Binaries (NSBHs). At the moment, MBTA is contributing in the
Sub-Solar Mass (SSM) search, seeking for signals emitted by compact binaries with at least one component with
mass smaller than the mass of the Sun.

Introduction

General Relativity, Einstein’s theory of gravitation, was
developed between 1907 and 1915 and according to it
spacetime can bend because of the presence of masses
and interactions between them. One of its predictions
was the existence of Gravitational Waves (GWs), rip-
ples in the curvature of spacetime generated by the ac-
celeration of masses. The first attempts to directly de-
tect GWs were made by Joseph Weber in 1960. Once
emitted, a GW propagates virtually forever with an
amplitude that decreases linearly in the distance from
the emitting source. When these waves travel through
an object, it experiences time varying stresses that can
produce mechanical strains in an elastic solid. As a
GW passes, the strain in the bar causes the piezoelec-
tric crystals to expand and contract, producing an elec-
tric signal which could be amplified through low noise
amplifiers. These early experiments reached sensitivi-
ties of 1021, sufficiently low to detect supernovae explo-
sions in our galaxy (which are rare events), but never
achieved clear evidence of a GW detection. Modern
detectors are laser interferometers which use laser light
to measure relative changes in the lengths of two per-
pendicular arms of a Michelson interferometer. GWs
which propagate perpendicularly to the detector plane
will stretch and squeeze the armlengths of the inter-
ferometer, modulating the interference pattern at the
output port of the instrument. On September 14, 2015
at 09 : 50 : 45 UTC the two Advanced LIGO interfer-
ometers simultaneously observed a transient GW sig-
nal: the first GW event, GW150914 [1], started the era
of GW astronomy. It matched the waveform predicted
by general relativity for the inspiral and merger of a
binary black hole. The source was found to have com-
ponent masses of 36+5

4 M⊙ and 29+4
4 M⊙, and the black

hole resulting from their fusion has a mass of 62+4
4 M⊙.

3.0+0.5
0.5 M⊙c2 were radiated in GWs.

Laser Interferometers
The change in the proper separation between test par-
ticles is the physical quantity that GW detectors are
designed to measure in order to observe the passage of
a gravitational wave. In interferometric detectors, like
the ones that are currently operational, these changes
in the proper separation are monitored by measur-
ing the travel time of a laser beam travelling back
and forth along the arms of a Michelson interferom-
eter. The physical principle exploited by interferomet-
ric GW detectors is the interference between coherent
light beams, which is generated by differences in the
light travel time along the arms. At the moment, three
interferometers are used to take data: LIGO Hanford,
LIGO Livingston and Virgo. During the next observing
run (O4) Kagra will join the data taking.

The output of the detectors is a time series which
describes the oscillation state of the resonant masses;
it is a combination of the GW signal h(t), if present,
and of noise n(t).

s(t) = h(t) + n(t) (1)

The detection problem is how to distinguish n(t)
from h(t) and how to reduce the noise in a way that the
gravitational wave signal becomes recognizable. The
noise is a random process but, if stationary, as in short
periods of time detection, it is possible to compute its
expectation value. Noise is categorized as either dis-
placement noise, which directly moves the suspended
mirrors causing a differential change in the arm cavity
lengths, or as sensing noise, which appears in the read-
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Figure 1: Illustration of a simplified Michelson interfer-
ometer

out signal but is not caused by a gravitational wave.
The main noise sources are: seismic noise, thermal
noise, photon shot noise, radiation pressure, quantum
limit and the residual gas noise. The sensitivity of an
interferometer is limited by various noise sources, as
shown in Fig.(2), and the sensitivity band of current
detectors is between 10Hz and 2000Hz.

Figure 2: Simplified illustration of the sensitivities of
current GW interferometers

Gravitational Wave Sources
Every non-symmetric, accelerated system emits GWs.
In order to have detectable GWs, we need sources that
are massive, compact and violent enough to induce a
sufficiently strong gravitational field. Sources of this
kind are necessarily of astrophysical origin, such as
black holes (BHs), neutron stars (NSs) and supernovae
(SN). There are four categories of data analysis. Four
categories of GWs are defined, based on what gener-
ates them: continuous, coalescing compact binaries,
stochastic and burst.

The MBTA pipeline is involved in the search for

signals originated from Compact Binary Coalescences
(CBC). Those are a class of sources composed by two
compact objects, either NSs or BHs, which orbit around
each other. These sources are further divided into bi-
nary black holes (BBHs), binary neutron stars (BNSs)
and neutron star black hole binaries (NSBHs). The
emission of GWs causes the system to lose energy and
angular momentum, causing the two objects to spiral
towards each other. The emitted signal can be divided
into three stages: the inspiral, the merger and the ring-
down or postmerger phase.

The inspiral phase is when the two objects are spi-
ralling towards each other, losing orbital energy and
angular momentum, causing the GW amplitude and
frequency to increase as a function of time. Sources
can remain in this phase for millions of years, but they
can only be observed by ground-based detectors once
the binaries reach their final orbital cycles. During this
phase, gravitational fields and velocities are still rela-
tively weak and the GWs emitted can be found through
approximation methods such as the Post-Newtonian
formalism. The following stage is the merger phase
which occurs when the two objects are close enough
that they start to merge into a single object. In this
phase the gravitational fields are very strong and the
GW emission can only be computed numerically. Once
the two objects have merged, they enter a regime in
which the newly formed object needs to settle down
into a quiescent equilbrium state. For BBHs this hap-
pens via the BH ringdown. The GWs in the ringdown
phase can be computed using the perturbation the-
ory. The result consist of superpositions of damped
sinusoids, known as quasi-normal modes. When NSs
are involved, this final stage is more complicated and
its description requires the use of numerical methods,
because NSs may go through metastable, post-merger
states.

The Search Method

The identification of GW candidates in data from
ground-based interferometers presents three main chal-
lenges: the signal is weak compared to the noise from
the detector, so it needs to be extracted from the data
with efficient methods; the parameters describing the
signal are unknown and, even if those parameters were
known precisely, the shape of the GW signal h(t) is not
known exactly because the equations of General Rela-
tivity are highly non-linear, so that waveforms need to
be approximated. The solution to the first problem is
to use matched filtering to efficiently separate signals
from noise, while the solution to the second problem is
to compare the data against many different templates,
built upon several combinations of parameters.

Although great efforts are carried out in order to re-
duce the overall noise affecting detectors, the GW sig-
nal is still buried in noisy data. Filtering is the process
of separating the cleanest possible useful signal from
the contaminated combination of signal and noise. The
technique of matched filtering computes the correlation
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between the signal buried into data and a reconstructed
waveform, called template.

In order to detect in the data the presence of GW sig-
nals that may originate from binaries with a wide range
of masses and spins, the filtering is carried out using a
bank of templates that covers the desired portion of the
mass-spin parameter space.

Figure 3: Simplified illustration of the template bank
used in the first observing run (O1). The color code
indicates mass regions with different limits on the di-
mensionless spins. Green, red, and blue correspond to
BNS, NSBH, and BBH systems, respectively.

The bank is discrete, and this results in a loss of
detection volume. The detector data is filtered with
each waveform in the bank, so that any signal within
the targetted range of masses and spins matches one
of the templates within an error. The cross correlation
between each template and the detector data is com-
puted, shifting the former over time through the latter.
Each template therefore produces an SNR timeseries;
only values above a specified threshold are accepted
for further analysis. These accepted data points are
called triggers and denote times when a template in the
bank correlates with the data at least at the level of the
specified threshold: each trigger is a data instance in
which a GW signal may be present and therefore war-
rants further investigation. The SNR value determines
the probability of detection of the signal. The higher
its value, the higher the probability of detection. The
matched filtering has the property of maximizing the
SNR, independently of the probability distribution of
the noise.

The Multi-Band Template Analy-
sis
The Multi-Band Template Analysis (MBTA) pipeline
has been used to perform low-latency searches for CBCs
ever since the late operation of the first generation of
interferometric GW detectors. Over the past years, the
MBTA pipeline has been improved in various ways,
driven both by the specific needs of the low-latency
search designed to enable electromagnetic (EM) follow-
up of GW candidates and by the desire to use the
pipeline offline to produce future GW transient cata-

logs. The MBTA offline pipeline performs a coincident
analysis, so each detector in the network is analyzed
separately before the results are combined to identify
coincident events. It uses the matched filter technique,
but splits it in two frequency bands to reduce the com-
putational costs [2]. The performance of the offline
analysis has been illustrated in [3] and, so far, it has
been used to analyze data from the third observing run
(O3), participating to the catalog paper of the first half
of the third observing run (O3a) GWTC-2.1 [4], the
catalog paper of the second half of third observing run
(O3b) GWTC-3 [5], the NSBH discovery paper [6] and
the Sub-Solar Mass (SSM) search performed on O3a
data [7].

Candidate Event Significance
Candidate events are assigned a statistical significance,
determined by the rate at which detector noise pro-
duces events as loud as a given candidate event. The
False Alarm Rate (FAR) depends on the pipeline re-
sponse to non-stationary and non-Gaussian noise, and,
given the unpredictability of this noise, it is not possible
to model it analytically, therefore it must be empirically
derived. The FAR is evaluated using information from
data.

Figure 4: Inverse False Alarm Rate (IFAR) cumulative
distribution for the MBTA offline running on the O2
data from August 13, 2017 06 : 09 : 42 to August 24,
2017 02 : 41 : 22. For a given IFAR threshold the red
dots show the number of candidate events with IFAR
equal or larger than the considered value. The black
curve shows the expected number of events from back-
ground, and the grey bands represent the 1σ, 2σ, and
3σ statistical uncertainties around it (Poissonian errors
are taken into account)

The Sub Solar Mass Search
In conventional stellar evolution models, the lightest ul-
tracompact objects are formed when stellar remnants
exceed the Chandrasekhar mass limit. The lightest
remnants that exceed the Chandrasekhar mass limit
form neutron stars. There is no widely accepted model
for forming neutron stars below 1M⊙. Detecting ultra-
compact objects below one solar mass would challenge
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our theories about stellar evolution, indicating a new
formation mechanism, and potentially of new physic.
One possible scenario for the formation of SSM black
holes is the collapse of overdensities in the early uni-
verse, resulting in primordial black holes (PBHs).

So far, searches for compact binaries with at least
one SSM component have been carried out in the O1
[8], O2 [9] and the first half of the third observing run
(O3a) [7]. The lack of detections can be recast as an
upper limit on the merger rate of compact binaries. The
estimation of the merger rate can be done by computing
the surveyed time-volume:

< V T >= T

∫
dz

dV

(1 + z)dz
ϵ(z) (2)

where T is the analyzed time and ϵ(z) is the efficiency.
The efficiency represents the fraction of astrophysi-
cal sources in the population which are detectable at
a redshift z and it is estimated by simulating GW
signals from a population of SSM compact binaries
and adding them into the collected data. The search
sensitivity is primarily a function of the chirp mass
M = (m1m2)

3/5/(m1 + m2)
1/5, so that the popula-

tion of simulated signals has been divided into 9 equally
spaced bins. Each bin is treated as a separate popula-
tion and the merger rate (at 90% confidence interval)
is estimated as

R90,i =
2.3

< V T >i
(3)

The final results are shown in Fig.4. Differences in
background estimation lead to differences in the esti-
mation of the merger rate by the involved pipelines.

Figure 5: Upper limit on the merger rate of binaries
with at least one SSM component as a function of
source frame chirp mass. The dotted, dashed, and solid
lines represent the 90% confidence limits obtained by
the different pipelines involved in the search

Conclusions

During the Advanced LIGO and Advanced Virgo search
for sub-solar mass ultra-compact objects in data from

the first half of the third observing run, no unambigu-
ous sub-solar mass gravitational wave candidates were
identified by the three different algorithms employed in
the search. The null result allowed us to place con-
straints on the abundance of such ultra-compact bina-
ries and obtained upper limits on the merger rate of
SSM black holes in the range [220− 24200]Gpc−3yr−1.
The upper limit depends on the chirp mass of the source
as shown in Fig.4. For any astrophysical model that
could generate SSM binaries, the merger rate upper
limits can be used to set constraints on the model pa-
rameters. In this study we focused on two such models:
formation of PBHs catalyzed by three-body interac-
tions [10], and dark-matter black holes formed by late-
time gravitational collapse of dark matter sub-structure
[11]. Assuming PBHs produced at a single mass, and
randomly distributed in space it has been found that
the fraction of PBHs (as a fraction of the dark matter
density) is < 6% for PBHs in equal-mass binaries with
component objects in the range [0.2 − 1.0]M⊙, while
the upper limit on the fraction of the dissipative dark
matter that ends up in black holes has is lowest limit
at 1M⊙, where it is < 0.003%.
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Multiplicity dependence of Υ production at
forward rapidity in pp collisions at

√
s = 13 TeV

with ALICE
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Abstract — In pp collisions at LHC energies, the production of heavy quarks happens during the hard scattering
and then these quarks hadronize in either open heavy-flavour hadrons or quarkonia (e.g. J/ψ, ψ(2S), Υ). The
study of quarkonium production as a function of charged-particle multiplicity links soft and hard processes and
allows to study their interplay. While a linear increase of quarkonium production as a function of charged-particle
multiplicity can be reasonably well understood in the context of multi-parton interactions, the observation of
deviations with respect to a linear increase requires a more detailed description of the collision and the inclusion
of additional mechanisms such as collective effects, color reconnection or percolation. In this contribution, we will
present the latest ALICE measurements for J/ψ and Υ production as a function of charged-particle multiplicity
in pp collisions at

√
s = 13 TeV. The self-normalized yield of J/ψ and Υ, defined as the ratio between the

corresponding quarkonium yield in a given multiplicity interval to the multiplicity-integrated yield, are measured
at forward rapidity (2.5 < y < 4.0) in the dimuon decay channel. The charged-particle multiplicity is measured in
|η| < 1. The first measurement of the self-normalized yield ratios of Υ(2S) over Υ(1S) and J/ψ over Υ(1S) as a
function of self-normalized charged-particle multiplicity will also be shown.

Introduction

The event-multiplicity dependent production of
quarkonium and open heavy-flavor hadrons in small
colliding systems such as pp and p–Pb is widely
studied at the LHC. Indeed, it has the potential to give
new insights on processes at the parton level and on
the interplay between the hard and soft mechanisms
in particle production. ALICE has studied the mul-
tiplicity dependence in pp collisions at

√
s = 13 TeV

of inclusive J/ψ production at central rapidity [2],
which shows a stronger than linear increasing trend.
It is compared with various theoretical models, such
as the coherent production model [3], the Color Glass
Condensate (CGC) model [4], the 3-Pomeron CGC
model[5], and PYTHIA 8.2 predictions [6, 7]. With
similar motivations, the recent multiplicity dependence
of Υ production at forward rapidity has been studied,
aimed to improve the understanding of the underlying
production mechanisms.

Analysis strategy

The Υ production at forward rapidity is studied as
a function of charged-particle multiplicity measured
at central rapidity. The Υ yield (dNΥ/dy) and
the pseudorapidity charged-particle multiplicity den-
sity (dNch/dη) are both measured for INEL> 0 events.
In this analysis, tracklets, i.e. track segments recon-
structed in the ALICE Silicon Pixel detector (SPD) [1]

with pseudorapidity |η| < 1, are used for the charged-
particle multiplicity estimation. The pseudorapidity
coverage of the SPD changes with the interaction ver-
tex along z direction and with time, due to the vary-
ing number of dead channels. Therefore, a data-driven
event-by-event correction is applied, similar to the one
described in Ref.[8]. The first step of the multiplic-
ity calibration is to correct for the detector inefficiency
along the interaction vertex (zvtx), by equalizing the
number of tracklets variation as a function of zvtx on an
event-by-event basis. Then, using a Monte Carlo simu-
lation based on the PYTHIA 8.2 [6] and EPOS-LHC [9]
event generators, the correlation between the tracklet
multiplicity (after the zvtx-correction), N corr

trk , and the
generated primary charged particles Nch is determined,
as shown in Fig. 1. Finally, the self-normalized mul-
tiplicity is defined as the ratio between the charged-
particle density (dNch/dη) in a given multiplicity in-
terval to the integrated one. The Υ is reconstructed in
the rapidity range 2.5 < y < 4.0 via the dimuon de-
cay channel using the forward muon spectrometer [1].
The dimuon invariant mass distribution in the region
relevant for Υ measurement is shown in Fig. 2 for the
analyzed data sample. The number of Υ in each mul-
tiplicity interval is extracted from a log-likelihood fit
to the corresponding invariant mass (mµ+µ−) distribu-
tion. The signal shape is described by three Double
Crystal Ball functions, one for each signal state, and
the background shape is described by a Variable Width
Gaussian function [10].
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Figure 1: Number of charged particles Nch as a func-
tion of trakclets N corr

trk as determined by a Monte Carlo
simulation using PYTHIA 8.2 simulation with super-
imposed the best fit with a polynomial function.
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Figure 2: Dimuon invariant mass distribution for inte-
grated over the multiplicity (top) and for high multi-
plicity pp collisions, corresponding to the N corr

trk interval
bin [34, 41] (bottom).

Results

The self-normalized yield of Υ is defined as the Υ
yield in a given multiplicity interval to the multiplicity-
integrated yield. As shown in Fig. 3, an approximately
linear increasing behavior is observed for Υ(1S) (blue
points), Υ(2S) (green points) and J/ψ (red points) at
forward rapidity. However, a faster than linear increase
is presented for J/ψ (purple points) at central rapidity,
when there might be a correlation between the signal
(|y| < 0.9) and the multiplicity estimator (|η| < 1).
The different trends observed with the introduction of a
rapidity gap might be explained as the result of largely
eliminating the auto-correlation effects [7]. The self-
normalized yield ratios of Υ(2S) over Υ(1S) and Υ(1S)
over J/ψ, as shown in Fig. 4 and 5, respectively, are
independent on multiplicity and compatible with unity
within uncertainties. It reveals that there is no depen-
dence on resonance mass and quark component within
uncertainties.

Figure 3: Self-normalized yield of Υ and J/ψ as a
function of self-normalized charged-particle multiplic-
ity. The error bars represent the statistical uncertainty
on the quarkonium yields, while the quadratic sum
of the point-by-point systematic uncertainties on the
quarkonium yields as well as on dNch/dη / ⟨dNch/dη⟩
is depicted as boxes.

Conclusions

In this contribution, the first results of the Υ(1S) and
Υ(2S) production as a function of charged-particle mul-
tiplicity have been presented. A different behavior is
observed compared with the J/ψ at central rapidity. In
addition, the self-normalized yield ratios of Υ(1S) over
J/ψ and Υ(2S) over Υ(1S) as a function of charged-
particle multiplicity are found to be compatible with
unity within uncertainties. Last but not least, it should
be noted that the measurements suffer from limited sta-
tistical significance, so that it is hard to draw any firm
conclusion on the quarkonium production. A lager data



Yanchun DING 91

ALI-PREL-310459

Figure 4: Self-normalized yield ratio of Υ(2S) over
Υ(1S) as a function of self-normalized charged-particle
multiplicity. The error bars represent the statistical un-
certainty on the self-normalized yield ratio, while the
quadratic sum of the point-by-point systematic uncer-
tainties on the self-normalized yield ratio as well as on
dNch/dη / ⟨dNch/dη⟩ is depicted as boxes.

Figure 5: Self-normalized yield ratio of Υ(1S) over J/ψ
as a function of self-normalized charged-particle mul-
tiplicity. The error bars represent the statistical un-
certainty on the self-normalized yield ratio, while the
quadratic sum of the point-by-point systematic uncer-
tainties on the self-normalized yield ratio as well as on
dNch/dη / ⟨dNch/dη⟩ is depicted as boxes.

sample is required for this analysis to improve the preci-
sion of the measurements and to draw firm conclusions.

References
[1] B. B. Abelev et al., ALICE Collaboration, Int. J.

Mod. Phys. A 29, 1430044 (2014)

[2] S. Acharya et al. ALICE Collaboration, Phys.
Lett. B (2020) 135758

[3] B. Z. Kopeliovich, H. J. Pirner, I. K. Potash-
nikova, K. Reygers, and I. Schmidt, Phys. Rev.
D 88 (2013) 116002

[4] Y. Q. Ma, P. Tribedy, R. Venugopalan, and K.
Watanabe, Phys. Rev. D 98 (2018) 074025

[5] M.Siddikov, E. Levin, and I. Schmidt, Eur. Phys.
J. C 80 (2020) 6, 560

[6] T. Sjöstrand, S. Ask, J. R. Christiansen, R. Corke,
N. Desai, P. Ilten, S. Mrenna, S.Prestel, C. O. Ras-
mussen, and P. Z. Skands, Comput. Phys. Com-
mun. 191 (2015) 159-177

[7] S. G. Weber, A. Dubla, A. Andronic, and A.
Morsch, Eur. Phys. J. C 79 (2019) 36

[8] B. Abelev et al., ALICE Collaboration, Phys. Lett.
B 712, 165-175 (2012)

[9] T. Pierog, Iu. Karpenko, J. M. Katzy, E. Yatsenko,
and K. Werner, Phys. Rev. C 92, 034906

[10] ALICE Collaboration, Phys. Rev. Lett. 123,
192301 (2019)

https://arxiv.org/pdf/1402.4476.pdf
https://arxiv.org/pdf/1402.4476.pdf
 https://doi.org/10.1016/j.physletb.2020.135758
 https://doi.org/10.1016/j.physletb.2020.135758
https://arxiv.org/abs/1308.3638
https://arxiv.org/abs/1308.3638
https://digitalcommons.odu.edu/cgi/viewcontent.cgi?article=1323&context=physics_fac_pubs
 https://doi.org/10.1140/epjc/s10052-020-8086-4
 https://doi.org/10.1140/epjc/s10052-020-8086-4
https://inspirehep.net/literature/1321709
https://inspirehep.net/literature/1321709
http://cds.cern.ch/record/2655133?ln=en
doi:10.1016/j.physletb.2012.04.052
doi:10.1016/j.physletb.2012.04.052
https://journals.aps.org/prc/abstract/10.1103/PhysRevC.92.034906
https://arxiv.org/abs/1907.03169
https://arxiv.org/abs/1907.03169




MFT detector commisioning in
ALICE and J/ψ polarisation
measurement in ultra-peripheral
Pb-Pb collisions at 5.02 TeV
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Abstract — Ultra-relativistic heavy-ion collisions are an important tool to investigate the Quark-Gluon Plasma
predicted by the theory of Quantum Chromo-Dynamics. It is also possible to use these collisions to study poorly
known gluon shadowing effects at low Bjorken-x values. Indeed Ultra-Peripheral Collisions (UPC) between two
lead nuclei, in which the impact parameter is larger than the sum of their radii, provide a useful way to study
photonuclear reactions. In this paper, a study based of the angular modulation of the muons originating from
decays of photoproduced J/ψ mesons is presented. It uses data collected during Run 2 by the ALICE Collaboration
at forward rapidity. Finally, The addition and commissioning of the Muon Forward Tracker detector in ALICE for
Run 3 and Run 4 at forward rapidity is discussed. This new detector will improve the spatial resolution and thus
allow more precise studies of the photoproduction in UPC.

Introduction

The main goal of experimental physics is to test and
constrain theories while raising new questions. One of
the central questions concerns the origin of our Universe
and the most commonly accepted “Big Bang” theory.
Understanding the nature and the properties of the fun-
damental components of nuclear matter (called quarks
and gluons) allows to better understand and describe
the first moments of the Universe [1]. According to
this theory, a few microseconds after the Big Bang, the
medium was so dense and so hot that the quarks and
gluons evolved freely with respect to each other; this
state of matter is called Quark Gluon Plasma (QGP).
The expansion of the Universe would then have led to
its cooling and the confinement of quarks and gluons in
the hadrons that make up ordinary nuclear matter.
The physics of ultra relativistic heavy ion collisions
came from the questions raised by astrophysics and
hadronic physics about the collective properties and the
conditions of existence of the excited nuclear matter.
The idea is to reproduce the conditions in which the
Universe was a few moments after the Big Bang in order
to characterize the QGP. Due to QGP’s very brief life-
time (τ ∼ 10 fm/c), its properties cannot be accessed
directly. Some observables, as charmonia (cc bound
states), have been identified to probe and characterize
the presence of QGP. Created during the first stages of
the collision, these heavy quark hadrons experience the
whole development of the hot QCD medium. To get a
deeper understanding of the fundamental mechanisms
of hot QCD plasma, it is obvious that a comprehen-
sive evaluation of charmonia properties is important.

Among the attributes that may be studied on charm
hadrons is the polarisation, which can be investigated
via so-called UPC.
Indeed, different types of interactions are possible in
heavy ion collisions. The most prominent interaction
mechanism is of the hadronic type, governed by the
strong nuclear force and occur essentially between nu-
cleons. Nevertheless, there is also the photon-nucleon
interaction. This process is called and originate from
the intense magnetic field surrounding the travelling
ions photoproduction. Using the Weiszäcker-Williams
approximation [3], the powerful electromagnetic field
can be studied and it has been shown that the pho-
ton flux is proportional to the squared nuclear charge
(Z2) and the charge distribution. As the photoproduc-
tion results from a process that is simultaneously reliant
on QED (photon flux) and QCD (photon-nuclear cross
section), the overall cross-section is produced as a re-
sult of nγ(±y, b) and σγA(±y). As already mentioned
above, the simplest way to observe this kind of interac-
tion is given by UPC, i.e. collisions where the impact
parameter is greater than the sum of the two radii of
the nuclei (b > R1+R2) and thus hadronic interactions
are strongly suppressed. A quasi-real photon can oscil-
late into a quark anti-quark pair that will scatter off
the second nucleus that produces vector mesons, like
J/ψ. In the following, a study of photo-produced J/ψ
polarization is presented.
Furthermore, starting from 2022, the Large Hadron
Collider (LHC) [19] will enter a new era by achiev-
ing its maximum energy and luminosity. New detec-
tors and technologies have been installed in the ALICE
cavern to cope with the new accelerator condition and
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improve the detectors performances. This newly in-
stalled systems in the ALICE experiments should im-
prove the encouraging results obtained during Run 1
and 2. One of the new detectors is the Muon Forward
Tracker (MFT) [4], calibrated in IP2I in Lyon. In the
last part of this paper, this new system and its calibra-
tion will be presented.

UPC and incoherent J/ψ produc-
tion

Figure 1: Mechanism of production of J/ψ mesons in
UPC.

In Figure 1, the Feynman diagram represents the cre-
ation of J/ψ mesons in UPC. There are two types of
physical processes behind UPCs: coherent creation, in
which the photon interacts with the entire nucleus and
incoherent creation, in which the photon interacts with
a single nucleon. Coherent and incoherent J/ψ photo-
production can give answers to the calculation of cross
section in gluon Parton Distribution Function within
the target hadron [5]. The σγA should be proportional
to the square of the gluon density in the nucleus at a
value of Bjorken-x with x(±y) = mJ/ψ/

√
sNN exp(±y).

In addition to this, (γ+Pb −→ J/ψ −→ µµ) provides a
powerful tool to study poorly known gluon shadowing
effects at low Bjorken-x [6].
The vector meson average transverse momentum is in-
versely proportional to the nucleus radius i.e. <pT>∝
1/Rnucleus. This property explain why such production
happens mostly at low pT . Figure 2 shows the pT distri-
bution for opposite sign dimuons in UPC Pb-Pb mea-
sured with ALICE around the J/ψ mass. The coherent
and incoherent processes are separated by pT values:
the coherent part dominates at a very low pT and, the
incoherent part is more important starting from 0.5
GeV/c in pT. Therefore, we can disentangle the two
contribution and study them separately.

ALICE experiment

A Large Ion Collider Experiment (ALICE) [20] is one of
the four big experiments at the LHC. This experiment
is mainly dedicated to heavy-ion physics. Heavy-ion
collisions are used to study the QGP state as the en-
ergy density achieved at the LHC allows the formation

ALI-PUB-324276

Figure 2: Transverse momentum distribution for muon
pairs in the range 2.85 < mµµ < 3.35 GeV/c2(around
the J/ψ mass) [from [7]].

of such a state. However, ALICE’s physics program is
not limited to Pb-Pb collisions as p-p and p-Pb mea-
surements are performed to provide a reference to the
Pb-Pb system and to study cold nuclear effects respec-
tively.

Figure 3: ALICE apparatus during the RUN2 of LHC.

In Figure 3 shows the ALICE detector. It is composed
of two main parts : the central barrel around the inter-
action point and a forward rapidity muon spectrome-
ter [21]. The later can be used to study quarkonia states
via their dimuon decay channel. The muon spectrome-
ter cover a pseudo-rapidity range of -4<η<2.5 and the
full azimuth.
For the analysis of incoherent J/ψ mesons in UPC, the
data selected are those reconstructed with the muon
spectrometer in 2015 and 2018 in Pb-Pb collisions at√
sNN = 5.02 TeV, selecting all data with a dimuon pT

higher than 0.35 GeV/c.

Analysis purpose and results
The STAR Collaboration [22] discovered a transverse
angular modulation [23] due to the extreme Lorentz
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contraction of electromagnetic fields in UPC. Indeed,
the photons are polarized i.e. they have a privileged
distribution of orientation in space so they will scat-
ter to produce vector mesons in a privileged direction.
The angular modulation is defined by the ∆φ angle
described in Figure 4.

The analysis is done in helicity frame direction, that
implies the J/ψ are expected to be produced trans-
versely in comparison to their own momentum direc-
tion. [8].

Figure 4: Definition of the angle that represents the
angular modulation shown by STAR Collaboration [9]

In helicity frame, ∆φ is extremely correlated with
φ angle: this implies that the amplitude of cos(∆φ)
modulation is almost equivalent to the λφ polarization
parameter. There are indeed three polarization param-
eters (λθ, λφ, λθφ) from three angles (θ, φ, φ̃). The most
general distribution of the helicity frame is reported in
equation 1:

W (cos θ, φ) ∝ 1

3 + λθ
(1+λθ cos

2 θ++λφ sin
2 θ cos 2φ+λθφ sin 2θ cosφ)

(1)
Starting from formula 1, J/ψ mesons have the same

polarisation as the quasi-real photon that generates the
photoproduction reaction but there are two possible
scenarios:

1. λθ, λφ, λθφ = (1, 0, 0) transverse polarization;

2. λθ, λφ, λθφ = (−1, 0, 0) longitudinal polarization.

A first extraction of these polarization parameter
have been attempted starting with the invariant mass
spectrum given in Figure 5. This spectrum is pro-
duced using UPC events that were collected by the
ALICE muon spectrometer in 2015 and 2018 period.
An amount of 6081±97 reconstructed J/ψ mesons have
measured. The polarisation parameter extraction is
currently ongoing.

ALICE experiment after the LS2
Starting from Run 3, the LHC luminosity will be im-
proved by a factor 10 to 100. During the year 2021,
ALICE finalised its major upgrades in order to collect

Figure 5: Invariant mass distribution of opposite
dimuons for pT>0.35 GeV/c and -4<y<-2.5 in ultra-
peripheral Pb-Pb collisions at

√
sNN=5.02 TeV.

interaction rates of 50 kHz in Pb-Pb collisions. Here, is
the list of the most important detectors installed during
this Long Shutdown 2 (LS2):

• The Gas Electron Multiplier (GEM) detectors
have been installed in TPC [10];

• the Inner Tracker System (ITS) has been replaced
by seven new layers of ALPIDE sensors [11] for an
improved tracking efficiency and resolution;

• a new forward rapidity tracker called MFT has
been installed in order to add vertexing capabil-
ities to the current Muon Spectrometer.

The new MFT detector

The MFT detector is installed between the interaction
point and the front absorber of the muon arm [12].
It is made of two half-MFT cones surrounding the
beam pipe. Each half-MFT cone consists of 5 half-
disks placed along the beam axis, in the direction of the
muon spectrometer with the two first half-disks placed
at z =−46 cm from the nominal interaction point. In
each half-MFT, the first two half-disks are identical
while the remaining three half-disks have a larger ra-
dius [13]. The basic detection element of the MFT is a
silicon Monolithic Active Pixel Sensor (MAPS), identi-
cal to that of the new ALICE Inner Tracking System
(ITS) [14, 15], called ALPIDE. Chosen for its granular-
ity, material thickness, read-out speed, power consump-
tion and radiation hardness, the chip ALPIDE contains
a matrix of 512×1024 sensitive silicon pixels and it mea-
sures 30×15 mm2. The sensor ladders consist of 2, 3, 4
or 5 silicon pixel sensors bonded to a Flexible Printed
Circuit (FPC) with aluminium strips, covering an ac-
tive total surface of 0.4 m2.

Two major Physics goals of MFT have been high-
lighted by the Collaboration [16].
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Figure 6: Picture of one assembled half-MFT during
the commissioning at CERN.

The first one is the charm and beauty hadron produc-
tion separation. The measurement of non-prompt J/ψ
production from is a well-established tool for beauty
production measurement in high-energy nuclear colli-
sions [17]. Thanks to the MFT, it will be possible to
achieve the statistical separation between prompt and
non-prompt J/ψ produced at the collision. This sep-
aration is based on the measurement of the distance
between the primary vertex and the secondary vertex
corresponding to B hadron decay.

Other goals have been identified when the MFT has
been designed [18]. For example, using this new de-
tector, a measurement of the QGP thermal radiation
and the spectral structure of low-mass vector mesons
can be conducted or the measurements of charm (semi-
muonic decays) and beauty (semi-muonic and J/ψ de-
cays) pT-differential production yields will be used to
explore the medium density and the mass dependency
of in-medium parton energy loss [16]. The ALPIDE
qualification was conducted at IP2I in Lyon. The func-
tioning quality of the digital and analog parts of the
ALPIDE sensors operated on the half-disk assemblies
were studied in details. For each chip, a vote was cast
based on the number of dead or ineffective pixels. A
sensor with less of 50 defective pixels is considered gold;
when the “broken” pixels are between 50 and 1500, the
chip is called silver, finally if there are more than 1500
imperfect pixels, the sensor is bronze. Thanks to this
work, it is fair to say that the MFT detector is a gold
detector with silver areas. Only 3 sensor chips out of
936 have been classified as bronze and 6 ALPIDE have
problems on the slow control lines, so the communica-
tion with them is impossible. As much as 99% of the
surface covered with pixels is operational. Such good
performances insure that the detector will fulfill its in-
tended goals. In particular, it will be able to provide
precision results for the study of the non-prompt decays
in the forward rapidity region.

As an illustration of the MFT high performances,
Figure 7 shows the pixel noise occupancy as a function
of number of masked pixel. It is feasible to run the
detector at a fake-hit rate of 10−10 evt−1 pixel−1, i.e.
several orders of magnitude below the design require-
ment.

The MFT detector was installed in December 2020 in
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Figure 7: Evolution of the fake-hit rate for one half-
cone with the back-bias applied (VBB = −3V) as a
function of the number of noisy pixels being masked,
starting from the noisiest ones.

ALICE cavern and is ready to record the new upcoming
data expected during 2022.

Conclusion

Quarkonia are an excellent probe to study the QGP
and its characteristics. J/ψ mesons produced in Pb-Pb
UPC evebts are useful to understand the gluon density
in the PDFs. Despite the fact that the results on the
polarisation parameters cannot yet be compared with
those reported in previous research, the analysis of the
incoherent component is crucial in order to determine
whether or not the experimental results and theoret-
ical predictions are consistent. With the installation
of the new MFT detector in the ALICE cavern, im-
proved measurements of J/ψ are expected in order to
understand the hadronic but also the photon-nucleon
interactions. The first Run 3 collisions are expected to
occur in spring 2022. Based on results obtained during
the commissioning, the MFT should met its expected
performances and produce high quality data to be an-
alyzed within the ALICE Collaboration.
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Abstract — ALICE (A Large Ion Collider Experiment) is one of the main experiments of the LHC (Large
Hadron Collider) at CERN (European Organization for Nuclear Research). The purpose of ALICE is to study
the properties of strongly interacting matter by performing different kinds of measurements in proton-proton,
proton-nucleus and nucleus-nucleus collisions. In prevision of the Run 3 of the LHC, that will start in 2022, many
detectors of ALICE were upgraded, the ITS (Inner Tracking System) being one of those. The ITS is built of
ALPIDE (ALICE Pixel Detector) silicon sensors that allow particle detection by means of their pixels. When
several neighbouring pixels are activated during the same particle crossing, they form a cluster. First, the shape of
these clusters are studied with real data from the commissioning and simulation generated by the ALICE’s Monte
Carlo code. We investigate the dependence of cluster’s shape on various parameters such as the dimensions of the
pixels and especially the inclination of particle tracks with respect to the surface of sensors. In addition, using
the recent upgrades of the ITS, a study of the decay channel: Ξ−

b → (Ξ0
c → Ξ−π+)π− is performed. The goal is

to create an analysis prototype using a state-of-the-art detector and a brand new technique called strangeness
tracking. This technique is meant to improve the efficiency and precision of the reconstruction of weakly decaying
particles (such as Ξ− or hypertritons). The resulting gain in the precision of secondary vertex reconstruction will
allow for a large suppression of combinatorial background when detecting short-living heavy-flavour baryons, such
as Ξ−

b decaying to Ξ0
c and π−.

Introduction

The goal of the ALICE (A Large Ion Collider Ex-
periment) experiment at the Large Hadron Collider
(LHC) at CERN (European Organization for Nuclear
Research) is to study strongly interacting matter cre-
ated during collisions of heavy nuclei up to the center-
of-mass energy of about 5 TeV per nucleon. Under these
extreme conditions, a new phase of matter, named
Quark Gluon Plasma (QGP), is formed. This plasma is
believed to have prevailed during the first microseconds
after the Big Bang [1].

The detection of heavy-flavour hadrons (charm and
beauty) allows to probe QGP properties [1]. Heavy
quarks are produced at the very beginning of the
collision, during the most energetic (hard scattering)
processes. Subsequently interacting with the QGP
medium, heavy-flavour quarks finally hadronize. The
production rate and kinematic characteristics of the
resulting particles are thus modified by the medium,
which can be measured and traced back to the QGP
properties. The magnitude of these modifications de-
pends, among other things, on the mass of the involved
quarks. This makes the studies of production of heavy-
flavour particles particularly advantageous. The detec-
tion of these particles need a detector fast and precise
enough because they have a low production rate and a

very short life time. In ALICE, the heavy-flavour par-
ticles are detected using the ITS that allows for track
reconstruction1 of charged particles as well as the po-
sitions of the primary and secondary interaction ver-
tices2. The first version of the ITS, used during the
Runs 1 and 2 of the LHC, presented some limitations on
data read-out rate and the distinction between primary
and secondary vertices. These technical limitations re-
sult in a lesser quantity and quality of the recorded
data and therefore impact the physical interpretation
of these data. In order to probe more deeply the QGP,
upgrades were undertaken and gave birth to a new ver-
sion of the Inner Tracking System [1].

The first part of the following document is about
the ITS upgraded, its characteristics, its functioning
and its validation with cosmic-ray data. The second
part presented here, concerns the strangeness tracking
with ALICE 3 [2] by studying a specific decay channel:
Ξ−
b → (Ξ0

c → Ξ−π+)π−.

1The ITS performs tracking along with other ALICE detec-
tors.

2The primary vertex is the location of the collision where par-
ticles are produced. The secondary vertex of a particle is the
point where this particle decays.
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Cluster shape analysis

During the ITS commissioning at CERN in 2020, series
of measurements of cosmic particles (typically muons)
were performed. The ITS is paved with ALPIDE (AL-
ICE Pixel Detector) chips [3]. These silicon chips
are composed of 512 × 1 024 pixels activating when
a charged particle crosses the semiconductor sensor,
forming clusters of several shapes. The stored data con-
tain information on the position of the fired pixels and
the resulting cluster shape. The main purpose of this
work was to study these cluster shapes as a function
of several factors such as the inclination of the particle
tracks with respect to the surface of the sensor. A track
inclination in the direction of a row (resp. a column)
of pixels is designated as angle λ (resp. ψ).

The study of the pixel cluster shapes and its impact
on the tracking precision was studied. First, a cali-
bration process needed to be implemented in order to
suppress the omnipresent noise. The determination of
noise maps and their subsequent use allowed us to get
rid of a large noisy pixel amount. Then, track can-
didates are selected and defined as the association of
three clusters (one on each detection layer) that fall
onto a same straight line. They are studied to access
the cluster shapes of clusters originating from particles.

Figure 1: Probability of different cluster shapes as a
function of track inclination λ.

The obtained results showed that the cluster shape
depends on the track inclination angles λ and ψ and
the pixels geometry. Indeed, one can conclude that
the cluster’s elongation along rows (resp. columns) be-
comes more important when the inclination angle λ
(resp. ψ) increases in absolute value. The Figure 1
highlights this rising elongation, in the rows direction,
for rising intervals of |λ|. Moreover, the elongation
along columns is favored with respect to the one along
rows. This appears as an immediate consequence of the
pixels geometry as they are shorter along columns than
along rows.

In the light of these results, real data coming from
the ITS commissioning are compared with simulated
data using the ALICE Monte Carlo code. For all the
angle intervals studied, this code better reproduces the

biased real data than the unbiased ones. Here, the
bias corresponds to a potential difference applied to
the semiconductor width of a chip in order to compen-
sate the radiation damage underwent by the sensors
through time. On top of that, the reliability of the
Monte Carlo code diminishes while the track inclina-
tion rises. Therefore, some optimisation of this code
free parameters is needed in order to bring the gener-
ated data in better agreement with real data.

This worked has opened new perspectives. The ob-
tained dependence of cluster shapes on the track incli-
nations could be integrated in the tracking algorithm as
some cluster shapes offer a better precision regarding
particle detection. Besides, knowing the cluster shape
distribution as a function of the track inclination can
increase the probability that the algorithm assigns the
cluster to the right track during the track reconstruc-
tion process. On top of that, the results coming from
the comparison of real data and simulated data could
be used to improve the ALICE Monte Carlo simula-
tions in order to better describe the properties of the
real detector. It is important to work with a reliable
Monte Carlo code because this code induces system-
atic errors in the measurements when one uses it for
physical corrections on real data.

Strangeness tracking in ALICE 3

Simulation of collisions

The data analyzed in the following are exclusively com-
ing from a Monte-Carlo simulation3 that can be sum-
marised as follows: (i) a minimum bias Pythia4 event
with up to one particle on interest (Ξ−

b here) added
to the underlying event; (ii) propagating the generated
particles with GEANT3; (iii) simulating hits with the
experimental geometry (beam pipe + ALICE 3) and
simulation of the detector response by digitizing these
hits.
When generating Ξ−

b particles, we require that these
Ξ−
b decay according to the wanted channel Ξ−

b →
Ξ0
c(Ξ

−π+)π−5. This is done by means of instructions
inside the generator by using a specific syntax6.

A quite large sample of simulated data was needed
for these studies. Among 200 simulated events7, a min-

3This allows us to go beyond the current geometry of ALICE
and study collisions with the ITS3 (the future version of the
ITS that should be installed during LS3 of LHC [4], [5]) whose
innermost layer is positioned at 18 mm radial distance from the
interaction point (even closer than ITS2). The foreseen geometry
of ALICE after LS3 is called ALICE 3.

4Pythia is a simulation code used to simulate pp collisions.
5Then Ξ− → Λπ− with a branching ratio above 99.8% and Λ

mainly decays into pπ− with a branching ratio of about 64%.
6Each particle is identified by a "PDG code" [6] and specific

command lines are used to declare (and possibly impose) a decay
channel [7]. Information on the particles can be found in [8].

7An event is a collision that triggered the detection apparatus.
We can have either zero event (no trigger) or one event (trigger)
for a given collision, if pileup is not considered.
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imum of 200 Ξ−
b and 200 Ξ0

c particles were produced8,
meaning Pythia generated the wanted amount of par-
ticles9 to study the decay channel of interest.

Reconstruction of a decay channel

In addition to a particle of interest, many other parti-
cles are produced in a collision. Random associations of
tracks from "non-interesting" particles produce a large
combinatorial background. Hence, an implemetation
of a special procedure minimizing this background is
needed, so called "topological reconstruction".

Ξ−
b can decay via many channels, leading to a particle

cascade. The whole cascade underpinned by Ξ−
b is not

reconstructed. Indeed, only a specific branch of this
family tree by going from the tip of the branch to the
roots of the tree is reconstructed. This specific branch
corresponds to the decay channel presented Figure 2.

[scale=0.6]decaychannel.svg

Figure 2: Sketch of the decay channel Ξ−
b → (Ξ0

c →
Ξ−π+)π−. The indicated flight distances are not at a
right scale.

Via this channel, one aims at studying Ξ−
b disinte-

grating according to Ξ−
b (dsb) → Ξ0

c(dsc)π−(ūd). Then
the Ξ0

c decays in two particles with opposite charges
such as Ξ0

c(dsc) → Ξ−(dss)π+(ud̄). The Ξ−
b cascade is

composed of a succession of V shaped decays. In such a
cascade, one could consider Ξ−

b as a mother living over
a distance of about 470 µm before giving birth to her
daughters Ξ0

c and π−. At this stage, only π− is detected
because of its non-zero electric charge (contrary to Ξ0

c

that is electrically neutral, hence undetected10): it is
called the bachelor particle. After travelling a distance
of about 46 µm, the Ξ0

c becomes a mother11, giving
birth to Ξ− and π+ respectively called the negative and
positive particle according to their electric charge. The
distinction as a function of the electric charge sign is
important because this sign affects the curvature of the
particles, an observable accessible through the measure-
ments and used during the topological reconstruction
procedure.

Topological reconstruction aims at associating the
tracks of the negative (Ξ−) and positive (π+) parti-
cles to reconstruct the undetected Ξ0

c , that will itself
be associated to a track of a bachelor particle (π+) and
eventually constitute a candidate to Ξ−

b . The Ξ− can
directly be detected allowing for "strangeness tracking"
with improved track reconstruction. This improvement

8More of these particles could have been produced directly by
the collision or via decays taken into account by Pythia.

9Note that these numbers are obtained for a single data gen-
eration. This generation code was launched thousands of times
during the project, to get a data sample big enough.

10The detection relies on the ionization of the medium com-
posing the detection layers which is only possible if the particle
passing through is electrically charged.

11Ξ−
b is then promoted to the status of grand-mother.
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Figure 3: Comparison between topological reconstruc-
tion with (in blue) and without (in red) strangeness
tracking in the distribution of DCAxy to primary ver-
tex for Ξ−

b .

can then be propagated to the reconstruction of Ξ0
c and

then Ξ−
b .

We don’t describe all the details of this procedure in
this report (Sections 6.2.3 and 6.6.4, [10]). Yet we can
mention that the main goal of topological reconstruc-
tion is to find the point in space where the tracks of two
potential daughters are the closest (this point becomes
a vertex candidate) and then use momentum-energy
conservation at this vertex to calculate the invariant
mass of the particle of interest that supposedly decayed
at this very point.

Once we reconstructed Ξ0
c , we repeat the procedure

presented previously but instead of associating positive
and negative particles, we associate a bachelor with the
freshly reconstructed Ξ0

c to eventually reconstruct the
track of Ξ−

b . This whole procedure is done in a piece of
C++ code of about 2 000 lines running in the O2 en-
vironment12. Originally, this piece of code was written
for a completely different decay channel. In this work,
the code is adapted to reconstruct the decay channel
of Ξ−

b . The output files of this procedure contained a
lot of information on the reconstructed particles and
the associated tracks that can be used to go from the
physics analysis results back to the Monte Carlo truth.

Data analysis and main results

More than two millions events were generated, contain-
ing more than two millions Ξ−

b decaying in the channel
of interest. Some background was simulated by gen-
erating Ξ0

c instead of Ξ−
b and not imposing any decay

channel. The same number of events was generated for
background and signal data.

When we study a specific decay channel and/or a
specific particle, we want to reduce the background and
to do so, we have to know how topological observables

12O2, standing for Online-Offline, is the ALICE software and
allows data treatment online (while the detection system is op-
erating) as well as offline (after the recording of the data).
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b candidates.

such as the decay radius13 or the DCA14 behave for
the case of true signal an background candidates. These
topological observables can be used to apply topological
cuts on the data to constrain the reconstruction process
and to suppress as much as possible the background.

The Figure 3 shows that strangeness tracking offers
an improvement in DCA resolution (compared to the
"standard" method), hence proving the usability of this
new technique: strangeness tracking applied on Ξ− re-
duces combinatorial background in the study of Ξ−

b .

Finally, Figure 4 presents the main result of this
project: the invariant mass plot for Ξ−

b candidates. We
can notice that the cuts on DCA and decay radius of-
fer an important background suppression: our analysis
prototype works. We managed to reconstruct the de-
cay channel of Ξ−

b until isolating this particle with a
peak well centered around Ξ−

b mass. Of course, the
background here is strongly under-estimated. The cuts
elaborated in this work will play an important role in
the optimisation of signal-over-background ratio in the
reconstruction of Ξ−

b with the future ALICE 3 experi-
ment.
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ψ(2S) normalised yields as a
function of charged-particle
pseudorapidity density in pp and
p–Pb collisions with the ALICE
experiment at the LHC
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Abstract — The production of heavy quarkonia such as charmonium (bound state of charm and anti-charm
quark) presents an excellent tool to test both perturbative and non-perturbative QCD, as charm production
process can be described by perturbative QCD, but the formation of the bound state involves non-perturbative
aspects. In ultrarelativistic heavy-ion collisions, a deconfined state of QCD matter, made of free quarks and
gluons, called quark-gluon plasma (QGP) is expected to be formed. To probe such an environment, the study of
charmonium is an important tool as it is produced during the initial stage and experiences the full evolution of the
collision. An increase of the charmonium yields as a function of event charged-particle pseudorapidity density was
observed in pp and p–Pb collisions with the ALICE experiment at the LHC. This proceeding shows the result of
the ψ(2S) yields normalised to their average values as a function of the pseudorapidity density of charged-particles
in pp collision at

√
s = 13 TeV and p–Pb collisions at

√
sNN = 8.16 TeV. The ratio of the excited state, ψ(2S), to

the ground state J/ψ as a function of the pseudorapidity density of charged-particles is shown as well.

Introduction

Lattice QCD predicts the existence of quark-gluon
plasma (QGP), a deconfined state of quarks and glu-
ons. In nature, QGP may have permeated the first
microsecond of the universe [1], where extreme condi-
tions of high energy density and high temperature ex-
ist. Such conditions are reproduced at the laboratory
by colliding heavy ions at sufficient high energy.

In heavy-ion experiments several observables are
used as a tool to probe and characterize the QGP. Be-
sides QGP effects, the observables might be affected
by the presence of nuclei, so-called cold nuclear mat-
ter effects. To disentangle the QGP influences from
the cold nuclear matter effects, proton-nucleus colli-
sions are used as a control system, since QGP effects
are not expected to be formed.

Charmonia, bound states of charm anti-charm
quarks, production is an excellent tool to study the
QGP. Due to their heavy mass, the charmonia states
are produced in the early stages of the collision and ex-
perience the full evolution of the collision. This makes
charmonia widely used tools to understand the QGP
and cold nuclear effects. A suppression of J/ψ produc-
tion in p–Pb collisions, with respect to pp collisions, at
forward rapidity region was reported by different exper-
iments [2, 3]. This suppression was found to be consis-
tent with theoretical models that includes cold nuclear

matter effects in their calculations[4, 5].
The excited state, ψ(2S), results show a larger sup-

pression in p–Pb, with respect to pp, at both forward
and backward rapidity regions. When compared with
J/ψ values, a similar suppression was observed of ψ(2S)
at forward rapidity. This suppression was ascribed to
initial state cold nuclear matter effects. On the other
hand, at backward rapidity, ψ(2S) experienced a signif-
icantly stronger suppression than J/ψ. This behaviour
was reproduced by the comovers model, which consid-
ers a dissociation of the charmonia due to the interac-
tion with the final state comoving particles [9].

In this proceeding, measurements of ψ(2S) produc-
tion in p–Pb and pp collisions as a function of charged-
particle pseudorapidity density are reported. The ra-
tio of ψ(2S) to the J/ψ relative yields as a function
of charged-particle pseudorapidity density is shown. In
the presented measurements both charmonia yields and
charged-particle pseudorapidity density are normalised
to their average values.

Experimental apparatus

ALICE (A Large Ion Collider Experiment) is the ded-
icated heavy-ion LHC (Large Hadron Collider) exper-
iment [10]. ALICE consists of 18 sub-detectors, which
allow to study a broad range of observable. These
sub-detectors can be classified into three main cate-
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gories. First, global detectors measure general quanti-
ties such as particle multiplicity, luminosity, and col-
lisions centrality. Second, central barrel detectors at
mid-rapidity are important to reconstruct the trajecto-
ries of hadrons, photons and electrons. Third, the muon
spectrometer [11] at forward rapidity which is designed
to measure the production of heavy quark resonances,
e.g J/ψ, ψ(2S), open heavy flavor, with a sufficient
mass resolution to separate all the states and down to
zero transverse momentum pT .

The analyzed data are recorded mainly us-
ing the muon spectrometer at forward rapidity
−4.0 < ηlab < −2.5. The spectrometer consists of: a
set of absorbers essential to reduce the background
from the decay of hadrons and beam-gas interactions;
a dipole magnet provides an integrated magnetic field
of 3 Tm used to deflect particles trajectories to mea-
sure their curvature, momentum and electric charge;
five stations of muon tracking chambers and two sta-
tions of muon trigger chambers which are important
to ensure the muon identification. Other detectors are
used in this analysis, such as the silicon pixel detector
(SPD), the V0 and the zero degree calorimeter (ZDC).
The SPD [12] is the innermost part of the ALICE inner
tracking system. It consists of two cylindrical silicon
pixel detector layers covering a pseudorapidity range of
|η| < 2. The SPD is essential for the reconstruction
of primary vertices and measuring the charged-particle
multiplicity at midrapidity. The V0 [13] is composed
of two arrays of scintillator counters positioned on both
sides of the interaction point, which serves as a mini-
mum bias (MB) trigger in this analysis. The ZDC [14]
is two sets of hadronic calorimeters placed at 116 m
on either side of the interaction point. It is essential
to reject the electromagnetic and beam-induced back-
ground.

Analysis

This analysis exploits the data sets of p–Pb collisions
at
√
sNN = 8.16 TeV and pp collisions at

√
s = 13

TeV. The analyzed data was collected using two trig-
gers: the MB trigger, and dimuon trigger in the muon
trigger chambers (MUL). Two criteria are applied to
data to remove events with multiple interaction per
bunch crossing (pile-up). To ensure the unformities in
the SPD acceptance, only events with z-vertex position
|zvtx| < 10 cm are considered. The analysis steps done
for the charged-particle pseudorapidity density and the
ψ(2S) normalised yields measurements are discussed in
this section.

Charged-particle multiplicity

The charged-particle pseudorapidity density dNch/dη
is evaluated by counting the number of tracklets,
Ntracklet, in the SPD detector. A tracklet is a track
segment that connects two hits in the two layers of the
SPD pointing to a primary vertex. To account for the
limited acceptance of the SPD detector and its condi-

tion variation with time, a data-driven procedure was
applied to correct the raw Ntracklet. The correction is
performed by renormalizing the Ntracklet distribution
to the overall maximum, it ensures a uniform Ntracklet

distribution. To account for possible fluctuation, the
corrected Ntracklet is smeared with a Poissonion dis-
tribution. The correlation between the dNch/dη and
Ntracklet is estimated using DPMJET [15] (PYTHIA6
[17]) Monte Carlo (MC) generator for p–Pb (pp) data
set, and the transport of the particle through the de-
tector is simulated using GEANT3 [16]. The correla-
tion is found to follow a second-order polynomial trend.
Several sources of systematic were investigated: possi-
ble deviation of the correlation from the second-order
polynomial was evaluated by testing other types of cor-
relation, the influence of the event generator was eval-
uated by compring the DPMJET simulations to the
EPOS event generator simulations [?], the uncertainty
on the residual dependence of the z-vertex position due
to the difference between MC and data, and the uncer-
tainty on the average charged-particle pseudorapidity
density,<dNch/dη>. The latter was found to be the
main source of uncertainty, resulting in 4% for p–Pb
data set and 1.4% for pp data set.

Normalised yield
The ψ(2S) normalised yield, Y R,iψ(2S), is defined as the ra-
tio of the yield in a multiplicity bin (i) to the integrated
multiplicity bin (tot), and is computed as follows

Y R,iψ(2S) =
Y iψ(2S)

Y totψ(2S)

=
N i
ψ(2S)

N tot
ψ(2S)

×N
eq,tot
MB

Neq,i
MB

× (A× ϵ)tot
(A× ϵ)i ×

ϵiMB

ϵtotMB

where, Nψ(2S) is the ψ(2S) raw yield, Neq
MB is the equiv-

alent number of MB events, (A × ϵ) is the ψ(2S) de-
tector acceptance and efficiency and ϵMB is the event
selection efficiency of the MB trigger.

The muon tracks must fulfil the following require-
ments: their pseudorapidity is within the acceptance
of the detector, their radial distance at the end of the
front absorber is within 17.6 cm and 89.5 cm, and the
multiplication of their momentum and the distance of
closest approach is within 6σ. Moreover, to ensure the
muon identification, the reconstructed muon track in
the muon tracking chambers must match a track in the
muon trigger chamber.

To reconstruct the J/ψ and ψ(2S) candidates, the
opposite-sign muons are combined and their invariant
mass is computed. To extract the ψ(2S) raw yields and
uncertainties, the invariant-mass dimuon distribution is
fitted. Several functions are used to model the signal
and the background continuum. A Gaussian core with
power-law mass tails function is used to fit the signal.
The background of p–Pb data set is fitted either by a
sum of two exponential or an exponential of first or-
der convoluted with a fourth-order polynomial, while
the pp background is parameterized using a sum of two
exponential or pseudo-Gaussian function whose width
varies linearly with the invariant mass. The ψ(2S)
yields and their statistical uncertainties are extracted
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by evaluating the average of the results of the fit trials
varying the signal function, the background function,
and the invariant-mass fit interval. The systematic un-
certainty due to the signal extraction was determined
by evaluating the standard deviation of all the fit tri-
als. An example of dimuon distribution fit is shown in
Fig. 1.
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Figure 1: Example of pT and y integrated mass spec-
trum for the forward rapidity p–Pb data sample. The
contribution of the resonances and of the background
are shown separately [7].

The analysis is done using the dimuon trigger data
sample. A normalization factor, Fnorm, is used to cor-
rect the measurements and convert the number of an-
alyzed events to the number of equivalent MB events,
Neq
MB . Two methods are used to evaluate Fnorm, both

are based on comparing the MB sample to the dimuon
trigger sample. The direct method is computed by find-
ing the ratio of the MB trigger events to the MUL trig-
ger events. The indirect method uses the single muon
trigger as an intermediate trigger to evaluate Fnorm.

The detector acceptance and efficiency (A × ϵ) is
studied as a function of charged-particle multiplic-
ity. PYTHIA6[17] event generators coupled with
GEANT3[16] were used to simulate the pT and y dis-
tributions. These distributions were used as an input
for the (A×ϵ) determination. A data-driven procedure
was performed to tune MC inputs on data. (A × ϵ) is
found to be independent as a function of multiplicity in
p–Pb sample, while the pp data set shows a decreasing
efficiency as multiplicity increases. Therefore, a correc-
tion due (A× ϵ) is only applied to the pp data set.
ψ(2S) yields are corrected for the efficiency of the

MB trigger to select the events of the class, inelastic
(INEL) > 0 for the pp data set or non-single diffractive
(NSD) for the p–Pb data set. ϵMB is computed for each
charged-particle multiplicity interval. The distribution
of ϵMB is found to be independent of charged-particle
multiplicity apart from the lowest interval, where a 1%
correction was considered to the lowest interval.

The systematic uncertainty was obtained as the

quadratic sum of the following contributions: sig-
nal extraction, the z-vetrtex normalization, pileup,
Ntracklets correction, and event selection efficiency.
The highest contribution is due to the signal extrac-
tion uncertainty, ranging 3.9%-5.2% for pp data and
4%-13% for p–Pb data. The higher value for p–Pb
signal extraction systematic uncertainty is due to the
smaller statistics data sample compared to the pp sam-
ple.

Results

The normalised yield of ψ(2S) in pp collisions at 13
TeV and p–Pb collisions at 8.16 TeV as a function of
charged-particle pseudorapidity density is presented in
Fig. 2. The ψ(2S) yields are measured at large rapidity,
while the charged-particle multiplicity is evaluated at
midrapidity. The plot shows an increase of ψ(2S) yields
with increasing multiplicity. This increase is compat-
ible with linear (y=x), within uncertainties, depicted
as a dashed line in the figure. The vertical bars repre-
sent the statistical uncertainty, while the boxes’ height
and width represent the systematic uncertainty for the
ψ(2S) yields and charged-particle pseudorapidity den-
sity, respectively.
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Figure 2: Normalised yields of inclusive ψ(2S) yields as
a function of charged-particle pseudorapidity density
in pp collisions at

√
s= 13 TeV and p–Pb collisions

at
√
sNN= 8.16 TeV.

In Fig. 3, the ψ(2S) to J/ψ normalised yields as a
function of charged-particle pseudorapidity density in
pp collisions at 13 TeV are presented. The result shows
a behaviour compatible with linear distributions with
either a null or negative slope, within the uncertainties.
The comparison with the comovers model is shown in
the same figure, predicting a stronger suppression of
the ψ(2S) with respect to the J/ψ at high multiplicity.
In the comovers model, the quarkonia is expected to
dissociate due to the interaction with the surrounding
final state comoving particles. This effect will depend
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Figure 3: ψ(2S) to J/ψ normalised yields as a function
of charged-particle pseudorapidity density in pp colli-
sions at

√
s = 13 TeV with predictions from comovers

model and PYHTIA 8.2 event generator.

on the quarkonia state binding energy and the density
of the comoving particles. Due to the lower binding
energy, the ψ(2S) state is more probable to dissociate
than J/ψ. The probability will increase with charged-
particle multiplicity due to the increase of the comovers
density. In this model, the uncertainty is evaluated
by the density of comoving particles. The ψ(2S) to
J/ψ production can be simulated using the PYTHA 8.2
event generator [18], as shown in Fig. 3. PYTHIA 8.2
calculation allows the production of the charm quark
to occur in the hard QCD processes and also during
the hard QCD multiparton interactions (MPI). MPI
refers to the several parton-parton interactions that
take place in a single hadron-hadron collision. The
MPI implementation in PYTHA 8.2 predict a direct
proportionality between the charged-particle multiplic-
ity and the number of hard processes. The result in
Fig. 3 shows a small tension between the ψ(2S) to J/ψ
double ratio and PYTHIA 8.2 simulation in the low
and intermediate multiplicity intervals.

In Figs. 4 and 5, the normalised yields of ψ(2S) to
J/ψ as a function of charged-particle multiplicity are
presented for the forward and backward rapidity re-
gions, respectively. The results show a distribution
compatible with unity within uncertainties for both p–
Pb configurations. The measurements are compared to
the comovers model calculations. The results, within
their large uncertainty, are consistent with the co-
movers scenario, which predict a stronger suppression
at backward rapidity than at forward rapidity.

Conclusion

The measurements of ψ(2S) production within the
muon spectrometer in p–Pb collisions at

√
sNN = 8.16

TeV and pp collisions at
√
s =13 TeV as a function of
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Figure 4: ψ(2S) to J/ψ normalised yield as a function
of charged-particle pseudorapidity density in p–Pb col-
lisions at

√
sNN = 8.16 TeV in the rapidity region 2.03

< ycms < 3.53. The yields are compared to the co-
movers model calculation.
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Figure 5: ψ(2S) to J/ψ normalised yield as a function
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lisions at

√
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< ycms <-2.96. The yields are compared to the co-
movers model calculation.



Theraa TORK 107

charged-particle pseudorapidity density were discussed.
The results show an increase in the relative yield as the
charged-particle pseudorapidity density increases for pp
and p–Pb data sets. The double ratio of the ψ(2S) to
J/ψ yield as function of charged particle pseudorapidity
density, is reported for pp and p–Pb collisions. The co-
movers model described the excited to the ground state
ratio in both configurations, expecting a stronger dis-
sociation of ψ(2S) than the J/ψ. PYTHIA 8.2 event
generator calculations expected a flat distribution of
the ψ(2S) to J/ψ as a function of multiplicity in pp
collisions. This behaviour is compatible with the data
within uncertainties.
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Abstract — In this paper, we will present the EPOSi+PHSDe approach, where we employ EPOS to determine
the initial distribution of matter (partons/hadrons) and then use PHSD for the evolution of the matter in
a non-equilibrium transport approach. We will compare EPOSi+PHSDe results with EPOS, which amounts
to essentially comparing two different dynamical descriptions with the same initial condition. We also show
pure PHSD simulations because here, the initial conditions are different for the same evolution compared to
EPOSi+PHSDe. We will show results concerning transverse momentum spectra and elliptic flow.

Introduction

Ultrarelativistic Heavy-Ion Collisions (HICs) at the
Relativistic Heavy-Ion Collider (RHIC) and the Large
Hadron Collider (LHC) provide a hot and ultra-dense
form of the matter composed of unconfined quarks and
gluons, named Quark-Gluon Plasma (QGP) [1, 2, 3].
The space-time evolution of HICs can be modelized by
the Bjorken scenario [4]. If we follow the evolution of
the initial state, the matter evolves according to these
steps: Pre-equilibrium, QGP or Hydrodynamic phase,
Mixed state, Hadronic gas, and Freeze-out. Although
using HICs we have learned many things both on the-
oretical and phenomenological aspects, there is still a
large amount of uncertainty in particular concerning
the thermalization of the system. The dynamics are
pretty sophisticated; hence, various stages should be
considered. The first is the primary scattering which
defines the large extent of the matter distribution in
the phase-space. The second is the partonic phase that
will evolve in space and time until the system is suf-
ficiently hadronized. Therefore, we need models with
different degrees of sophistication concerning the var-
ious stages (initial, evolution, and hadronization). In
this context, we find out that EPOS [5, 6, 7, 8] and
PHSD [9, 10, 11, 12, 13, 14, 15, 16, 17] models are
among the successful models to investigate the space-
time evolution of such HICs.

When comparing two models, like EPOS and PHSD,
looking at numerous observables, is not always clear to
what extent the two parts, the initial phase (i) and the
expansion (e), contribute to the final results. Therefore,
the idea to combine the initial EPOS phase (EPOSi)
and the evolution from PHSD (PHSDe), giving rise

to the EPOSi+PHSDe model. In this way, compar-
ing EPOSi+PHSDe and pure EPOS, we compare two
models with the identical initial condition but different
evolution. However, when comparing EPOSi+PHSDe
and pure PHSD, we compare two models with different
initial conditions but the same evolution. So we can
clearly separate "initial" and "evolution" effects.

The following is the outline of this paper: in sections
1 and 2, we have a brief look at EPOS and PHSD mod-
els and those parts of these two models that we employ
in EPOSi+PHSDe. The following section includes the
summary of the new approach, and the last section con-
tains the results. Finally, we will wrap up our results
in the end.

EPOS

EPOS (Energy conserving multiple scattering Partons,
parton ladder and strings Off-shell remnants Satura-
tion) is a model for the initial phase of the HICs based
on a multiple scattering S-matrix within the Gribov
Reggeon Field Theory formalism of the pomeron ex-
change. The initial phase of EPOS (EPOSi) amounts
to multiple scatterings based on PBGRT, whereas the
following dynamics has been realized so far by assuming
that a fast equilibration occurs followed by a hydrody-
namical evolution (EPOSe).

EPOSi: An entirely quantitative representation of
the experimental data needs sensible initial conditions.
In relativistic nucleus-nucleus collisions, the geometry
of the initial overlap region is determined in the final
momentum space distributions of the produced parti-
cles [18]. An essential part of defining the initial con-
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Figure 1: From Pomerons to string segments in the
hyperbola. a) Evolution of the matter in the light-cone
coordinate. b) Elementary diagrams of the Nucleon-
Nucleon collision in the PBGRT using the cut ladder
(dashed green line) and the uncut ladder (full green
line). c) Color flow diagram from the cut ladder. d)
Produced particles in the hypersurface.

dition is correctly modeling the incoming nuclei’s (pro-
jectile and target) geometry. This is achieved within
Monte Carlo simulations (MC) where each nucleus is
created using a finite amount of nucleons distributed
with a density ρ specified by a Woods-Saxon distribu-
tion. In EPOS, we determine the cartesian coordinates
of nucleons for both projectile and target with Woods-
Saxon distribution. In the main theory inside the
EPOS, Parton-based Gribov Regge Theory (PBGRT)
[5], the pomeron or parton ladder represents an elemen-
tary interaction between two hadrons or two partons
from projectile and target sides. The principal con-
cept to form this theory is to treat both hard and soft
processes during a collision. The collision can happen
between proton-proton, proton-nucleus, and nucleus-
nucleus. The PBGRT constitutes a strategy to deter-
mine the cross-sections and the particle production tak-
ing into account the uncut and cut ladders, respectively,
with respect to the energy conservation. The two kinds
of ladders can be seen in Fig. 1b. One can produce the
hadrons (or string segments like π0, π−, and K+) on
the hyperbola from the cut ladders using the color flow
diagram (see Fig. 1c). In EPOS, we consider the en-
ergy loss of each string segment on the hyperbola at a
given time τ as [19]:

Pnewt = Pt − fEloss
∫
γ

ρdL, (1)

where γ and Pt are the trajectory and transverse mo-
mentum of the string segment, respectively. fEloss is
a nonzero constant, and ρ is the local string density.
If the Pnewt is positive, the string segment can escape
from the dense area, and it is categorized as a "corona
particle". If the Pnewt is negative, however, the string
segment loses all its energy and is unable to leave, thus
it will remain in the dense area and called "core par-
ticle".

EPOSe: Only the core particles are concerned in
the next stage, the hydrodynamic expansion. Then,
the system expands hydrodynamically using relativistic
viscous hydrodynamic equations with η/s = 0.08 [20].
The microcanonical method describes the hadroniza-
tion of the matter from the core part [21]. The corona
particles have hadronized before these steps, using the
string phenomenological model [22]. After hadroniza-

tion of both core and corona parts, the system contin-
ues to interact via hadronic scattering and we employ
the UrQMD model [23] to investigate this scattering at
high enough hadron density.

PHSD
PHSD is a microscopic covariant dynamical approach
for the strongly interacting systems formulated based
on the Kadanoff-Baym equations. This approach con-
sistently describes the whole evolution of a relativistic
HICs. For the initial collisions of PHSD (PHSDi), the
Pythia and the Lund string models are used. The cre-
ated hadrons (or pre-hadrons) are then inserted into
the QGP when fulfilling an energy density condition
(starting the PHSDe). The DQPM and the equation
of motions are used to study the properties and dy-
namics of QGP. As the system expands and cools, the
energy density and temperature decrease, and the sys-
tem transforms from partonic to hadronic degrees of
freedom, a process known as hadronization. In this
process, the colored off-shell partons fused into color-
neutral off-shell hadrons. This transition is described
by local covariant transition rates [29] in PHSD. Pro-
duced hadrons interact with each other elastically or
inelastically after hadronization in the final stage of
the collision. In the following, we will introduce the
new approach that combines EPOSi and PHSDe.

EPOSi+PHSDe
After creating string segments using EPOSi, one can
consider the dense area where the string segments
must entirely or partially overlap. The overlapping
part of the strings is called rope segments or fused
strings that have the longitudinal color fields as ordi-
nary strings but with changed properties. The rope
segments are treated as strings with larger string ten-
sion, leading to a larger transverse momentum value
than the ordinary strings. The dense area of rope seg-
ments is called clusters and their energy and flavor
content are entirely determined by the corresponding
string segments [25].
To prepare the evolution for PHSD, we need to de-
cay the rope segments into quasiparticles or pre-
hadrons. In EPOS, the statistical method to decay the
cluster or a practical object with massM at rest is using
by Microcanonical decay [26]. We use the pre-hadron
because we want to distinguish between the hadrons
from hadronization before and after QGP. The pre-
hadronization procedure happens at some early "initial
time" quickly after the nuclei pass through each other.
The produced pre-hadrons from the decay of the clus-
ters are technically called Core pre-hadrons, and the
rest of them are called Corona pre-hadrons.
After producing the pre-hadrons on the hyperbola in
EPOS, we need to insert all the pre-hadrons with their
carried momenta, flavor content, and position at the
given proper time to the PHSD arrays.
The principal difficulties in the realization are related to
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Figure 2: Time evolution of the energy density in the transverse plane (at z=0) for Au-Au collisions at 200 GeV
with an impact parameter of 7 fm, for three models, considering events with the same initial matter distribution
(at 1.7 fm/c). We show from left to right EPOS, EPOSi+PHSDe, and pure PHSD models, and from top to bottom
the times (in fm/c) 1.7 ,and 14.1.
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the fact that EPOS uses the light-cone dynamics (in the
Milne coordinates). In contrast, PHSD employs real-
time dynamics (in the Minkowski space-time). Thus,
inserting particles from EPOS into PHSD arrays is
complicated since the pre-hadrons in EPOS are pro-
duced on the hyperbola in space-time and they need
to be extrapolated back to the start time of PHSD.
We propose a particular EPOS2PHSD interface to al-
low the transition between the code of the two models.
In the interface, we initially store all pre-hadrons from
EPOS, then interpolate them into the PHSD arrays.
In this step, we should consider the "melting condi-
tion". The melting condition is defined when particle
energy density exceeds the critical energy density of 0.5
GeV/fm3. Therefore, these particles are melted into the
QGP phase. It is worth noting that we only consider
the energy density of core pre-hadrons.

After injecting pre-hadrons as input to the PHSD
arrays, the following evolution of the matter is done by
the PHSD non-equilibrium dynamics (PHSDe).

To see the differences between these three models,
EPOS, EPOSi+PHSDe, and pure PHSD, we study
the radial expansions via energy density evolutions.
To compute the energy density, we use the energy-
momentum tensor Tµν from kinetic theory [27], where
the energy density is given as T 00 in the comov-
ing frame. The energy density evolutions for semi-
peripheral Au-Au collisions at 200 GeV in three models
have been presented in Fig. 2. The left, middle, and
right panels are related to the EPOS, EPOSi+PHSDe,
and pure PHSD energy density profiles. One can see
that the evolutions behave in fundamentally different
ways, EPOS on one side and both EPOSi+PHSDe and
pure PHSD on the other side. From the energy density
evolutions (see Fig. 2), we observe that the systems in
EPOSi+PHSDe and pure PHSD expand slowly com-
pared to EPOS, which expands strongly in the trans-
verse plane. The system expansions drastically affect
observables like transverse momentum (pT ) and ellip-
tic flow. The transverse momentum spectra and elliptic
flow results of these three simulations will be compared
in the next section.

Results

One of the key observables in our investigation is pT .
The invariant yields of charged hadrons as a function
of transverse momentum pT and centrality classes, and
elliptic flow as a function of transverse momentum in
three different models will be presented and compared
to each other and experimental data in Figs. 3 and 4.
EPOS accurately reproduces data from charged particle
spectra, particularly at intermediate pT rates (see Fig.
3). This is because the system expands substantially
in the transverse plane, resulting in a large transverse
flow, which immediately translates to enhanced parti-
cle production at larger pT . All of this is predicated
on the assumption that the system thermalized quickly
and that hydrodynamics can be used to simulate the
following evolution. Most notably, large gradients (in

energy density) at early periods translate into a large
transverse flow in the case of a hydrodynamically ex-
panding expansion.

In comparison to the experimental data and EPOS,
EPOSi+PHSDe and pure PHSDe are unable to re-
produce sufficient particles at intermediate and high
pT (see Fig. 3). Because there is no assumption of
equilibration in EPOSi+PHSDe and pure PHSD, it
is necessary to evolve via parton-parton scatterings.
However, obviously these interactions are not strong
enough; there is no transverse expansion, and as a re-
sult, the shift of particles towards intermediate pT val-
ues is missing. This provides a clear picture: the signif-
icant gradients in EPOSi+PHSDe and pure PHSD do
not convert into the transverse flow, implying that the
system does not reach equilibrium at an early stage.

We looked at flow anisotropies to confirm this pic-
ture. In EPOS, large asymmetries (via v2) are observed
both at low (< 1 GeV/c) and high (> 1 GeV/c) pT , very
similar to the experimental data, see blue curve in Fig.
4. However, in EPOSi+PHSDe (red curve in Fig. 4)
and pure PHSD (green curve in Fig. 4), only low pT
results agree with the data, whereas at high pT , the
values are far too low. This is somehow expected, since
from pT spectra we know already, that these two mod-
els show too little transverse flow, and transverse flow
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Figure 3: Invariant yields for charged hadrons as a
function of pT for 6 centrality bins in a rapidity range
of 0.2 < y < 1.4 in Au-Au collisions at

√
sNN=200

GeV in different simulations, EPOS (upper panel),
EPOSi+PHSD (middle panel), and pure PHSD (lower
panel). The contribution of weak decays are plotted
with the dashed lines. The experimental data are taken
from PHOBOS [30] with black points.
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Figure 4: Elliptic flow as a function of transverse mo-
mentum (v2(pT )) for charged hadrons in Au-Au col-
lisions at

√
sNN=200 GeV for 0-50 % centrality colli-

sions. Blue, red, green colors, and dots indicate EPOS,
EPOSi+PHSD, pure PHSD results, and PHOBOS [31]
experimental data, respectively.

is a necessary condition to have asymmetric transverse
flow.

Conclusions
With the current results, one can answer to this ques-
tion: "What is the difference between pure EPOS and
pure PHSD?" The distinctions between these two mod-
els are related to their "evolutions", whereas differ-
ences in the initial conditions play a minor role. More
precisely, the development of radial flow is fundamen-
tally different, the partonic scatterings do not provide
sufficient "thermalization".
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Study of baryonic resonances in π− + C reaction
at 0.69 GeV/c

Fatima HOJEIJ
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Abstract — Various exit channel topologies (pπ−, pπ−π− and pπ−π+) for the π−+C reaction have been studied
with the High Acceptance Dielectron Spectrometer (HADES) setup, using the GSI pion beam at an incident pion
momentum of 0.69 GeV/c. Pion and proton spectra are compared to predictions of the INCL++ cascade and
PLUTO event generator. The results allow to test selectively the capacity of such models to describe the various
reaction mechanisms (quasi-elastic scattering, multipion production, rescatterings). The sensitivity of the data
measured in the quasi-elastic channel to short range correlations is also investigated.

Introduction

One of the motivations to study high-energy nuclear
collisions is to explore the QCD phase diagram. This
diagram can be characterized by the temperature (T)
and the baryon chemical potential (µB) as shown in
Fig.1, where different regions can be reached experi-
mentally by changing the beam energy. Experiments at
the Large Hadron Collider (LHC)[1] study the region
with high temperature and low baryon chemical poten-
tial, while very few experiments are studying high µB
and moderate temperatures. One of the objectives of
these studies is to explore the microscopic structure of
baryon dominated matter in the domain where baryon
resonances play an important role.

Figure 1: The QCD phase diagram. The black symbols
are the chemical freeze-out points deduced from hadron
abundances. The yellow curve displays the lattice QCD
predictions for the phase boundary. Red triangles are
the points measured from the invariant-mass slope of
dimuons by the NA60 collaboration [2] and of dielec-
trons by the HADES experiment [3].

The pion-nucleus reaction is an important source of
information about hadronic matter. In particular, at
incident momenta below 2 GeV/c, it gives access in
a very unique way to the properties of baryonic res-
onances in the nuclear medium. While the region of
the ∆(1232) resonance, corresponding to incident pion
beam momenta of about 300 MeV/c, was studied in de-
tail in the past [4, 5], only very scarce measurements
were provided at higher energies, e.g. in the second
resonance region (N(1440), N(1520), N(1535),..). Such
information is however needed in the context of dense
hadronic matter studies for the description of heavy-
ion reactions at a few GeV/nucleon, where pion-nucleus
dynamics play a crucial role. More generally, measure-
ments of proton and pion differential spectra in pion
induced reactions is needed to validate transport mod-
els or hadronic cascades used in GEANT4 for various
applications involving pion detection. We focus here on
the analysis of the proton and pion spectra in different
exclusive channels (pπ−, pπ−π− and pπ−π+) measured
in the π− +C reaction at an incident pion momentum
of 690 MeV/c.

The HADES experiment

The High-Acceptance Di-Electron Spectrometer
(HADES) [6] is a fixed target experiment located at
the SIS18 accelerator at the Helmholtzzentrum für
Schwerionenenforschung (GSI) in Darmstadt. It is
divided into six sectors around the beam axis covering
85% of azimuthal angles and polar angles between
18◦ and 85◦ as shown in Fig.2. Charged hadrons
(p, π−, π+) are tracked using four Multiwire Drift
Chambers, placed before and after a superconducting
toroidal magnet, allowing for the measurement of the
momentum. Particle identification via dE/dx and time
of flight is performed using two plastic scintillators
TOF (θ > 45◦) and RPC (θ < 45◦).

The experiment took place in August 2014 using a
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Figure 2: Schematic layout of the HADES detector.

secondary pion beam on polyethylene and carbon tar-
gets. Data on carbon were mainly used for subtraction
of π−+C interactions in CH2 target to study free π−+p
collisions. In this work, we present dedicated analysis
using the large available statistics for hadronic channels
(π−, π+ and p) production in the π− + C reaction.

To normalize the data measured on the CH2 and car-
bon targets, the analysis of the π−+p elastic scattering
is used, as described in [11].

Simulations

As discussed below, the results are compared to pre-
dictions of the INCL (Intranuclear Cascade model) [7]
and of PLUTO [8], a Monte Carlo simulation frame-
work developed by the HADES collaboration for heavy
ion and hadronic-physics reactions. These two models
are different in their construction.

Simulated events are filtered using acceptance and
efficiency matrices depending on particle momenta and
angles. These matrices, which were calculated us-
ing GEANT simulations reflect our detector’s response
and allow for a realistic comparison of simulations to
the data. INCL++ provides normalized distributions,
while only relative yields are available from PLUTO,
thus all spectra compared to PLUTO will be normal-
ized to the area.

PLUTO

The incident pion interacts with the carbon target de-
scribed as an off-shell participant proton moving with a
momentum distribution which follows an effective spec-
tral function taken from (e,e’p) results [9], and an on-
shell spectator nucleus (11B). Only defined quasi-free
channels can be included and no further interactions
are taken into account.

INCL

The carbon target is described as a nucleon Fermi gas
where all nucleons are moving and on-shell. The inci-

dent pion interacts with the target nucleus by transfer-
ring part of its energy and momentum to it, through bi-
nary pion-nucleon or nucleon-nucleon collisions, succes-
sive and well separated in space and time, then ejecting
few nucleons and/or pions from the carbon target. The
nucleon-nucleon distance is large compared to the mean
free path λ of the incident pion in the target nucleus.
It is then considered that the different binary collisions
are independent of each other. A nucleon mean field
is acting on products. Excitation, decay and absorp-
tion of the ∆(1232) resonance is also taken into ac-
count through reactions of the type : πN ←→ ∆(1232)
or NN ←→ N∆(1232). However, no higher lying
baryon resonances is included. Multi-pion production
is treated using parameterizations of elementary cross
sections [10]. De-excitation of the excited residual nu-
cleus is treated in the evaporation step.

Quasi-elastic analysis

0.1 Selection of the quasi-elastic chan-
nel

To select the quasi-elastic channel, first events with one
proton and one π− were selected. The Fig. 3 shows how
Quasi-elastic (QE) events were further selected. A cut
on the momentum correlation of the π− and proton
in the laboratory frame (red line) is applied and the
coplanarity condition (150◦ < ∆ϕ < 210◦) is enforced.
For comparison, calculations for the free process π− +
p→ π− + p has been drawn (black line).

Figure 3: Momentum correlation between detected pro-
tons and pions showing two well separated correlations
(inelastic on the left and quasi-elastic on the right).
The black line corresponds to the momentum correla-
tion between detected proton and π− for the free binary
reaction p + π− → p + π−. The red line shows the se-
lection used for quasi-elastic events.

Comparison with simulations

To make a relevant comparison with the data, QE cuts
are also applied to simulations.

The angular distribution of detected pions, in the
center of mass frame of a π− + p reaction with a pro-
ton at rest, is shown in Fig.4. The mean value of pion
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Figure 4: Angular distribution of the π− from QE
events. The distribution is shown in the center-of-mass
frame of a π− + p reaction with a proton at rest.

angular distribution for data measured on the carbon
target is shifted to higher values w.r.t data on free
proton (red triangles in Fig.4). INCL describes the
pion angular distribution much better than PLUTO,
which predicts a distribution close to free proton scat-
tering. However, the difference between PLUTO and
INCL does not seem to be due to rescatterings. This is
checked, by selecting from all simulated INCL events,
those produced in a pure quasi-elastic process without
rescatterings (magenta curve in Fig.4). The pion angu-
lar distribution seems indeed not to be very sensitive
to the rescattering.

Investigation of Short Range Correla-
tions (SRC)

The missing momentum is compared to both models in
Fig.5. It is calculated as :

P⃗miss = P⃗beam − P⃗p − P⃗π− (1)

where P⃗beam, P⃗p and P⃗π− are the beam, proton and
pion momentum vector, respectively.

Figure 5: Missing momentum distribution for QE π−+
p events compared to PLUTO and INCL predictions.

For a pure quasi-elastic process, the missing momen-
tum corresponds to the momentum of the participant
proton in the nucleus. With the effective proton mo-
mentum distribution reproducing (e,e’) scattering data
[9], PLUTO describes this missing momentum distri-

bution very well up to 250 MeV/c, while the INCL dis-
tribution, which is based on the Fermi gas model is
shifted to lower values. This distribution is sensitive to
the "local energy" parameter used in INCL to reduce
the momentum of the participant particle close to the
surface of the nucleus. This helps to get realistic cross
sections in such case, where interaction cross sections
vary rapidly with the momentum [12].

Data shows a long tail for high proton momenta.
This can be due to rescattering effects, resolutions of
the detector or SRC. SRC are nucleon pairs that are
close together in the nucleus and have high relative and
low center-of-mass momentum, compared to the Fermi
momentum [13, 14]. INCL is exploited in order to test
the possibility to suppress rescattering effects from data
and increase the sensitivity to SRC. Figure 6 shows the
distributions of missing momentum (top) and missing
mass for the reaction π−+12C → π−+p+X (bottom)
with different event selection.

Figure 6: Missing momentum (top) and missing mass
distributions (bottom) for different event selection in
INCL : Our "QE" selection (black line), our "QE" se-
lection with strict coplanarity condition (black filled
area), pure QE (red), QE+rescattering (blue) and pure
QE with excitation energy lower than nucleon emission
threshold of the 11B remnant (green).

We first consider INCL++ events corresponding to
a first π− + p quasi-elastic collision. The difference be-
tween blue and red curves corresponds to rescattering
effects in INCL, which extends the distribution towards
large missing momenta and large missing masses. In
addition, it can be observed that for more than 50%
of the pure quasi-elastic events (i.e. without rescat-
tering), the recoiling nucleus is excited above the nu-
cleon emission threshold. Then, by comparing π− + p
events obtained after applying the QE selection crite-
ria (shown as a black curve) to the pure quasi-elastic
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events, one can study the validity of our selection. It
can be checked that events with high missing momenta
due to rescatterings are efficiently suppressed. A tight
∆ϕ (180◦±10◦) cut is needed to further suppress rescat-
terings and gets closer to the pure quasi-elastic distri-
bution. However, an excess of events with low missing
momentum can still be observed, which needs to be fur-
ther investigated. To suppress scattering effects, that
prevent from the investigation of Short Range Correla-
tion effects, while keeping most of the pure quasi-elastic
events, we propose to make a cut on the missing mass
variable (Mmiss < 10.29 GeV/c2) or to narrow the ∆ϕ
selection. Studies are on-going to check that such cuts
do not suppress the expected Short Range Correlation
effects.

Inelastic channels : Two pion pro-
duction

We also show results for exit channels with a pion emit-
ted in addition to a π− + p pair : pπ−π− and pπ−π+.

The sequential emission of the two pions (quasi elas-
tic step π−N → π−N followed by NN → NNπ) is
suppressed, due to the detection of the π− in the for-
ward hemisphere and, hence, the too small energy of
the backward emitted nucleon in the quasi-elastic step.
Both channels are therefore mainly produced in two
pion production reactions, either in a single collision
(π−n → π−π−p or π−p → π−π+p, with a smaller
cross-section for the latter), or followed or preceeded
by a quasi-elastic step (π−N → π−N) or charge ex-
change (π−p←→ π0n).

π− + C → π− + π− + p+X

We show in Fig.7 the normalized missing mass spec-
trum (in the reaction π− +12 C → π− + π− + p+X).

Figure 7: Missing mass of the π− +12 C → π− + π− +
p+X reaction.

Events with invariant masses close to the 11C mass
are due to a pure quasi-free double pion production pro-
cess. The broad distribution for higher missing mass
values represents the excitation energy of the remnant
and it comes from the rescattering of pions/nucleons in
the nucleus. INCL++ overestimates by 40% the num-
ber of pπ−π− events. In addition, data shows a much

larger effect of rescattering than predicted by INCL.

π− + C → π− + π+ + p+X

The normalized spectrum of missing mass variable is
also shown for π− +12 C → π− + π+ + p+X in Fig.8

The absence of a peak close to the low invariant
masses in this pπ−π+ channel confirms that it is not
produced from a single collision and a charge-exchange
step is needed. Therefore, this channel allows us to
make a selective study of rescattering processes. The
yields of this channel are overestimated by INCL (by
60%), like for pπ−π−. This confirms that the two pion
production cross sections seem to be overestimated in
INCL++.

Figure 8: Missing mass of the π− +12 C → π− + π+ +
p+X reaction.

Conclusion and outlook
We have presented an analysis of some exclusive chan-
nels : quasi-elastic (π−p) and two pion production
(π−π−p and π−π+p). The high statistics data allow
for a test of model predictions. For the quasi-elastic
process, we presented studies with the INCL++ code,
which allow to better understand rescattering pro-
cesses. The aim is to optimize cuts used to select events
from the pure quasi-elastic process. Studies are on go-
ing to quantify the effect of Short Range Correlations
in our data. The analysis of pπ−π− and pπ−π+ events
was also confronted to INCL++ predictions, pointing
to too large double pion production cross sections in the
model. Discussions are on-going with INCL++ experts
to adjust parameters of the model to better reproduce
the data. An important step will also consist in the
estimation of the experimental systematic errors. We
also started to investigate new exit channels (π−π−,
π−π+, pπ+, pp...) and to test other models including
N∗(1440), N∗(1520), ... baryon resonances in addition
to ∆(1232) (SMASH, rQMD...).
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Impact of hadronic cascades on the 2nd order
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Abstract — The susceptibilities are useful theoretical tools to probe the existence of a 1st order phase transition
and a possible critical endpoint of nuclear matter phase diagram. In this context, STAR collaboration recently
published some measurements of their experimental equivalents, the 2nd order cumulants for net-electric charge
(Q), net-protons and net-kaons in Au+Au collisions, across many energies of the Beam Energy Scan (BES)
program.
Hence, we plan to simulate those collisions with the event generator EPOS, in order to reproduce STAR
analyses, and especially study the impact of hadronisation process and hadronic cascades on these observables.
We show here our first results for collisions at

√
sNN = 200 GeV/A, obtained with a preliminary version of EPOS 4.

Introduction

Since the creation of a deconfined state of the nuclear
matter, called Quark-Gluon Plasma (QGP), has been
indirectly observed in ultra-relativistic heavy-ion colli-
sions almost 20 years ago [1, 2, 3, 4], tremendous efforts
have been made to learn more about its properties. One
of the main goals is to precisely map the phase diagram
of Quantum Chromo-Dynamics (QCD). On the theo-
retical side, many models have been used to make pre-
dictions about its structure, an important result being
the prediction of a potential 1st order phase transition
and a critical endpoint (CEP) [5] between the QGP and
hadronic phase. On the experimental side, those pre-
dictions have motivated the creation of Beam Energy
Scan (BES) program [6], which aims to explore this dia-
gram by colliding heavy-ions in a large range in energy,
from few to several hundreds of GeV/A. The search
for signatures of criticality is since a very active field
of research, using notably the measured event-by-event
fluctuations of net-multiplicity distributions for differ-
ent particles, which are related to the thermodynamic
susceptibilities [7, 8, 9, 10]. These observables are con-
nected to the susceptibilities, and thus to the deriva-
tives of the equation of state (EoS). Consequently, they
reflect the magnitude of the thermal fluctuations which
will diverge near a possibly existing CEP.

However, heavy-ion collisions are very complex pro-
cesses, from which many aspects are still not clearly un-
derstood [11, 12, 13]. Also, if there were to be any crit-
ical behaviour of the matter created in such collisions,
it is not precisely known yet how important would be

the signatures of this criticality, and how the amplitude
of the signal would be modified by the other stages of
the event [14]. Some phenomenological studies have
already been achieved to clarify this point [15, 16, 17],
but always within specific frameworks. To perform such
study by taking into account the complete background
of the collision, we propose to use EPOS [18], an event
generator dedicated to heavy-ion physics that uses hy-
drodynamical evolution of the bulk matter, which can
be assimilated to a QGP droplet [19].

In this proceeding, we will first of all introduce the
susceptibilities, as well as their experimental counter-
parts, i.e. net-number cumulants of the proxies used
by the STAR experiment. Then, after a short pre-
sentation of the different ingredients used to simulate
events within the EPOS event generator, we will give a
review of the new features introduced with the last ver-
sion EPOS 4, and present the motivations of our work.
Finally, we will present the first results of our inves-
tigations on the impact of hadronic cascades on these
cumulants of the 2nd order, compared with STAR data
for Au-Au collisions at

√
sNN = 200 GeV.

This work takes place in the larger process of evalu-
ating EPOS 4 validity in the energy range of the BES
program, which is essential before its public release.

Susceptibilities and net-charge
cumulants

In the grand-canonical (GC) ensemble, susceptibili-
ties are theoretical tools that quantify how the partition
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function of the system changes under the variation of
chemical potentials. In the search for radical changes
in the state of the nuclear matter, like CEP or 1st order
phase transition, these quantities should diverge in the
presence of such critical behaviour [20].

In a system of volume V and temperature T , the sus-
ceptibilities are defined as the derivatives of the pres-
sure P with respect to the reduced chemical potentials
µ̂ = µ/T of the charge considered, here electric charge
(Q), baryonic number (B) and strangeness (S). Con-
sidering that pressure is connected with the logarithm
of the QCD partition function Z(T, V, µB , µQ, µS), one
can write [8] :

χB,Q,Si,j,k =
∂i+j+k(P/T 4)

(∂µ̂B)i(∂µ̂Q)j(∂µ̂S)k

=
1

V T 3
.
∂i+j+k lnZ(T, V, µB , µQ, µS)

(∂µ̂B)i(∂µ̂Q)j(∂µ̂S)k
.

In this work, we will focus on the 2nd order suscepti-
bilities, imposing thus i + j + k = 2 in the previous
equation. These susceptibilities can be linked to event-
by-event fluctuations of the corresponding conserved
charges, i.e. 2nd order cumulants of these net-charges
via

χX,Y1,1 =
1

V T 3
.σ1,1
X,Y =

1

V T 3
(⟨NXNY ⟩ − ⟨NX⟩⟨NY ⟩),

χX2 =
1

V T 3
.σ2
X =

1

V T 3
(⟨NX2⟩ − ⟨NX⟩2),

with the net-multiplicities NX,Y = nX,Y − nX,Y , and
X,Y being B,Q or S [8].

However, experiments are facing the impossibility to
measure directly net-B and net-S, because they can
only access distributions of charged particles, pions,
kaons, protons and Λ with enough precision to allow
cumulants analyses. Moreover, calculate susceptibili-
ties would require to evaluate V and T , which are very
difficult to access experimentally. For this reason, ra-
tios are generally used to get rid of the T and V de-
pendence, even though the cancellation is not exact as
these quantities also fluctuate event-by-event [14].

In this respect, the STAR collaboration has recently
provided experimental measurements of variances and
covariances of net-pions, net-protons and net-kaons
(proxies for net-Q, net-B and net-S), for Au-Au col-
lisions in the whole energy range of the BES program
[21]. These (co)variances have been measured as a func-
tion of the pseudorapidity acceptance and of the num-
ber of participants in the collision Npart, which is re-
lated to the centrality of the collision. They have also
been used to construct the following ratios :

CQp =
σ11
Qp

σ2
p

CQK =
σ11
QK

σ2
K

CpK =
σ11
pK

σ2
K

still shown as a function of Npart, but also integrated
and plotted as a function of

√
sNN . Note that proxy

ratios for Q are built using covariances of identified
particles, like CQα = (σ11

πα+σ
11
pα+σ

11
kα)/σ

2
α. Data were

taken for particles within |η| < 0.5 and with momentum
0.4 < pT < 1.6 GeV/c, while Npart is estimated from
the charged multiplicity distribution of the events with
the Glauber model [22], using particles with 0.5 < |η| <
1 and pT > 0.15 GeV/c. The study presented in this
proceeding uses these results as a baseline.

EPOS

Monte-Carlo event generators are widely used, for
many years now, to model hadronic interactions and
help to understand the underlying mechanisms taking
place in high-energy hadronic collisions. In the cata-
logue of general purpose event generators, EPOS [23] is
one of the approaches capable of successfully describe
data from both collider experiments [24, 25, 26] and
high-energy cosmic rays induced air showers [27, 28,
29].

EPOS relies on the parton-based Gribov-Regge
theory (PBGRT) [30], a marriage of perturbative
QCD with Gribov-Regge theory of multiple interac-
tion [31] which can be applied to many systems, from
lepton-proton deep-inelastic scattering (e-p) to nucleus-
nucleus collisions (A-A). In this formalism, the elemen-
tary scatterings happening simultaneously in parallel
between the participating partons are modeled by the-
oretical objects called Pomerons, each of them pro-
viding their own contribution to the total T -matrix
of the reaction. They can be composed of a soft
part, a parametrised T -matrix element corresponding
to an exchange of low-virtuality gluons, and/or a hard
part, corresponding to high-virtuality partons whose
T -matrix contribution is computed using DGLAP evo-
lution equation. The Pomerons, which are physically
equivalent to parton ladders, can be either cut and then
used for particle production, or uncut, giving interfer-
ence terms in the total cross-section calculations. A
schematic representation of a multiple Pomerons ex-
change for a nucleus-nucleus collision can be seen in
Fig. 1 ; more details about the approach are given in
[30]. Saturation effects [32] are also taken into account,
with a saturation scale Qs calculated for each individ-
ual Pomeron ; we will discuss it with a bit more details
later. Once the configuration of parton ladders pro-
duced by the primary interactions is established, each
chain made of a quark-antiquark pair linked by gluon(s)
is identified with a relativistic string, which evolves fol-
lowing the dynamics of a gauge-invariant Lagrangian
[33] and fragment into hadrons by producing pairs of
(di)quark-anti(di)quark [34].

In heavy-ion collisions, as well as in high-multiplicity
collisions of small systems (p-p, p-A), the density of
strings reached is so important that they cannot pos-
sibly evolve and decay independently from each other.
In such situation, we separate at a certain early time τ0
the region with a high string segments density, which
will constitute a bulk matter called "core", from the
escaping segments with a high-pT which will compose
the "corona". This "core-corona" procedure is applied
by evaluating, for each string segment, if it has enough
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Figure 1: Diagrammatic view of a multiple Pomeron
exchange in the PBGRT for a A-A collision

initial transverse momentum (pT ) to escape the region
with a local string density ρ, following the formula :

pescT = pT − fEloss
(pT )

∫
γ

ρ.dL

where γ is the trajectory of the segment, and fEloss
(pT )

the linear energy loss which is function of the initial pT
of the segment considered [18]. If the value of pescT
is positive, the segment will be considered as part of
the corona, and will follow the classical string evolu-
tion described previously ; otherwise, it will stay in
the core. The latter one will then be used, assuming
fast thermalization, as initial condition for a viscous
3+1D hydrodynamic evolution [35], using a cross-over
transition equation of state with 3 flavours conserva-
tion (B,Q, S). This flowing medium will cool down
while expanding and eventually turn to hadrons via a
statistical hadronisation procedure, using until now the
GC Cooper-Frye formulae [36], when reaching a criti-
cal temperature TH (taken as TH = 166 MeV [37]).
Finally, the formed hadrons will still interact between
each other via hadronic scatterings using the UrQMD
model [38], in what is generally called hadronic cas-
cades, until complete freeze-out of the system.

Motivations

All characteristics of the model presented so far are
valid for EPOS 3, but the substantial developments
achieved during the past years on several aspects of
the event generator has led to a new version : EPOS 4.
The first major upgrade concerns the saturation scale
used in the evolution of the parton ladders, in the initial
state. While in the early versions of EPOS, a constant
was used [39], Qs now depends on both number of par-
ticipants Npart interacting in the collision, and number
of Pomerons exchanged NPom, the latter one being im-
portant in p-p events as it is the only one to vary with
the event activity [40].

Another significant change is the possibility to use a
new equation of state (EoS) in the hydrodynamic evo-
lution of the core, that include a 1st order phase transi-

tion and a CEP (taken from [20]), instead of the cross-
over transition one used previously. This new feature
could justify, at first sight, to study how final-state ob-
servables used to probe criticality are modified by the
presence of a CEP. However, because we use a non-
stochastic formulation of hydrodynamics that doesn’t
include any ingredient mimicking thermal fluctuation
(see discussion about such work in [14]), we expect that
most of the fluctuations originate from initial state,
hadronisation and hadronic cascades.

The last important modification relates to the hadro-
nisation process of the core part. Because in small sys-
tems the core can be relatively small, using a GC ap-
proach may not conserve energy and flavours properly,
as discussed in [41]. Therefore, a microcanonical proce-
dure is now employed in EPOS 4, which is equivalent to
the previously employed GC one for large masses, but
differs significantly for small masses. More detailed in-
formation are provided in [42].

Thus, even though EPOS is not appropriate to study
the presence of a CEP because of the hydrodynamics
framework it employs,this new feature can motivate the
study presented in this paper, whose goal is to investi-
gate how hadronisation and hadronic cascades impact
the net-particle cumulants presented in the first sec-
tion, for the energy range of the BES program. To do
so, we will evaluate these cumulants before and after
the hadronic cascade, taking advantage of the fact that
EPOS gives such possibility, to quantify how they are
modified by the last stage of the collision. The results
presented in the next section will be especially related
to this topic.

Results & discussion

All the results shown here have been obtained from
1.5M events of Au-Au collisions at

√
sNN = 200 GeV,

simulated with EPOS v3.424. We compare them with
results measured by the STAR collaboration from [21],
using the same kinematic cuts. The only difference with
the experimental analysis is that we plot the cumulants
directly as a function of Npart, which we can access for
each event via Glauber model calculations. The cen-
trality bin-width effect, inducing trivial volume fluctu-
ations to the signal, is in fact not supposed to have any
impact on the 2nd order cumulants (discussed in [43],
and verified in our case although we don’t show it here).

We show in Fig. 2 the (co)variances of net-π, net-p
and net-K as a function of Npart, measured from EPOS
simulations before the hadronic cascade (i.e. just after
hadronisation of the core) and for full events simulated,
compared with STAR data. Focusing first on the re-
sults for full events, we see that EPOS does reproduce
qualitatively well the centrality dependence observed
by STAR, even for σ11

pK where the UrQMD model alone
fails [21]. EPOS is even able to match the data in
a quantitative way for σ2

p and σ11
pK , but slightly over-

shoots the measured amplitudes for σ2
π, σ2

K , σ11
Qp and

σ11
QK . For the latter ones, the discrepancies are simply

due to a global overproduction or an imbalance between
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Figure 2: Centrality dependence of variances and
covariances of net-Q, net-p and net-k for Au-Au collisions

at
√
sNN = 200 GeV/A. Different results

from EPOS are compared with STAR data [21].

the positively and negatively charged particles for the
species of interest, as the variances are directly propor-
tional to the net-multiplicity numbers.

When comparing now with the results obtained just
after hadronisation, we observe a significant increase of
the amplitude for all (co)variances due to the hadronic
cascades. The signal is doubled to tripled for variances,
and even most of it originates from the hadronic phase
for the covariances. The rise of the signal amplitude can
be explained by the increase of the involved hadronic
species multiplicities during this stage, due to the de-
cays of heavy resonances and inelastic scatterings. For
the covariances in particular, the major part of the cor-
relation originates effectively from these processes as
the particles can be produced together via scatterings
(e.g. X + Y → π + p) or decays (e.g. X → K + p).

Fig. 3 displays the ratios CQp, CQk and Cpk intro-
duced at the end of the first section, still as a function
of Npart measured for both full EPOS simulations and
before hadronic cascades, and compared with STAR
data. As a result of the differences with the experi-
mental data observed for (co)variances, we observe dis-
crepancies with the data for ratios too. For Cpk in
particular, we see that EPOS is able to reproduce the
small signal for the most central collisions, contrary to
UrQMD.

The important conclusion, coming from the com-
parison between the calculation achieved before the
hadronic cascades and for full events, is that the
hadronic stage have little impact on the value of the
ratios, despite modifying significantly the amplitude of
the (co)variances signals. This is particularly true for
CpK where the amplitude is almost not modified by
the hadronic cascade, while there is still a variation of

about ∼ 0.1 for CQp and CQK .

Summary & outlooks

We present a study of the impact of hadronic cascades
on the 2nd order cumulants of net-charge, net-protons
and net-kaons in Au-Au collisions at

√
sNN = 200

GeV/A, led with a preliminary version of the event gen-
erator EPOS 4. Our motivation is to study how the
last stage of the collision affect their ratios, which are
related to the ratios of thermodynamic susceptibilities
of the associated conserved charges, and that are thus
used to probe the existence of a possible CEP in the
QCD phase diagram. The main takeaway message of
the results shown here is that hadronic cascades seems
to have a very small impact on the signal ratios, in
spite of their impact on the variances and covariances
themselves.

The next step of our project is of course to go to lower
energies in order to scan the whole range of the BES
program and investigate the energy dependence of these
ratios. In parallel, we also want to extend our study
to some "enhanced" proxies (using more species like
Λ, Ξ and Ω baryons) proposed in [15], and eventually
to some higher-order cumulants. Finally, we plan to
study the impact of different hadronisation processes,
thanks to the new features of EPOS discussed in our
motivations.
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Machine Learning for Real-Time
Processing of ATLAS Liquid Argon
Calorimeter Signals with FPGAs
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Abstract — The ATLAS experiment at the Large Hadron Collider (LHC) is operated at CERN and measures
the energy deposited by particles produced in proton-proton (p-p) collisions with a repetition frequency of 40
MHz. The readout electronics of liquid-argon (LAr) calorimeters are being prepared for high luminosity-LHC
(HL-LHC) operation as part of the phase-II upgrade, anticipating a pileup of up to 200 simultaneous p-p
interactions. The increase of the number of p-p interactions implies the calorimeters have higher probability of
having consecutive signals in the same cell within 25 bunch crossing (BC), making energy reconstruction more
challenging. Field-programmable gate arrays (FPGAs) are used to process digitized pulses sampled at 40 MHz
in real time and different machine learning approaches are being investigated to deal with signal pileup. The
convolutional and recurrent neural networks outperform the optimal signal filter currently in use, both in terms of
assigning the reconstructed energy to the correct proton BC and in terms of energy resolution. The enhancements
are focused on energy obtained from overlapping pulses. Because the neural networks are implemented on an
FPGA, the number of parameters, resource usage, latency and operation frequency must be carefully analysed.

Introduction

The ATLAS detector [1] is placed at the Large Hadron
Collider [2] (LHC) and is used to detect particles gen-
erated in high-energy p-p collisions. Every 25 ns, the
proton bunches collide, resulting in a collision frequency
of 40 MHz. Scheduled to begin with Run-4 in 2027,
the next high-luminosity phase of the LHC (HL-LHC)
is projected to achieve instantaneous luminosities of 5-
7x1034cm−2s−1. This corresponds to 140-200 p-p in-
teractions occurring at the same time. The ATLAS
LAr calorimeter mainly exploits the ionisation signals
to measure the energy of electromagnetic showers of
photons, electrons, and positrons. The fact that up to
25 signal pulses produced in successive LHC BCs might
overlap, resulting in an out-of-time pileup, significantly
decrease the energy resolution of the LAr calorimeter.

Each of the 182,000 calorimeter cells is required to re-
construct the deposited energy at the correct BC with
high energy resolution. The calorimeter is expected
to provide real time energy reconstruction to the AT-
LAS trigger system, thus continuous data processing
is required. As a result, the digital processing of LAr
calorimeter signals in run 4 must be able to manage
continuous data. Due to the huge input data band-
width of about 250 Tbps delivered through serial con-
nections with 36,000 optical fibers, FPGA technology
was chosen over alternative processing devices. In the
current design options, one Intel Stratix-10 FPGA [3],
with a latency requirement of about 150 ns [4, 5], will
process 384 or 512 LAr calorimeter cells, which cor-
responds to data measured by three or four so-called

front-end boards (FEBs), respectively.

Energy reconstruction in the AT-
LAS liquid argon Calorimeter

The current readout electronics of the LAr calorime-
ters digitize the electrical pulse from the calorimeter at
40 MHz and apply an optimum filter [6] (OF) algo-
rithm to compute the energy in each cell. The use of
a linear combination of up to five digitized pulse sam-
ples reduces electronic noise and signal pileup. A peak
finder is used to allocate energy to the appropriate BCs.
When the pulse is distorted by earlier events the per-
formance of the OF algorithm, that expects a perfect
pulse shape, is significantly degraded. In this situation,
the peak finder fails to assign the energy to the relevant
BC.

To increase the energy resolution at the HL-LHC,
we developed Artificial Neural Network (ANN) based
approaches. The ANNs are trained using simulated
HL-LHC data from AREUS [7]. AERUS simulates
electronic noise in the detector which is added to low-
energy deposits (up to 1 GeV) from particles created in
inelastic p-p collisions that represent pileup. A homo-
geneous transverse energy spectrum is randomly super-
imposed to simulate hard-scattering events, with max-
imum energy deposits of 5 GeV at a mean interval of
30 BC and a standard deviation of 10 BC. The simula-
tion is run for one cell in the LAr calorimeter’s barrel
section, with an average pileup (mu)=140.

129



Neural network

For energy reconstruction, two neural network topolo-
gies based on Convolutional and Recurrent Neural Net-
works (CNNs, RNNs) are evaluated. The ANNs are de-
veloped and trained using Keras [8] and TensorFlow [9].
This paper will concentrate on the RNNs, more details
about CNNs can be found in reference [15].

Recurrent neural networks

RNN is a type of neural network that is used to pro-
cess time series data. It comprises of an internal neu-
ral network that processes current input in conjunction
with previously processed states. They are excellent
candidates for quantifying deposited energy from time-
ordered digitized LAr signals. The two RNN archi-
tectures investigated are Vanilla-RNN [11] and Long
Short-Term Memory (LSTM) [12]. The vanilla-RNN is
a network architecture with fewer parameters and only
one activation function, which was chosen to be the
ReLU activation function in our scenario. The LSTM,
on the other hand, has a complex internal structure
that gates the flow of information to the next timestep
using neural network layers with sigmoid and tanh acti-
vation functions. As a result, LSTM can handle longer
sequences and may be used in two ways. The sliding
window approach (figure 1) divides the digitized sig-
nal from the calorimeter into overlapping sub-sequences
with a single reconstructed energy for each sub-part.
The second option is a single cell, which involves contin-
uous information processing at each timestamp without
the need of a sequence interval. Due to their simplicity,
the Vanilla-RNN only works with the sliding window
technique.

Figure 1: RNN processing of calorimeter samples with
the sliding window architecture [15].

FPGA architecture and advan-
tages

The energy reconstruction is done on the LAr Signal
Processor (LASP). This board transmits the results
(at 40 MHz) to the trigger and data acquisition sys-
tems. Startix-10 FPGAs are used in the LASP due to
their low processing latency compared to CPU/GPU
and also due to the on chip memory blocks and config-
urable logic components.

Neural network performance

The energy resolution of several NN algorithms is com-
pared to the OF algorithm in Figure 2. Only energy
deposits greater than 3σ the noise thresholds are taken
into account. The performance of the five ANNs out-
performs that of the OF.

The energy resolution is plotted as a function of the
time gap between subsequent energy deposits in Figure
6. The OF performances decline dramatically when the
gap is small, leading to overlapping pulses. In this low-
gap zone, NNs are capable of restoring the performance.

Figure 2: Energy resolution for different algo-
rithms [15].

Figure 3: Energy resolution as function of the distance
to previous high energy deposit for the OF with maxi-
mum finder algorithm [15].
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Figure 4: Energy resolution as function of the distance
to previous high energy deposit for the 3-Conv CNN
algorithm [15].

Figure 5: Energy resolution as function of the distance
to previous high energy deposit for the Vanilla-RNN
algorithm [15].

Figure 6: Energy resolution as function of the distance
to previous high energy deposit for the LSTM algo-
rithm [15].

FPGA performance
The CNNs and RNNs implementations were made with
different hardware description languages. Very High-
speed integrated circuit hardware Description Lan-
guage (VHDL) is used to implement CNNs and High

Level Synthesis (HLS) is used for RNNs. Those im-
plementations are simulated in Quartus 20.4 [13] and
Questa Sim 10.7c [14] respectively and their output is
compared to the one from Keras. The small differences
between the software and firmware implementations ob-
served in figure 7 are caused by quantization and by the
LUT-based realisation of the activation functions.

Figure 7: Relative deviation of the firmware and soft-
ware results [15].

Table 1 and 2 show the maximum execution fre-
quency, latency, initiation interval and resource usage
on a Stratix-10 FPGA for a single data input channel in
terms of number of digital signal processing (DSP) and
adaptive logic modules (ALM). The maximum achiev-
able processing frequency for all implementations is in
the range of 480-600 MHz. The LHC data is received at
40 MHz which allows to implement networks with fif-
teen fold time multiplexing of the input data for vanilla
RNN and six-fold for CNNs. Table 3 shows the proper-
ties of these multiplexed networks. The VHDL imple-
mentation of the CNNs targets mainly low latency for
fast execution. The HLS implementation of the RNNs
targets high frequency to allow higher multiplexing.
This is reflected in the performance shown in table 3.
Optimization of both implementation is ongoing to find
an acceptable compromise between the high frequency
and the low latency to fit the readout requirements for
the LAr phase-II upgrade.

Table 1: Maximum achievable frequency, latency, initi-
ation interval and resource usage of the RNNs (in HLS)
on a Stratix-10 FPGA for an implementation with a
single channel [15].

Vanilla (**) LSTM (*) LSTM (**)
Max Frequency [MHz] 641 560 517
Clock (Cycle) 206 220 363
Initiation (Interval) 1 220 1
Resource Usage (DSPs / ALMs) 0.6% / 1.4% 3.1% / 1.9% 12.8% / 7.5%

(*)Single (**)Sliding

Table 2: Maximum achievable frequency, latency, ini-
tiation interval and resource usage of the CNNs (in
VHDL) on a Stratix-10 FPGA for an implementation
with a single channel [15].



3-Conv 4-Conv
Max Frequency [MHz] 493 480
Clock (Cycle) 62 58
Initiation (Interval) 1 1
Resource Usage (DSPs / ALMs) 0.8% / 0.6% 0.7% / 0.6%

Table 3: Maximum achievable frequency, latency, ini-
tiation interval and resource usag of the multiplexed
NNs implementation on a Stratix-10 FPGA [15].

3-Conv 4-Conv Vanilla
Multiplicity 6 6 15
Max Frequency [MHz] 334 334 640
Clock (Cycle) 81 62 120
Max LAr (Channels) 390 352 576
Resource Usage (DSPs / ALMs) 0.8% / 1.5% 0.7% / 1.7% 2.6% / 0.6%

Conclusions
CNNs and RNNs outperform the optimum filter
method in reconstructing the energies deposited in the
LAr calorimeter under HL-LHC conditions. The LAr’s
real-time processing requirements are successfully cov-
ered through multiplexed networks with latencies of
roughly 200 ns and maximum execution frequencies of
344-640 MHz. At high luminosities, the adoption of
ANNs on FPGAs has the potential to considerably im-
prove ATLAS LAr calorimeter energy reconstruction,
allowing for even more sensitive physics investigations
and more efficient event selection by the ATLAS trigger
system.
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Silicon trackers for neutrino tagging

Bianca DE MARTINO

Aix Marseille Univ, CNRS/IN2P3, CPPM, Marseille, France

Abstract — The recent progress in silicon detector technology opens the possibility to use these devices in
neutrino beam lines. Such detectors would allow to kinematically reconstruct the neutrinos at production in
the π → µν decays. This information would greatly benefit neutrino oscillation studies. The key aspects of
the technique, referred to as neutrino tagging, are described in this article. The time resolution of the trackers
appears to be critical as it determines the ability to resolve particles in very intense beams. The article presents
an experimental study of the fundamental processes driving this resolution. The results of a test beam conducted
with silicon planar sensors readout with the TDCPix chip are reported. The time resolution is measured for both
p-on-n and n-on-p sensors and at different bias voltages. The impact of the pixel geometry is also studied. Finally
perspectives are presented on a possible demonstration of the neutrino tagging using the existing NA62 experiment.

Introduction: neutrino tagging

The key measurements of the next decade for acceler-
ator based neutrino experiments will be the neutrino
mass ordering and the study of the charge-parity sym-
metry violation in the neutrino sector. These measure-
ments require a large statistics and low systematic un-
certainties.
In this context, an interesting option[1] could be to use
a megaton scale natural water Cherenkov neutrino de-
tector with a tagged neutrino beam. In such an exper-
imental setup, the beam line would be instrumented
with silicon trackers. These trackers would allows to
reconstruct the neutrino produced in the π → µν de-
cay based on the tracks of the incoming and outgoing
charged particles. The tracker capabilities are limiting
the beam intensity; it is possible to overcome this lim-
itation by exploiting the very large size of the neutrino
detector, in order to collect very large neutrino samples.
For comparison, KM3NeT/ORCA, under construction
off-shore Toulon will be 2 orders of magnitude larger
than DUNE or HK. The aim is to perform a one-to-one
match between the missing energy of the neutrino re-
constructed by the tracker (the "tagged" neutrino) and
the neutrinos interacting at the far detector.
The tracking of such a high intensity beam is the most
challenging aspect of the neutrino tagging. For this
purpose it is crucial to study and understand all the
contributions that add up to the time resolution of sil-
icon sensors. A study of the time resolution in silicon
sensors performed on data from a beam test is described
in the first two sections of this paper, while the last sec-
tion contains a discussion on the possibility to demon-
strate the tagging feasibility in an existing experiment.

Silicon sensors time resolution

Silicon pixel detectors’ functioning principle is based on
the p-n junction: the electrons near the p-n interface
drift towards the p doped Silicon, while the holes drift
towards the n doped Silicon. This separation creates
a region that is free of charges, the depletion region.
The width of the depletion region increases if a reverse
bias voltage is applied across the junction, with the
square root of the voltage. The signal is induced by the
motions of electrons and holes produced by a ionizing
particle crossing the sensor inside the depletion region
and towards the electrodes, giving place to the particle
detection[2]. The voltage bias affects not only the width
of the depletion region in the p-n junction, but also the
drift velocity of the charge carriers[10]:

vn = −µnE,
vp = µpE

(1)

where vn and vp are the drift velocities of electrons and
holes, E is the intensity of the electric field across the
sensor, µn and µp the respective mobilities that de-
pend on dopant and charge carrier concentration and
temperature. For electric field values below 1 kV/cm,
mobilities in silicon can be considered constant. When
the electric field increases, the mobility becomes grad-
ually more field-dependent and drift velocity tends to
become constant, reaching a saturation value[10]. De-
pending on the doping of implants and bulk, there are
several sensor types, such as n-on-p sensors (n implant
on p bulk) and p-on-n sensors (p implant on n bulk).
The sensors are bump-bonded to a readout chips.
The time resolution σt can be expressed as the sum of

133



134 Instrumentation

several terms [3]:

σ2
t = σ2

jitter + σ2
straggling + σ2

distortion + σ2
Time Walk (2)

. where:

• the term σjitter represents the time resolution con-
tribution induced by the early or late firing of the
comparator, due to the presence of noise. It is pro-
portional to the inverse of the slope of the signal
around the threshold value.

• the term σstraggling represents the time resolution
contribution induced by the variation of charge
deposit created by a crossing ionizing particle
through the sensor, on an event-by-event basis.
This produces an irregular signal that ultimately
degrades the resolution.

• the term σdistortion originates from the non-
uniformity of the weighting potential. The lat-
ter can be obtained by applying a unit potential
to an electrode while grounding the neighbouring
electrodes[9], and its shape is shown in Figure 1.
The weighting field (WF) is the opposite the gradi-
ent of the weighting potential (WP), and depends
on the distance between the pixel electrode to the
backplane electrode, the pixel implant width and
the distance to the neighbouring electrodes. As a
result, the signal shape at the pixel center is dif-
ferent from the signal shape at the pixel edge, that
spoils the time resolution.

Figure 1: The weighting potential on the cross section
of a p-in-n sensor on a 300µm× 300µm× 200µm pixel
in a simulation from WeightField2[4]. The potential is
more intense at the center than at the edges, and more
uniform at the bottom than at the top.

• σTimeWalk is a term that represents the time walk
(TW), that affects the output of discriminators
generating a delay on the firing of the discrimi-
nator. This effect is shown in Figure 2. This delay
of detection depends on the signal amplitude: for
signals arriving simultaneously, the time needed to
cross the threshold is shorter for signals with larger
amplitudes than for signals with smaller ones.

In order to study how these factors affect the time res-
olution of silicon pixel detectors a beam test was per-
formed with planar silicon sensors (n-on-p and p-on-n)
readout out with the TDCPix chip. This chip contains

40× 45 pixels with a dimension of 300× 300µm2 inte-
grates time digital converters with a 97 ps bin [6]. The
chip was developed for the need of the NA62 experi-
ment beam spectrometer called the GigaTracker[5].

Beam test data analysis

The beam test that has been analyzed has been per-
formed at CERN SPS in 2017 with π+ at 180 GeV/c,
with the aim of studying the different contributions to
the time resolution. The experimental setup includes
three tracking planes made of planar sensors readout
with TDCPix chips (the devices under test, DUT),
and the LHCb VELO TimePix3 telescope[7]. This
telescope has a high spatial resolution which allows to
precisely determine the position at which the particle
crossed the DUT. The data was collected with the two
sensors types and with different bias voltages applied
to them.

Time walk correction

A first coarse estimate of the TW corrections of
each DUT was determined by using another DUT as
time reference. Then, few iterations were performed
in which the TW corrections were used to improve
the precision of the time reference thus allowing to
refine the TW correction of the DUT as function
of the Time over Threshold (ToT). The ToT is the
difference between the rising time and the falling
time at threshold, and it is used as a proxy for the
signal amplitude. Indeed, as shown in Figure 2, larger
amplitudes correspond to larger ToT and a shorter
delay of detection. The delay of detection as a function
of the ToT is derived for each ToT bin thanks to the
plots of ∆t = t2 − t1 (where t1 and t2 are the rising
times respectively of the first plane and of the second
plane of the DUT) as function of ToT that are shown
in Figure 3. The effect of the correction is to shrink
and flatten the distribution.

Figure 2: Signal amplitude as a function of time. For
the same time of arrival, signals with larger ampli-
tudes cross the threshold earlier when rising and later
when falling than signals with smaller amplitudes. This
translates in a larger ToT and a smaller time walk.
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(a) ∆t as function of ToT histogram before the correction.
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(b) ∆t as function of ToT histogram after three iterations of
correction.

Figure 3: The ∆t as function of ToT plot (colors) with
the mean values of ∆t for each ToT bin (black dots),
for planes 2 and 1, before and after the three rounds of
iterations.

Resolution as function of bias voltage
and sensor type

The time resolution is obtained by fitting a Gaussian
to the ∆t = ti− tj distribution, where ti and tj are the
rising times of the two selected DUT modules. Assum-
ing that the width of the Gaussian, σi−j , is the sum
in quadrature of the two resolutions, σi and σj , the
resolution of a single module can be extracted as:

σi =

√
1

2
(σ2
i−j + σ2

i−k − σ2
j−k). (3)

Figure 4 shows the time resolution as a function of the
voltage bias. The n-on-p sensor time resolution, shown
in Figure 4b, appears to be significantly better than
the one of p-in-n, shown in Figure 4a. The signal in-
duced by a crossing particle is made of two signals, the
electrons-induced and the holes-induced signal; accord-
ing to Ramo’s theorem[8] the current induced in the
electrodes by a charge carrier c is:

ic = eE⃗W · v⃗c = µceE⃗W · E⃗ (4)

where E⃗W is the WF and E⃗ is the electric field in the
sensor. The mobility of the electrons is larger than the
one of the holes, making the electrons the main contri-
bution to the total induced current. In p-on-n sensors,
electrons are collected in the part of the sensor where
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Figure 4: Resolution as a function of voltage bias for p-
on-n (Figure 4a) and n-on-p (Figure 4b sensors: plane
1 is in red, plane 2 in blue and plane 3 in pink. The
green line shows the results from previous tests.

the WF is less intense. In n-on-p sensors, electrons de-
rive towards the pixel electrode where the WF is more
intense [9]; here the product of the WF and the electric
field is maximum, making their contribution larger than
in p-on-n sensors[2]. On the other hand, the charges
moving towards the part where the WP falls to zero
will not contribute to the signal[9], making the elec-
trons contribution in p-on-n less intense. Moreover, the
results show that the time resolution improves with a
higher voltage bias, which was expected. The drift ve-
locity of the charge carriers is directly proportional to
the intensity of the drift electric field [10]. However, the
results obtained in the present analysis are worse that
the ones from the previous analysis[11][12]; this differ-
ence is of around ∼ 20 ps in the case of n-on-p sensors,
while it is in average much larger in the case of p-on-n
sensors. Investigations are on-going to understand the
reason of this difference.

Resolution as function of position inside
the pixel

To investigate the effects of the WF, the time resolu-
tion was also measured as a function of the position
inside the pixel. For this purpose, the TimePix3 tele-
scope has been used to reconstruct the particles tra-
jectory and determine the position at which they cross
the pixels of the DUT. After having determined the
offset in space and time between the DUTs and the
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TimePix3 telescope, the hits in the DUTs were asso-
ciated to the tracks reconstructed with the telescope.
The spatial resolution to determine the particle position
at the DUT has been computed using hits that fire two
pixels. The firing of two adjacent pixels happens when
a particle pass through the DUT pixel within 5µm from
the edge. 1 Using these hits to compute the residual
(that is the difference between the track coordinate and
the hit coordinate) has the advantage of eliminating the
main contribution to the spatial resolution given by the
size of the DUT pixels. The spatial resolution is found
to be ∼ 50µm on the y coordinate and ∼ 30µm on the
x coordinate.
The pixel area of the DUT were divided in 3x10 regions
as shown in Figure 5. The region to which a hit belongs
is determined thanks to the position of the track asso-
ciated to the hit. Only the central slice in y has been
considered for the time being, as shown in Figure 5.
The time resolution in a given region was derived us-

Figure 5: Sketch of slicing of plane 1 pixel.

ing the hits associated to the tracks intercepting this
region on the DUT. The distribution of the time differ-
ence between these hits and the ones on the reference
time DUT was fitted with a Gaussian. From the width
of the Gaussian, σs, and the reference time resolution,
σr, the time resolution for the region was estimate as:

σ1S =
√
σ2
s − σ2

r (5)

In Figure 6 are plotted the resolution as a function of
the position for the run taken at 250V for the n-on-p
sensor. At the moment, it is not possible to resolve the
WF effect. Further beam tests with an external time
reference are foreseen in the near future, on planar sen-
sors at different thicknesses and on new technologies
such as LGADs. Hopefully those will yield to quan-
titative results as far as the WF effect is concerned.

Neutrino tagging feasibility study
A feasibility study of the neutrino tagging can be done
using the data collected by the NA62 experiment[13].

1Also δ rays can fire two adjacent pixels. δ rays are not MIPs:
they present large ToTs, which makes it possible to eliminate
their contribution to the spatial resolution.
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Figure 6: The resolution of plane 1 as a function of the
position inside the pixel.

NA62 is a fixed-target particle physics experiment in
the North Area of the SPS accelerator at CERN. Its
purpose is to study rare kaon decays. The main
Kaon decay mode, K+ → µ+ν can be exploited to
demonstrate the neutrino tagging feasibility. The Gi-
gaTracker, the time resolved Silicon tracker of the ex-
periment, in green in Figure 7, can precisely reconstruct
the tracks from kaons. The STRAW spectrometer (in
red in Figure 7) measures the trajectories and the mo-
menta of the charged particles produced in the kaon
decay such as muons. The muon neutrino produced
in the decay can interact via a charged current inter-
action in the liquid Krypton calorimeter (LKr, on the
right in blue in Figure 7), producing another muon and
an hadronic shower. The two in-time muons (the one
produced in the decay and the one generated by the
Charged Current interaction of the neutrino) are then
detected by the MUV3 (in orange in Figure 7), after
passing through two hadronic calorimeters and the iron
wall. A dedicated trigger line has been developed using
the 2-muons topology and the energy deposited in the
LKr. The neutrino interacting in the LKr can then be
associated to a neutrino reconstructed with the kaon
and the muon. This would demostrate the neutrino
tagging feasibility.
This analysis has recently started; at nominal beam in-
tensity, we expect ∼ 60 neutrinos per year to interact
in the calorimeter.

Figure 7: A view of the NA62 experiment; superposed
in black the decay of a kaon in muon and neutrino.
For a full description of the experiment the reader is
reported to [13].
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Conclusion

Neutrino tagging has the potential to change the way
neutrino physics is done in the next decade. However
it presents many challenges, one of them being the ex-
tremely high rate of particles at the tracker. For this
reason it is necessary to study the time resolution of
Silicon trackers, that plays a crucial role in the tag-
ging and the matching of the neutrinos. It was showed
that the time resolution of Si trackers depends on the
voltage bias and on the sensor type. More studies are
required to experimentaly characterise the WF effect.
In addition to that, a feasibility study of the tagging
on the K+ → µ+ν decay can provide important insight
on the neutrino tagging method.
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Abstract — Proton therapy is a tumor treatment taking advantage of the highly localized energy deposition
at the end of the particle range, i.e the Bragg Peak. However, the determination of the Bragg peak position
is subjected to uncertainties that require the establishment of safety margins during the irradiation of the
patient, therefore decreasing the targeting efficiency. An online monitoring of proton therapy would allow real-time
localization of the position of the Bragg peak, thus maximizing the treatment accuracy. Proton range measurement
can be provided by the detection of Prompt Gammas (PGs), secondary particles generated almost instantaneously
following a proton-matter nuclear collision. We propose a new approach for real-time imaging of the Bragg Peak,
based on the time-of-flight measurement of PGs: the Prompt Gamma Time Imaging (PGTI). The precision on
the Bragg peak location is directly related to the time resolution of our detection system, and simulations proved
that a 100 ps rms time resolution would lead to a millimetric monitoring precision. Experimental tests using a
60Co source permitted the characterisation of a prototype module achieving 190 ps rms of time resolution, paving
the way for a PG detection with 100 ps of accuracy on the Time-Of-Flight (TOF) measurement.

Introduction

Protons have the benefit of presenting a very sharp dose
depth profile, thereby offering an irradiation that can
be precisely delimited to the tumor volume. Therefore,
proton therapy presents a high targeting efficiency with
a reduced dose deposition on healthy tissues. However,
this high ballistic precision is impacted by the uncer-
tainties in the measurement of the Bragg peak posi-
tion, which can lead to significant overdosing of healthy
tissue and underdosing of the targeted tumour. The
sources of these uncertainties are multi factorial [?] and
lead to the implementation of safety margins, which can
be as large as 1 cm in case of deep-seated tumour.

In order to deal with these uncertainties, a real-time
estimation of the Bragg peak position was proposed,
through the development of a large variety of moni-
toring systems and methods ([?, ?]). They take ad-
vantage of the correlation between the proton range
and the spatial distribution of secondary particles pro-
duced by nuclear interactions within the patient [?].
These systems can infer information on the beam path
in the distal (Bragg peak position) and/or transverse
directions from the secondary particles detected. One
of this method is the Prompt Gamma Timing (PGT),
based on the time correlation between the PG TOF
and the proton range [?]. This method relies on the
use of very fast gamma-ray detectors (LaBr3, BaF2)
[?] to measure the PG TOF with respect to the beam
RF. Thus, the TOF precision ultimately achievable de-
pends on the time-width of the proton bunches emitted
by the accelerator, which is well above the time reso-
lution of PG detection devices [?]. It was nevertheless

stated that a 5 mm sensitivity on the proton range can
be obtained with a proton bunch time-width of 2 ns
FWHM and 104 PGs recorded [?]. More recently, the
CLARYS collaboration showed that the PGT sensitiv-
ity can be improved using a fast gamma detector read
in time-coincidence with a fast beam-tagging detector
operated at a reduced beam intensity of 1 proton per
bunch (single proton regime) ([?, ?, ?]), thus achieving
101 ps rms time resolution [?].
Based on these results, we propose to develop a de-
tection system made of ∼ 30 small pixel detectors,
closely arranged around a target, to measure in real-
time the PGs TOF and their hit coordinates. This
system, called TIARA, for Time of-flight Imaging Ar-
RAy, will be read in time coincidence with a fast beam
monitor. Each pixel will be composed of a Cerenkov
radiator read out by a Silicon PhotoMultiplier (SiPM).
Cerenkov cristals have higher density and they are
inherently faster than classic scintillators, potentially
providing better detection efficiency and time resolu-
tion. We propose to reconstruct the PG vertex through
the resolution of an inverse problem where the only
physical parameters of interest are the PG + proton
TOF and the pixel position. We defined this method
the Prompt Gamma Time Imaging (PGTI) [?]. PGTI
is based on the solution of the following equation :

TOF = Tproton(rv) +
1

c
∥rd − rv∥ (1)

where the unknown is the PG vertex position (rv).
Tproton represents the proton transit time obtained via
the Bethe Bloch equation, rd corresponds to the PG hit
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coordinates and 1
c∥rd− rv∥ is the PG TOF. Therefore,

a measurement of the overall TOF combined with the
knowledge of the irradiated geometry and the pixel po-
sition is enough to determine the PG position of emis-
sion. To exploit the full potential of this detection sys-
tem, we will focus on the control of the very first few
irradiation spots in single proton regime, thus perform-
ing a proton range reconstruction helping clinicians to
react in real-time in case of a beam displacement de-
tection.

Simulation: capabilities of PG ver-
tex reconstruction method
To explore the vertex reconstruction capa-
bilities, Monte Carlo simulations were per-
formed (GEANT4 10.4 release with the
QGSP_BIC_HP_EMY physics list). Each simu-
lation includes a spherical head of 10 cm radius, with
9.3 cm of homogeneous brain and 0.7 cm of skull
thickness. This geometry was irradiated with a 6
mm radius pencil beam of 108 protons at 100 MeV.
Thirty squared detection areas of 1 cm2 were placed
on the head surface. For each detection area, a 100 ps
rms of time resolution, 26.6 % of detection efficiency
(probability of interaction for a 4.4 MeV gamma-ray
in a 1 cm thick PbF2), and 1 MeV rms of energy
resolution were assumed.
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Figure 1: Correlation between the actual air cavity
thickness and the corresponding beam displacement
measured in the case of a 100 ps rms time resolution
and 108 incident protons. The fit highlights the linear
behaviour of our reconstruction method.

A simplified algorithm based on the Equation 1 was
developed to estimate the potential of the reconstruc-
tion method. Therefore, the expected sensitivity for
the detection of a longitudinal proton range shift, and
for a lateral proton beam displacement were studied
separately [?].

A variable thickness air cavity placed 4.5 cm after
the head entrance was included to study the longitudi-
nal sensitivity at a proton range shift. Then, the shift
induced by the air cavity was measured as a function
of the air cavity thickness (Figure 1) , revealing that a

millimetric longitudinal displacement is measurable at
2σ.

The transverse sensitivity was assessed through
a lateral beam displacement from 0 to 0.5 cm. For
each beam displacement implemented, the shift was
measured and compared to the actual beam position.
The results are presented in Figure 2, showing that
the method has a sensitivity of 2 mm at 2σ to detect
a transverse beam translation.
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Figure 2: Correlation between the actual beam posi-
tion and the corresponding beam translation measured
in the case of a 100 ps rms of time resolution and 108 in-
cident protons. The fit highlights the linear behaviour
of the method implemented in this range.

The longitudinal and transverse sensitivity was in-
vestigated for different proton statistics. These results
are summarised in table 1

Beam deviation Longitudinal Transverse
Nb. of Protons 107 108 108

Nb. of detected PG 3×103 3×104 3×104

1σ sensitivity (mm) 2 1 1
2σ sensitivity (mm) 3 1 2

Table 1: Summary of the 1σ and 2σ sensitivities ob-
tained with the reconstruction methods described in
the text. Values in bold correspond to the data pre-
sented in Figure 1 and Figure 2

Characterisation of pixel detectors
The pixel detector development is based on two main
steps. The first is to characterize intrinsic SiPMs per-
formances, in order to chose the best device in terms
of time resolution and spectroscopic information. The
second is to estimate the performance of a pixel detec-
tor composed of a Cerenkov crystal and a SiPM to de-
tect gamma-rays. For this application, two Hamamatsu
SiPMs were tested: Hamamatsu 13360-3050-CS and
Hamamatsu 13360-3075-CS. Both are 3 mm2 SiPM, the
difference between the two SiPM being the micro cell
size, which is of 50 µm for the former and 75 µm for the
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latter. Each of those SiPM was read out by an ASD-
EP-EB-PZ preamplifier board from Advansid. One of
the main criteria guiding the SiPM choice is the Sin-
gle Photon Time Resolution (SPTR) of the SiPM, i.e
the time resolution of the SiPM when it detects one
photon. The set-up to estimate the SiPM SPTR was
the following: two identical SiPMs were illuminated by
a Hamamatsu 48 ps FWHM pulse laser diode. Only
the 1 photon signal detected by both SiPMs within the
same pulse were selected. All signal acquisitions were
realized using a Lecroy Oscilloscope with 1 GHz band-
width, 10 Gs/s, and 12 bits ADC. The time difference
was estimated between the 2 SiPMs signals with the
std dev of this time difference distribution representing
the coincidence SPTR. In order to obtain the SPTR,
these value were divided by a factor

√
2. The results of

SiPM SPTR are presented as a function of the SiPM
overvoltage (Bias voltage above the breakdown voltage)
in Figure 3.
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Figure 3: Single Photon Time Resolution of Hama-
matsu SiPM 3050 and 3075 as a function of the SiPM
bias voltage.

Figure 3 shows that the best overvoltage in terms of
SPTR is different for each SiPMs, but the time resolu-
tions achievable with SiPM + preamplifier are nearly
SiPM independant. Therefore, Hamamatsu 3050 was
chosen because of its better discrimination in term of
number of photon detected.
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Figure 4: Number of photo-electrons recorded by
the pixel detector with a threshold set at 2.5 photo-
electrons.

Once the SiPM is chosen, it is crucial to estimate
the time resolution of the whole pixel detector, i.e of
a Cerenkov crystal coupled with a SiPM. The crystal
selected is a 1 cm3 PbF2 radiator. The optical grease
BC-630 from Saint Gobain was used to realise the
optical coupling between the PbF2 and the SiPM. A
60Co source enabled to estimate the time resolution
in coincidence between two identical pixels. To reduce
the SiPM dark counts, a 2.5 photo-electrons (p.e)
threshold was applied to each detection block and the
SiPM bias voltage was reduced to 7 V of overvoltage.
Figure 4 represents the number of detectable p.e with
a 2.5 p.e threshold. It means that for a 1.17 or 1.33
MeV gamma-ray, our detection system is able to detect
up to 8 photons. Using the p.e spectrum, the time
resolution was calculated as a function of the number
of p.e detected, as shown in Figure 5.
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Figure 5: Time resolution of the detection pixel func-
tion of the number of photo-electrons detected. The
value of 6.6 photo-electrons is the weighted average of
the photo-electrons detected from 6.

Figure 5 proves that the time resolution improves
according to the number of detected photon up to a
value of about 170 ps rms. Since the time resolution
roughly evolves in the same way as the Signal to Noise
Ratio (SNR), a growth of the number of p.e detected
should result in an improvement of the time resolution.

Discussion and conclusion

We propose a new approach for the determination of
the PG vertex distribution based on the PG TOF mea-
surement with a 100 ps rms time resolution. The
method is based on the solution of an inverse prob-
lem that takes as input the PG detection time and hit
coordinates. Simulations showed that the proton range
can be measured with millimetric precision consider-
ing 108 incident protons. We also demonstrated the
feasibility to detect 1 MeV gamma-ray with a technol-
ogy combining Cerenkov radiator and SiPM. With the
current amplifier, this block detector showed a time res-
olution down to 170 ps rms. Since the energy spectrum
of PGs ranges from 1-2 MeV up to 10 MeV, the sec-
ondary electrons generated by the PG interaction will
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have a higher kinetic energy than those generated by
the gamma-ray interaction resulting from the decay of
60Co. It implies a higher production of p.e, increas-
ing the SNR, enhancing the time resolution ultimately
achievable.
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Development of a monolithic diamond ∆E-E
telescope for particle identification and
characterization of diamond detectors using the
ToF-eBIC technique
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Abstract — The diamond-based ∆E-E telescope detector device is obtained by Chemical Vapor Deposition
of a thin epitaxic diamond layer (few microns) on a thick single crystal diamond substrate, including a metallic
p++ boron doped layer in between. After an etching of the thin diamond layer in order to reach the p++ layer,
electrical contacts are set at each surface layer. The combined measurement of energy loss in the thin layer and
calorimetry in the thicker layer makes possible the identification of the various kinds of radiations, and charge
and mass identification in the case of ionic projectiles. The dimensions of the two prototype detection stages have
been optimized by simulation using the SRIM (The Stopping and Range of Ions in Matter) software. In parallel
with this work, a very innovative characterization method that will be used for diamond detectors characterization
has been set up: the time-resolved electron Beam Induced Current (TOF-eBIC) technique which enables a 2D
mapping of a detector response to a well-focused electron beam.

Introduction

Semiconductor detectors are very commonly used to de-
tect particles in physic experiments. Indeed, they have
a higher efficiency and a faster response compared to
gaseous detectors, and they have a far better energy
resolution compared to scintillators. However, they are
also easily damaged under charged particle irradiation.
For this reason, more resistant semiconductors have
been studied in order to develop the next generation
of detectors.

Diamond is an ultra-wide bandgap semiconductor,
which has been recently studied as a nuclear radiation
detector [1, 2]. Because of its very high resistivity, its
excellent charge transport properties, and its high radi-
ation hardness, diamond is an ideal material to detect
charged particles such as α particles, ions or Fission
Fragments (FF) [3]. In order to identify ions with a sim-
pler process requiring only one measurement, a mono-
lithic diamond ∆E-E telescope is being developed. To
better understand the charge transport properties of
diamond detectors, α particle tests were conducted at
laboratory with an 241Am source, and a Time of Flight
- electron Beam Induced Current (ToF-eBIC) setup was
developed.

∆E-E telescope

To identify a charged particle, it is necessary to measure
the charge and the mass of said particle. To acquire

these measurements, a multi-layer diamond detector
based on the architecture of the ∆E-E telescope was
developed (see Fig. 1). The detector was specifically
designed so that when a charged particle interacts with
the detector medium, the particle deposes part of its en-
ergy (proportional to Q2/v2) in the first layer (the ∆E
stage) before stopping in a second layer (the E stage)
and depositing its remaining energy. Thus, through
this detector design, there is a correlation between the
energy deposited in the ∆E layer and the total energy
of the particle (proportional to A.v2), which can be
calculated by adding the energy quantities deposited
in the two layers. Thus, by measuring the energy de-
posited in both layers, it may be possible to identify
the particle which interacted in the detector. To ac-
quire these measurements relating to the two detection
stages, it is technically necessary to have an interme-
diate electrode. The challenge of this project lies in
the design of a diamond electrode made of a layer of
diamond highly doped with boron.

This kind of detector has already been used to de-
tect light ions (in silicon: [4], in diamond: [6]) and FF
particles (in silicon: [4, 5]). This project aims to create
a diamond monolithic ∆E-E telescope used to detect α
particles. To go further, the design could be adapted
in order to detect FF particles.

The technique chosen to create this detector centers
on a synthetic diamond substrate, from which a thin,
highly-doped, and conductive diamond layer (the p++

layer or middle electrode) grows. As this second dia-
mond layer grows, its growth creates a third diamond
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Figure 1: ∆E-E telescope scheme

layer (the p− diamond layer). In order to maximize
charge collection in the detector, the substrate and the
p− layer must be as pure as possible. Indeed, the im-
purities and dislocations lead to a recombination of the
charge carriers and thus a lower charge collection [7].
As a result, an Element 6 (E6) single-crystal CVD di-
amond [8] with the purest crystalline quality (electric-
grade) was chosen. In this diamond, the nitrogen con-
centration is about 5 ppb, and the boron concentration
is about 1 ppb. Finally, for the doping of the p++ layer,
a concentration of approximately 1020 cm−3 of boron
is necessary to make the layer conductive.

To determine the thickness of the layers, the sub-
strate needs to be thick enough in order to ensure that
the incident particles stop inside of the substrate. The
550 µm thickness of E6 diamonds is more than suffi-
cient to stop any ions with an energy of 10 MeV or less
and every FF particles (SRIM simulation [10])). The
p++ layer is a dead area of detection, so it must be as
thin as possible. After discussion with the DiamFab
startup of the Neel Institute [9], a thickness of 500 nm
was chosen due to some technical requirements related
to the growth of the layer. Determining the thickness
of the p− layer proved difficult: the p− layer had to
be thick enough to measure the energy deposited in
the layer; however, if the p− layer were too thick, it
would be impossible to accurately measure the energy
deposited in the substrate layer. To determine a thick-
ness of the p− layer which would allow for accurate
measurements in both the p− layer and the substrate,
simulations were conducted with SRIM software, which
is specifically adapted to simulate the energy deposition
of ions in matter.

From simulation to manufacturing

To build the simulation, the ∆E-E telescope was recre-
ated in the SRIM simulation software. The substrate
was considered to be a carbon layer with a density of
3.52 g.cm−3 (diamond density), a displacement energy
of 43.0 eV, a lattice biding energy of 7.1 eV, and a sur-
face binding energy of 7.41 eV ([11]). In the rest of this
report, a layer with these characteristics will be referred
to as a "diamond layer." Even if most of the ions have
small ranges, the diamond substrate is considered to be

550 µm thick. Indeed, reducing the thickness does not
significantly affect the simulation speed, so there are no
known negatives associated with this choice. Regarding
the p++ layer, the simulation proved that, as expected,
doping does not significantly affect the energy deposit
in the layer. As a result, the p++ layer was determined
to be a simple diamond layer in this simulation. The
p− layer was also considered to be a diamond layer, and
as explained in the previous paragraph, the thickness
of the p− layer was variable during simulations. The
thickness of this p− layer was represented throughout
simulations as the variable thp− . In different simula-
tions, thp− varied from a few hundred of nanometers to
10 µm. Different types of incident ions were also simu-
lated, including light ions (proton, deuterium, tricium,
helium 3 and 4) with an energy range of 1 to 35 MeV.

Regarding the simulation done on the light ions,
the results are similar to the one we were expected:
the mass ordering was respected for the five light ions
tested. It was decided to optimized the first design
on 5-6 MeV helium 4 simulation, because it is easy to
study 5.5 MeV α particles in the laboratory using a
radioactive source such as a 241Am source.

The Figure 2 represents the simulated energy de-
posited in the p− layer versus the total incident energy
of the particle for different value of thp− . In order to
determine an optimal thp− , some criteria were chosen:
the energy deposition in the p− layer needs to be su-
perior to 1 MeV and inferior to the half of the particle
initial energy. As a result, a value of 5 µm was chosen
for the first design of the detector.

Figure 2: SRIM simulation results - energy deposited
in the p− layer by α particles of various energies for
different p− layer thickness thp− .

A test, sample was used to test the etching process.
After some tests and discussions with the DiamFab
staff, the following procedure has been chosen [12]:

• creation of the first mask by insulating a photosen-
sitive resist deposited on the detector (laser lithog-
raphy).
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• deposition of a metallic mask (5 nm of titanium +
300 µm of aluminium) and lift-off of the resist.

• etching using an oxygen plasma with a DRIE
(Deep Reactive Ion Etching).

• metallic mask removal.

Thanks to the good results of those tests, a first sam-
ple is being manufactured. The first p++ layer was
done and the p− layer will be done soon in early 2022.
At first, the etching will be done in order to metal-
ize the p++ layer. Then, some tests will be done with
an 241Am source at the LPSC and under alpha micro
beam at AIFIRA.

Time-of-Flight electron Beam In-
duced Current

In parallel of those activities, some E6 high quality sub-
strates were qualified thanks to a new very innovative
setup: the Time-of-Flight electron Beam Induced Cur-
rent (ToF-eBIC) setup at Institut NÃ©el in Grenoble.
This setup used a pulsed electron beam in order to
generate electron/hole pairs close to the surface. Com-
pared to other setup using charged particles (such as α
particles), the ToF-eBIC setup has a lot of advantages:
an external trigger can be used in order to start the
acquisition, the rate can be set directly by the user,
the energy deposited by each pulse can be monitored
and the spatial position of the beam can be controlled
very precisely (micrometric resolution). This last point
is particularly important in order to study the homo-
geneity of the current response of the detector and the
polarization effect which is observed in diamond detec-
tor. Finally, the electrons of the pulse do not damage
the diamond lattice.

The experiment is conducted in the following way
(see Figure 3): a surface-metallized diamond sample is
placed in a vacuum chamber of a Scanning Electron
Microscope (SEM) and, the electron beam is focused
on the diamond. The beam pass through a fast Beam
Blanker (BB), which can be considered as a gap that
can be biased on and off thanks to a voltage source.
When there is no bias applied on the BB, the beam
reach the sample (beam on). However, when a bias is
applied on the BB, the electron beam is deflected and
the beam do not reach the sample (beam off). As a
results it is possible to generate pulses of electrons with
a pulse width of about 1 ns and a period of 3 ms. Those
pulses of 30 keV electrons will generate electron-hole
pair in micrometric volume close to the surface (about
5 µm), and, because of the electric field, the charge
carrier will drift toward the electrodes and induce a
current that can be measured.

To qualify the setup, Transient Current Measure-
ment were carried out. Those measurements consist to
study the current induced by the drift of the charge car-
riers at different electric fields. Indeed, when the charge
carriers started to drift because of the electric field,
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Figure 3: ToF-eBIC setup

they induced a current as describe by the Shockley-
Ramo theorem [14, 13] with a duration equal to their
drift time and an amplitude equal to the total charge
induced divided by the drift time. Consequently, the
fastest the charge carrier is, the shortest the current
induced width is and the highest the current induced
amplitude is. That property lead to the fact that when
the charge carriers are created just next to one elec-
trode (∼5 µm), one charge carrier is collected instan-
taneously (less than 100 ps) whereas the other charge
carrier will drift along all the diamond thickness (550
µm) for several nanoseconds (typically from 10 to 50
ns). As a result, the signal induced by one charge car-
rier will be filtered by the read-out electronic, and so
one charge carrier will be studied at the time.

Some traces obtained for holes at room temperature
are shown Figure 4. It is clearly visible that when the
bias increase, the signal becomes shorter. That can be
explained easily by the fact that when the electric field
increases, the drift velocity increases and so the drift
time (which is equal to the signal width) is shorter.
Concerning the amplitude, α and β spectroscopy mea-
surements at lab has proven that the charge is en-
tirely collected for electric field higher than 2000 V/cm
(about 100 V) [15]. As a result, for those biases, the
area of the pulses remains the same, and so if the width
of the pulse decrease, the amplitude have to increase.
One can notice that, with this explanation, the phe-
nomenon is even more pronounced for the low biases
where the area of the pulses become lower.

By measuring the drift time for different electric field,
it is then possible to study the drift velocity versus the
electric field. With this kind of study, some parameters
such as the low field mobility and the saturation drift
velocity can be calculated by fitting the drift velocity
curve with this fit function:

vdrift(E) =
µ0E

1 + µ0E
vsat

(1)

With µ0 the low field mobility and vsat the satura-
tion drift velocity. The value for holes are very close
to the one obtained with α TCT measurements at lab
or in literature. The differences in the results can be
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Figure 4: ToF-eBIC waveforms obtained for different
biases. The y-axis represents the amplitude of the in-
duced signals after the current preamplifier.

explained by the difficulty of measuring precisely these
values because of the polarization effects and the lim-
ited electric field in some cases.

Holes
Technique µ0 [cm2/(V.s)] vsat [106 cm/s]
ToF-eBIC 2334 ± 10 13.1 ± 0.1
α source 2380 ± 20 12.1 ± 0.1
α source 2349 ± 28 14.1 ± 0.3

(CEA LIST) [16]

Table 1: Low field mobility and saturation drift velocity
obtained with scCVD diamond in this work (first two
lines) and by the CEA LIST (bottom line).

Conclusion
In order, to study charge particles a diamond mono-
lithic ∆E-E telescope is currently under development.
This detector will be adapted to detect light ions such
as protons or α particles. In order to made this de-
tector, a collaboration with the startup DiamFab was
necessary to made the two epitaxial growths from a
very pure scCVD E6 diamond substrate:

• the p++ layer, heavy doped ([B] > 1020 cm−3 and
very thin). This layer is used as a middle electrode

• the p− layer with is used to detect the particle.
This layer need to be very pure in order to avoid
incomplete charge collection. Thanks to some sim-
ulation done with the software SRIM, an optimal
thickness of 5 µm have been chosen.

A first sample will be tested in April under α beam
at AIFIRA. In the meantime, a ToF-eBIC setup has

been designed in order to study diamond devices. This
setup has been used in order to compute the low field
mobility and the saturation drift velocity of diamond
detectors and study the polarisation effect. Some mea-
surements at very low temperatures not presented in
this proceeding have also been carried out.
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Characterization of Light Scattering
Point Defects in High Performance
Mirrors For Gravitational Wave
Detectors

Sihem SAYAH
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Abstract — The highly-reflective mirrors of the gravitational waves detectors Advanced LIGO & Advanced
Virgo present in the coating many micrometer size defects that scatter the light in the interferometer. This
scattered light induces a loss of the laser power of the order of a few tens of parts per million (ppm) and a phase
noise because of the recombination with the main beam after reflection on the tube walls. This phenomenon limits
the sensitivity of the detector and impacts the ability to detect astrophysical events. A reduction of the scattered
light is thus required in order to improve the optical performances of the coatings for the new mirrors of the
Advanced LIGO+ and Advanced Virgo+ upgrade. For this purpose we studied the point defects for each material
and we analyzed the impact of different parameters in order to compare the density and the size distribution of
the defects.

Introduction of Gravitational
Waves

Predicted by Albert Einstein in 1916, gravitational
waves are defined as a space-time distorsion generated
by the acceleration of masses [1]. The waveform de-
pends on the astrophysical source emission which could
be coalescence of two massive objects, supernovae, pul-
sars or cosmic microwave background. Using a giant
Michelson interferometer as a detector is particularly
well adapted because it allows to measure a differen-
tial change in length of the two arms because of the
gravitational wave. Indeed, the latter will change in a
differential way the phase of the light in the two arms
as follows :

δL =
h · L
2

(1)

with L the arm distance and h being the amplitude of
the gravitational wave. This deformation is very small
and with the current performance of the detectors we
can detect a relative shift in order of 10−20.

The ground based detector Advanced Virgo located
in Pisa, Italy, is composed of two tunnels of 3 km long
under vacuum and super mirrors placed at each end of
the arms. The figure 1 show a schema of the interfer-
ometer. It is composed of a laser, two Fabry cavities,
a beamsplitter and several mirrors placed at each end
of the arms. Interferometer principle is light making
several round trips in the cavities before being recom-
bined and directed to a photodetector which measures
the interference pattern between the two beams. For

my work we focus mainly on the mirrors of the cavity.

Figure 1: Simplified optical layout of the ground based
detector Advanced Virgo and a picture of an aerial view
of the detector in Pisa (Italy). credit : CNRS/Virgo

Gravitational Wave Mirrors

All the mirrors of current ground based detectors
LIGO, Advanced Virgo and KAGRA were produced
at LMA (Laboratoire des Matèriaux Avancès in Lyon).
The large mirrors of gravitational wave detectors are
large block of fused silica on which a coating of thin
layers is deposited to make the mirror reflective [2].
The surface coating which is deposited at the LMA is
a stack of optical thin films. We alternate between
two materials of different refractive index. The greater
the index contrast between the 2 materials, the more
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it reflects the light. This forms a dielectric mirror and
allows to reflect all the power of the laser light in the
interferometer.

Fabry-Perot cavity

Fabry Perot cavities consist of two mirrors, one in front
of the other separated by a distance L. There is creation
of light interference inside the cavity, increasing or can-
celling the electric field between the two mirrors. The
most important problem with gravitational wave detec-
tors is the loss of light in the Fabry Perot cavities: it is
within these cavities that there is the most laser power
and light losses means less laser power which reduces
the sensitivty of the instrument [3]. For example, in
the ideal case, if we have no loss : we send 1 W of
laser power, we should recover 1 W. The optical losses
measured on the Virgo site are 50 ppm (including the
various losses). Because of these 50 ppm, we recover
only 0.98 Watt at the cavity output. The Fabry-Perot
cavities amplify the signal but also amplify the losses.
Losses of 2%, that can appear very small but are enough
to decrease the reflection of the cavity. These optical
losses are mainly due to absorption, transmission by
the mirrors and scattering. This work is focused on the
scattering light by the imperfections of the mirror.

Sample and Experimental Proce-
dure
So for our study, we used 2 materials tantala and silica
and we prepared 8 samples using the ion beam sputter-
ing technique for coating deposition [2]. We deposited
the coating on ϕ 1" fused silica micropoly substrates
because they have a low defect density and because the
roughness of these substrates is less than 1 Å. We have
good quality substrates and we do not have significant
contributions from the substrates in our study. So we
measure only defects in thin films.

At LMA, we process large blocks of fused silica on
a deposition machine that operates under vacuum in
which a reflective coating is deposited. An ion beam
is sent from the source to the target of the material to
be deposited on the surface and pulls the atoms from
the target by collision cascades. The sputtered material
forms a plume above the target and then condenses on
the rotating substrate for a more homogeneous layer.
This process creates unfortunately point defects in the
coating.

These point defects are present inside the coating. To
illustrate, here are real pictures of a Virgo mirror 2. We
observed the mirror with three increasing laser powers.
We can clearly see all the imperfections of the deposit
highlighted by the incident beam. If the imperfections
are illuminated it is because they are scattering. The
more the defects, the more the optical losses in the
cavities. This is a phenomenon that we have known
for several years and which becomes a limiting factor
for future detectors. To understand this phenomenon,
I study the point defects in the coating of mirrors.

Figure 2: Photos of the end mirror of the West arm of
the Advanced Virgo interferometer under different laser
powers 0.1 kW, 10 kW and 80kW respectively. Credits:
J.Degallaix LMA.

Defect detection instrument

After deposition, the samples are analyzed using an
optical profilometer that has been customized for de-
fect detection in dark field illumination. The detection
principle works in dark field: the profilometer illumi-
nates along a cone, in grazing light, basically no light
is collected by the lens, and on the other hand when
it passes over a defect, the defect will diffuse light that
will be collected by the lens. The profilometer scans the
surfaces and when it detects a difference in contrast in
the field, the image is recorded. The instrument gives a
cartography with the spatial distribution of the defects,
the number of defects and images. It then classifies
the defects in three size categories. But it is impor-
tant to notice that the profilometer software does not
provide information on the individual size of these de-
fects, except that it is between 1 and 5 micrometers.
A post-processing software has then been specifically
developed for this purpose.

Image processing

We notice that the counting is not necessarily correct.
Depending on the threshold value set, we see that not
all defects are detected. In figure 3 we can see many
defects marked in red that are detected and others that
are not. The images stored by the profilometer are pro-
cessed with an home-made image recognition software,
to determine the radius of the detected defects. The
software is a python code [4] which allows after image
processing to circle all the defects present on the im-
age field. This work allowed us to improve the defect
counting and to determine the size of the defects with
precision.

Optical Scattering

At LMA, the scattered light is measured by a Scat-
terometer Complete Angle Scan Instrument (CASI).
This instrument, composed of a laser and a detector,
allows to measure the scattered light at different scat-
tering angles. The sample is illuminated at variable
incidences and the detector scans the plane to mea-
sure the bidirectional reflectance distribution function
(BRDF) [5]. The integrated value considers a pure
isotropic emission, then this integrated value is given
in parts per million (ppm). For this study the mea-
surements are made with a laser source at 1064 nm,
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Figure 3: Image post-processing. Example of an im-
age field with some defects detected and others not
(top) and the image after analysis with processing im-
age (bottom).

because it is the same wavelength used by the interfer-
ometers Advanced LIGO and Advanced Virgo.

Defect Study

Two parameters are studied the influence of the layer
thicknesses during the deposition process and the post
deposition annealing .

Influence of the Thickness
The figure 4 presents the number of defects with

respect to the layer thickness for the two materials.
It shows that the number of defects generated in the
silica samples is much lower than in the Ta2O5. In
addition, we notice that the behavior is different for
the two materials. For silica, the number of defects
depends linearly on the thickness of the layer, while
for Ta2O5 it follows a power law [6].

Influence of the annealing
The impact of post-deposition annealing on the num-

ber of defects was also studied. All samples were an-
nealed at 500◦C corresponding to the green point in
figure 4. Post-deposition annealing allows to reduce
significantly the number of defects about 40-50%.
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Figure 4: Number of point-like scatterers in SiO2 layers
(bottom) and Ta2O5 (top) as a function of the layer
thickness. Results are shown for materials as coated
(in blue) and after annealing (in green).

Results

Through image processing we obtained the different
sizes of defects for the different samples in two his-
togram which are presented in figure 5. These figures
show the defect sizes for the thicker samples Ta2O5

and SiO2, for which we have the largest number of de-
fects. Thus, after annealing, the median defect size is
3.66 µm for SiO2 and 2.96 µm for Ta2O5, respectively.
This shows that the defect size is smaller for Ta2O5
than for SiO2.

Moreover the annealing seems to slightly decrease the
size of the defects for Ta2O5, while the opposite is ob-
served for SiO2 but the statistic is quite low and further
experiments are required in order to draw a conclusion.

To quantify the impact of defects on the scattered
light, we measured the 8 samples with CASI after an-
nealing. The figure 6 shows the light scattering of the
two materials as a function of the layer thickness. The
Ta2O5 coating seems to have a stable scattering for the
first three thinnest layers that increases for the thick-
est layer. It is interesting to mention that the uncoated
substrates used in this study has an optical scattering
level below 3 ppm. The coating of the thin film and es-
pecially the addition of defects contributes to the scat-
tered light. Regarding the silica, although there is ten
times less of defects between the thickest silica sample
and the tantala, the scattered light is comparable. This
tends to show that the defects present in the Ta2O5

layers scatter less light than the defects present in the
SiO2.
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Figure 5: Defect size for the thickest samples of the two
materials, SiO2 (bottom) and Ta2O5 (top), before and
after annealing. The distributions have been normal-
ized to ease the shape comparison.
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Figure 6: Scattering light for the two materials Ta2O5

and SiO2 as a function of the layer thickness. The mea-
sured scattered light for a sample where the substrate
was put in the IBS machine under the normal deposi-
tion conditions, but no deposition was performed (ghost
deposition), is consistent with the value measured on
raw substrate (within typical repeatability uncertain-
ties, although the value being slightly lower can also be
explained by small fluctuations in the substrate qual-
ity).

Conclusion
In conclusion, we show that we need a development of
a reliable image processing. We demonstrate that we
have more defects in tantala monolayers than in silica
monolayers (about a factor 10). Concerning the influ-
ence of the thickness parameter, the thicker layer, the
more the defects. We have also shown that annealing
reduces the defect density by a factor of two. And we
have determined that the median defect size is about
3 um for each material. We now need to work on the
scattered light simulation to understand how the de-
fects influence the scattering in the interferometer.
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Abstract — The readout electronics of the ATLAS Liquid Argon (LAr) Calorimeters will be replaced to be
able to process high luminosity with pileup of up to 200 simultaneous proton-proton interactions as part of
the Phase-II upgrade of the LHC. Due to the design of the calorimeter the signals can have an overlap of up
to 25 events, which increases the difficulty of energy reconstruction. The real-time processing, which consists
mainly of the reconstruction of the energy deposited in the calorimeter, is done using FPGAs at a frequency
of 40HMz. This work evaluates recurrent neural networks as a replacement for the legacy optimal filter-based
energy reconstruction. The developed recurrent neural networks provide performance increase in the case where
the performance of optimal filtering suffers the most: overlapping events causing decreased energy resolution and
assignment of energies to wrong bunch crossings. Furthermore the recurrent neural networks show stability over
changing instantaneous luminosity.

Introduction

The ATLAS detector [1] is one of the general purpose
detectors at the Large Hadron Collider [2] (LHC) mea-
suring the properties of the particles produced in high-
energy proton-proton collisions that happen every 25 ns
(40MHz).

In the Run-4 of the LHC starting in 2027, also known
as the high-luminosity phase of LHC (HL-LHC), the
machine is expected to produce instantaneous luminosi-
ties of 5 to 7×1034 cm−2s−1 corresponding to 140 to 200
simultaneous proton-proton interactions. The liquid-
argon (LAr) calorimeters of ATLAS mainly measure
the energy of electromagnetically interacting particles
using their ionization signal that causes an electronic
pulse. This pulse is shaped to a bi-polar shape that
spans up to 25 bunch crossings (BCs) as shown in Fig-
ure 1. This can lead to overlap between consecutive
pulses known as out-of-time pileup. The out-of-time
pileup probability increases significantly in HL-LHC
conditions.

A new method capable of continuous energy recon-
struction and identification of the corresponding colli-
sion event is required for the LAr calorimeter for the
HL-LHC era [3]. The energy reconstruction is done
by field-programmable gate arrays (FPGAs) for the
182 000 calorimeter cells with 384 or 512 LAr calorime-
ter cells per one Intel Stratix-10 FPGA [4] with a la-
tency requirement of about 150 ns [3, 5]. Different Re-
current Neural Network [6] (RNN) types are developed
to replace the current optimal filtering [7] (OF) algo-
rithm.

Energy Reconstruction
The energy reconstruction method currently used in the
LAr calorimeter is based on the optimal filtering algo-
rithm. This is combined with a peak finder to find the
correct BC for the energy deposit. While this method
generally works well, due to the increased simultaneous
p-p collisions, there are two major shortcomings that
need to be addressed for the HL-LHC era. The first
is the energy resolution decrease due to the fact that
the optimal filtering algorithm assumes perfect pulse
shape while this shape is distorted by previous pulses.
The second comes from the peak finder’s inability to
assign the energy to correct BC if the pulse shape is
distorted. By using an energy reconstruction method
based on RNNs, it is possible to mitigate both of these
effects.

The data used for training the neural networks is
a simulation of a single calorimeter cell in the middle
layer of the calorimeter (η = 0.5125, ϕ = 0.0125) cre-
ated using AREUS [8] with HL-LHC pileup. It con-
tains injected energy deposits of up to 5GeV combined
with low energy deposits from inelastic proton-proton
collisions as well as electronics noise. The higher en-
ergy deposits are injected randomly with a mean inter-
val of 30BCs. The average pileup used is ⟨µ⟩ = 100,
⟨µ⟩ = 140 or ⟨µ⟩ = 200.

Energy Reconstruction with Re-
current Neural Networks
RNNs are a type of neural network designed for time-
series processing. In this work two RNN types are
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Figure 1: Top - cutout of the LAr calorimeter, bottom
- shaped and digitized LAr calorimeter pulse [1].

evaluated: Long Short Term Memory (LSTM) [9] and
vanilla RNN [10]. LSTM contains gated structure to
control the flow of information through time using sig-
moid and tanh activation functions. This network can
be applied in two ways: sliding window in which the
full time series is split in overlapping sequences, that
consist of 5 BCs in this work, each corresponding to a
single output energy, as shown in Figure 2 or in a single
cell approach where the full time series is processed as
a stream and each intermediate state corresponds to an
output energy, as shown in Figure 3. The second type
is vanilla RNN which contains only one internal neural
network with ReLU activation function in this work.
Vanilla RNN can only be applied in the sliding window
way due to its simplicity.

The energy resolution for all energy deposits above
240 MeV is shown in Figure 45. All RNNs outper-
form the legacy OFMax algorithm. This performance
increase is mainly due to the ability to correct for over-
lapping events. Figure 5 shows the energy resolution as
function of the gap to the previous high energy pulse
for optimal filtering with max finder. In the low gap

region where the pulse is overlapping with the previ-
ous one, the energy resolution of the optimal filtering
is significantly reduced. This effect can be mitigated
by RNNs that utilize samples before the pulse peak.
As seen in Figures 6 and 7 using sequence lenght of 5,
where one sample is before the start of the pulse the
network learns to correct for the overlapping effect. In
the case of the single cell LSTM shown in Figure 8 the
effect is almost fully corrected for.
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Figure 2: Sliding window application of RNNs [13].
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Figure 3: Single cell application of RNNs [13].

Stability

The performance of RNNs is better than of the op-
timal filtering based energy reconstruction. However
for RNNs to be a viable option for the real-time en-
ergy reconstruction, the networks need to be capable
of coping with the varying conditions in the detector.
This includes the changes in the instantaneous luminos-
ity, the varying pulse shapes in different regions of the
detector as well as changing pulse shape for a specific
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Figure 5: Energy resolution as a distance to the previ-
ous high energy energy deposit (gap) for OF.
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vious high energy energy deposit (gap) LSTM Sliding
Window.
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ous high energy energy deposit (gap) for Vanilla RNN.
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Figure 9: Comparison of the resolutions for energy de-
posits 3σ above the noise level for networks trained with
different pileup composition.

cell over time. To evaluate the stability of the networks
with respect to changing instantaneous luminosity, sev-
eral networks are trained with different pileup rates of
µ = 100, µ = 140 and µ = 200 as well as a dataset
that mixes one third of each µ value. In addition,
the dependence of the NNs on the initialization during
the training is quantified by repeating each training 70
times with randomly changing the initialization values
for each dataset. This is done for the vanilla RNN as it
is the only RNN type that is able to reach the latency
and occupancy requirements of the LASP board [13].

The results on the robustness of the networks are
shown in Figure 9. This figure shows the energy reso-
lution in samples with µ = 100, µ = 140 and µ = 200.
For each of these samples a comparison is done using
networks trained with different µ values. Changing the
pileup rate of the training sample induce an energy res-
olution difference which is comparable to variations due
to the statistical component which is probed by retrain-
ing the NNs with different initialization. Mixing train-
ing data does not show improvements in the results.

Results
RNNs perform better than optimal filtering for energy
reconstruction in the case of overlapping signals. With
a streaming architecture LSTM is able to almost fully
correct for the effect of overlapping signals. For a slid-
ing window architecture with a sequence length of five
both LSTM and vanilla RNN partially correct for the
energy resolution degradation in the low gap region.
The vanilla RNN robustness against changing instan-
taneous luminosity is evaluated. It shows stable energy
reconstruction resolution when varying the pileup rates
ranging from µ = 100 to µ = 200 independently for the
training and evaluation samples.
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Improvement of the vertex detector
resolution in the Belle II experiment

Lucas MARTEL

University of Strasbourg

Abstract — The Belle II Silicon Vertex Detector (SVD) is part of the Super B factory composed of the
asymmetric energy e+e− collider SuperKEKB and the Belle II experiment and is used to reconstruct tracks and
decay vertices as well as provide particle identification information. In order to correctly reconstruct tracks, the
position of the hits created by charged particles passing through the detector needs to be known with precision. It
is also important to estimate the resolution of the hit position measurement, in order to correctly propagate the
error on hit position to track fitting, as well as developing methods to optimize this resolution. Since 2019 and
the start of the data taking, the SVD has demonstrated a reliable and highly efficient operation, even running in
an environment with harsh beam backgrounds that are induced by the world’s highest instantaneous luminosity.
The cluster position resolution has been estimated first with simulated events, then on data using a dataset
representing an integrated luminosity collected by Belle II of about 16 fb−1. While the SVD performance is
already very good, there is still room for improvement of the estimation of the cluster position resolution. Here we
will present the latest studies to improve the hit position estimation in the vertex detector by correcting charge
couplings between silicon strips, in order to improve data and simulation agreement.

Introduction

The SVD [1] is made of 172 double-sided silicon strip
sensors arranged in 4 concentric layers, labelled L3 -
L6 (from the closest to the interaction point to the
farthest)(fig.1). Layer 3 is made of small rectangular
sensors (HPK small) while L4, L5 and L6 are made of
large rectangular sensors (HPK large) and trapezoidal
ones (wedge) in the forward region. Table 1 contains
the characteristics relevant for this study for each type
of sensor.

Figure 1: Layout of the detector.

On each sensor v/N - side strips measure the position
along the z axis while u/P strips measure rϕ position.
A set of 128 strips are read by one APV25 chip[2], which
provides six digitized samples of the response curve.

Cluster reconstruction

In order to identify their trajectory, signal left by
charged particles crossing the detector is collected and
a cluster is created corresponding to this signal. The
SVD cluster provides estimations of:

sensor layer pitch v/N pitch u/P
(µm) (µm)

HPK small 3 160 50
HPK large 4,5,6 240 75

wedge 4,5,6 240 50-75

Table 1: Relevant characteristics of the three types of
SVD sensors.

• The charge S collected by the sensor.

• The position x of the hit and its error.

• The time t of the hit and its error.

The cluster is a 1D object constructed using strips
that have been fired by the passage of a particle. In or-
der to be taken into account to build the cluster, strips
are required to have a signal of 3 × the strip noise (Ni),
this means that the strip signal to noise ratio (SNRi)
has to be greater than 3 (evaluated for each strip). A
collection of strips passing the threshold also needs to
contain a strip with a signal greater than 5 ×Ni (called
the seed strip) to be associated to a cluster.
For each retained strip we have access to:

• The six sampled amplitude of the APV response.

• The strip noise (from calibration on data).

• The strip gain (from calibration on data).

We take as value for the strip charge the maximum
amplitude of the six samples.
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Estimation of cluster position
In order to estimate the position x were the particle
crossed the detector , we need to compute the position
xCL of the cluster associated to it. The position and
its error ∆xCL are computed using the charges Si and
the positions xi of the strips constituting the cluster.
For a cluster of size 1 i.e. made of one strip we have:

xCL = x (1)

For clusters of size > 1 xCL is estimated with a center-
of-gravity algorithm :

xCL =

∑
xiSi∑
Si

(2)

The error is estimated for all clusters by :

∆xCL = p

√
(

a1
ξ + a2

)2 + (bξ)2 + c2 (3)

Where ξ =
√
size × SNRi. The parameters a1, a2, b

and c depend on the cluster size for clusters up to size
= 5. For larger clusters, the values for cluster size = 5
are used.

Correction of coupling effects : un-
folding method
During test runs, a charge is injected in one of the APV
channels. A small signal is seen on the adjacent channel
with a lower time (around 7/8 APV clock ≃ 27 ns),
showing a coupling between the two channels (Fig2).
This effect is not expected to occur and can potentially
skew the observed strip charge. Preliminary assessment
shows that the observed adjacent strip charge could be
underestimated by ≃ 6% of the seed strip charge.

Figure 2: Response from an APV channel to which
a signal was injected (purple) and from its adjacent
channel (green) showing a coupling response.

Because the strip charge is used in the computation
of xCL this effect can worsen the estimation of cluster-
position.

We aim at developing a method to correct this issue.
We suppose that :

• Each strip in the cluster loses ≃ 6% of its collected
charge which is transferred to one neighbour on
each side (for a total loss of ≃ 12% of the initial
charge).

• Strips at the edge of the cluster lose ≃ 6% of their
charge by transferring it with strips that do not
pass the charge requirement to be included in the
cluster.

• Edge strips do not gain charge from strips that do
not pass the charge threshold.

• These charge transfers happen simultaneously.

We propose to compute the corrected strip charges
from the observed strip charges and then compute the
cluster position and compare its values for both sets of
charges.
Because of our hypotheses on the behavior of the edge
strips, the total charge is not expected to be conserved
between the corrected and observed clusters. In addi-
tion, both clusters are expected to have the same size.
To each observed cluster of size n, constructed with the
strips of charges ai, i ∈ (0;n− 1), we want to associate
the corresponding real cluster composed by the strips
of charges Ai. We define the unfolding matrix M of
size n× n such as :

 Mij = 1− 2c if i = j;
Mij = c if | i− j |= 1;
Mij = 0 for all others (i, j);

(4)

With i, j ∈ (0, n−1) and the Unfolding Coefficient c =
0.06 (corresponding to the expected 6% loss of charge
for a given strip).
The corrected strip charges Ai are then computed as :

A0

A1

...
An−1

 =M−1


a0
a1
...
an−1

 (5)

Results
In order to gauge the possible improvements from the
unfolding method, we performed a study on 1 fb−1

of data collected between October 2020 and December
2020. In addition 500k Monte-Carlo simulated events
have been studied with the generic cluster reconstruc-
tion algorithm (i.e. without the unfolding method) in
order to provide comparison. The unfolding method is
not applied in the case of the simulation because the
bias observed on the strip charge and discussed here
is due to effects of cross-talks that are not simulated.
Simulated events are not biased and therefore not fixed.
Both datasets consist of e+e− −→ µ+µ− events.
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To assess the impact of our correction, we compute
the resolution on xCL observed in data with the generic
reconstruction and we compare it with the resolution
computed with the corrected cluster reconstruction for
c ∈ [0, 0.20]. We repeat this analysis for all type of
sensors listed in Table 1 to check if the optimal c value
depends on the sensor specifications.
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Figure 3: Cluster position resolution obtained with dif-
ferent values of the correction factor c (0 corresponds
to the generic reconstruction), for the Layer 3 u/P-side
(a) and v/N-side (b) and Layer 4,5 and 6 u/P-side (c)
and v/N-side (d). The dashed line corresponds to the
resolution observed in Monte-Carlo with generic recon-
struction.

As shown in Fig.4,the correction improves the cluster
position resolution for u/P - side sensors while it does
not seem to improve it for v/N - side sensors.
We observe (see Table 2) that the lowest (=best) reso-
lution is achieved for c = 0.1 for all types of u/P - side
sensors.

Sensors - U side c = 0 c = 0.05 c = 0.1
L3.1 small 9.6 9.3 9.1
L3.2 small 10.7 10.3 10
L456 backward 13.1 12.2 11.9
L456 origami 12.6 11.8 11.5
l456 slanted 11.6 10.9 10.7
Sensors - U side c = 0.15 c = 0.20 MC
L3.1 small 9.3 10.7 7.2
L3.2 small 10 10.8 8.3
L456 backward 13.1 16.3 9.8
L456 origami 12.6 15.2 9.1
l456 slanted 12 14.8 8.9

Table 2: Cluster position resolution in µm for different
values of the correction factor c, for each type of u/P -
side sensor. v/N - side sensors are not shown here be-
cause the correction does not improve their resolution.

Conclusions

We have shown that the impact of the observed charge
transfer between strips of the Belle II Silicon Vertex
Detector can be mitigated. The correction we imple-
mented led to an improvement of 5-10 % of the spatial
resolution for u/P sides of the sensors, while no effect
was observed for v/N sides. The corrections depends
on the unfolding parameter c. The value of c = 0.1
allows to achieve the best resolution. This value is
close to what was expected (c = 0.06) from preliminary
assessment, albeit higher. This discrepancy could be
explained by additional biases than those we studied
here (charge transfer between strips) and that have
not been yet identified.

This work is part of a global effort within the
Belle II collaboration to improve the agreement
between SVD performances on data and simulation
that has been carried out by the SVD offline software
working group between 2020 and 2021. Additional
work is ongoing to close the remaining gap between
data and simulation resolution (Fig.4), with the
spatial resolution simulated being better than the one
observed in data. The correction by the unfolding
method has been implemented in the Belle II analysis
software[3] since the summer of 2021.

The evolution with time and instantaneous lumi-
nosity conditions of the effect studied here and its
correction is not yet known, thus this study will need
to be conducted again in order to ensure an optimal
correction to the cluster position resolution.
In the future, the Belle II detector will undergo
changes of its vertexing system as well as a possible
replacement of the SVD, prompting the need for this
type of studies on new hardware.

Acknowledgements

This work was conducted with Giulia Casarosa,
Francesco Tenchini and Guliana Rizzo (INFN Pisa,
Pisa, Italy), Laura Zani, Robin Leboucher and Léonard
Polat (CPPM, Marseille, France), Giulio Dujany and
Christian Finck (IPHC, Strasbourg, France) within
the Belle II collaboration.We thank Isabelle Ripp and
Jerôme Baudot for fruitful discussions.

References

[1] T.Abe et. al., Belle II Technical Design Report,
1011.0352.

[2] M. J. French et al., Design and results from the
APV25, a deep sub-micron CMOS front-end chip
for the CMS tracker, Nucl. Instrum. Meth. A466
(2001) 359.



160 Instrumentation

[3] T. Kuhr, C. Pulvermacher, M. Ritter, T. Hauth
and N. Braun, The belle ii core software, Comput-
ing and Software for Big Science 3 (2018) 1.

30 20 10 0 10 20 30
projected track incident angle [deg]

0

5

10

15

20

25

re
so

lu
tio

n 
[

m
]

Belle II - SVD 
 Preliminary

layer-4-5-6, u/P side
 2020
 2021
 2021 corrected
 MC

30 20 10 0 10 20 30
projected track incident angle [deg]

0

5

10

15

20

25

re
so

lu
tio

n 
[

m
]

Belle II - SVD 
 Preliminary

layer-3, u/P side
 2020
 2021
 2021 corrected
 MC

Figure 4: Spatial resolution on xCL as a function of
the incident angle of the track evaluated with the stan-
dard reconstruction algorithm in 2020, 2021 and the
reconstruction corrected with the unfolding method,
compared to the resolution evaluated with simulated
events. The results are shown for all u/P sensors of L3
and all sensors of L4-6. Data - Monte-Carlo agreement
is improved by our correction.



Simulation and instrumentation for the future
Electron-Ion Collider

Pu-Kai WANG

IJCLab

Abstract — In order to study the internal structure of nucleons and nuclei and address some important outstand-
ing questions in nuclear physics, a new Electron-Ion Collider (EIC) is planned to be built at Brookhaven National
Lab (NY, USA). The EIC will collide a high energy proton/ion beam with a high energy electron beam. High
performance detectors will be used to detect the particles created in the collisions. Detailed simulations and in-
strumentation developments are still required to better define the detectors that will soon start to be constructed[1]

Introduction

The Electron-Ion Collider (EIC) is a new particle accel-
erator facility planned for construction at Brookhaven
National Laboratory (NY, USA). It will collide highly
polarized electron and proton beams, as well as ion
beams from deuterons to heavy nuclei. With a center-
of-mass energy between 20 and 100 GeV, and luminos-
ity as high as 1034 cm−2·s−1, it will address some of
the most fundamental questions in science including
the nucleon mass, the nucleon spin, and the emergent
properties of a dense system of gluons.

One of the flagship processes that will be studied
at EIC is Deep Virtual Compton Scattering (DVCS).
DVCS can access the General Parton Distributions
(GPD) of the nucleon scattering an electron off a par-
ton inside the nucleon. In order to measure DVCS one
needs to detect the scattered electron, the recoil proton
and emitted photon of the DVCS reaction, which can
be described in the following way:

e− + p+ → e− + γ + p+

Figure 1 shows the layout of an EIC detector, includ-
ing a central detector region and a far-forward detector
system. In the case of the DVCS reaction, the scat-
tered electron and emitted photon will go to the back-
ward end-cap of the central detector. The recoil proton
will be detected in the far-forward region very close to
the beam line. Thus, two particular sub-detector sys-
tems, the end-cap electromagnetic calorimeter (EEMC)
and the Roman Pots (RP), are of particular interest for
DVCS. The RP are detectors placed very close to the
hadron beam line and very far from the interaction re-
gion, and they allow to measure particles scattered at
extremely low angles (<5 mrad).

The following sections will present our study con-
cerning these two detector subsystems: the EEMC and
the RP.

(a) (b)

Figure 1: Central EIC detector (a) and far-forward
detector region (b). The Roman Pots are located at
around 26 m from the interaction point.

Radiation hardness and light yield
of lead tungsten crystals

Most scattered electrons and emitted photons from
DVCS would be detected by the EEMC, which will con-
tain thousands of lead tungsten crystals 2×2×20 cm3

in size, in order to measure the energy and position of
the incoming particles. The advantages of lead tung-
sten crystals are high light yield, small Moliere radius,
fast response and high radiation hardness.

Since EIC will have a high intensity electron beam,
the annual radiation dose in the EEMC will be around
30 Gy. It is important to know that the radiation hard-
ness of the crystals will meet the required criteria. We
have performed radiation hardness measurements in a
subset of lead tungsten crystals using a high activity
60Co source. Figure 2 shows the experimental setup.
The radiation dose rate can be varied by changing the
the distance between crystals and radiation source. We
typically irradiated crystals at a dose rate of 1 Gy/min
for a duration of 30 min, even though higher radiation
rates and times were also used during our studies. Fig-
ure 3 shows the optical transmittance of the crystals
along their longitudinal axis as a function of the wave-
length, before and after irradiation. At the peak of the
scintillating light spectrum (around 430 nm), we can
observe a loss of transmittance of about 10% for 30Gy
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and about 15–20% after 10 kGy.
This small damage in optical transmittance can be

recovered by annealing the crystals using blue light or
by high temperature (around 250 °C).

Figure 2: Experimental setup for radiation hardness
measurements. The crystals are placed in front of a
strong 60Co source, which is inside the vertical cylin-
der. Different radiation dose rates can be achieved by
changing the distance between crystals and the 60Co
source.

(a) (b)

Figure 3: Results of 30 (a) and 10000 (b) Gy radiation
exposition. The horizontal axes show the wavelength in
[nm]. Crystals lost around 15% of their transparency
with 30 Gy and around 35% with 10000 Gy.

The light yield is also another important property
of crystals that need to be quantified. Crystal were
wrapped with VM2000 reflector to collect almost all
scintillation light. We used a well-known energy ra-
dioactive source, 137Cs and 22Na, to measure the crys-
tal light yield. The source was attached to the end of
the crystal and we used a calibrated PMT to deter-
mine the light yield of the crystals, which is shown in
Fig. 4. The light yield is calculated from the calibrated
1 photo-electron peak of the PMT. The light yield of
10 crystals is shown in Fig. 5. All crystals light yield
are consistent with one another and meet the criteria
of EEMC, which is 20 photo-electrons/MeV.

Calorimeter resolution study
When an electron or a photon hits a high density ma-
terial they will lose their energy by generating an elec-
tromagnetic shower, which can be used to measure the
impact position and energy of the particle. In order to
have good position and energy resolutions, the crystal

Figure 4: Setup of the light yield test. The crystal
wrapped with VM2000 and attached to a PMT. Every-
thing is placed in a dark box The radioactive source
was attached to the end of the crystal.

Figure 5: Light yield of 10 crystals with radioactive
sources. We can see the good consistency of the light
yield among all crystals.

size is designed to keep 90% of shower in one single
crystal and 10% sharing by nearby crystals.

We have built the simulation setup of EEMC shown
in Fig. 6. The blue ring structure on the left of the
figure is the EEMC. We used a single photon genera-
tor in the simulation to study the position and energy
resolution. Results show that we can have a position
resolution better than 10% of the crystal size as shown
in Fig. 7.

The energy resolution of the EEMC can be described
by the following formula:

σ

E
= α⊕ β√

E
⊕ γ

E

The α and β terms are related to the calorimeter
design such as its geometry or its thickness. Fig. 8
shows the energy resolution of our EEMC design. The
results meet the requirement of the EIC. In addition
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Figure 6: The blue ring structure on the left is the
EEMC, which is around 1.8 m away from the interac-
tion point. The inner and outer radius of the EEMC is
10 and 52 cm, respectively.

to the design of the EEMC, the clustering algorithm of
the shower also plays an important role in these studies,
which are currently still ongoing.

Figure 7: The crystal size is 2 x 2 x 20 cm3 in the sim-
ulation setup. The position resolution is around 10%
of the crystal width.

Test bench of AC-LGAD and AL-
TIROC

AC-coupled Low Gain Avalanche Diodes (AC-LGADs)
are a new type of the silicon sensors designed by BNL,
which are adapted from DC-LGADs used in the High-
Granularity Timing Detector (HGTD) of the ATLAS
experiment at CERN. The main difference between AC-
LGADs and DC-LGADs is that metal electrodes are
placed over an insulator at a fine pitch, and signals
are capacitively induced on these electrodes, which is
illustrated in Fig. 10. This feature not only allows AC-
LGADs to keep its fast timing and low noise ability,
but also offer better position information[2].

In order to characterize the readout performance of
AC-LGADs and the signal sharing between neighbor-
ing channels, we setup a testbench using the ATLAS
HGTD readout chip (ALTIROC) to read the signals
from AC-LGADs. The ASIC was wire-bonded to the
sensor. ALTIROC has 2 TDCs to measure the time-of-
arrival and the time-over-threshold of the signal (which
is related to its charge). In addition to this, 2 differ-
ent type of preamplifiers, a voltage pre-amplifier (VPA)
and a trans-impedance (TZ) pre-amplifier are available

Figure 8: The energy resolution of EEMC design. The
α term is around 1.5% and the β term is around 2.4%
in both fits. The horizontal axis is the cluster energy
of the incoming particles.

in the chip. We used both in this study in order to
know which one is better for our future readout sys-
tem. In order to reduce the background as much as
possible, the test board is put inside a dark box, which
is shown in Fig. 9.

Figure 9: Test board with an AC-LGAD sensor and the
ALTIROC readot chip placed inside the dark box.

We measured each channel response when all oth-
ers are turned off. Later, we turned on all channels
to measure all their responses when we inject a charge
into each individual channel. The signal sharing map
is shown in Fig. 11. In average, we have 20% of charge
sharing with the VPA pre-amplifier and 10% of sharing
with the TZ pre-amplifier. This is because the VPA
has a higher gain than the TZ pre-amplifier. However,
it also means that VPA may have a saturation issue for
large signals and could induce a worse position resolu-
tion than the TZ pre-amplifier.
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Figure 10: Top: DC-LGAD sensor. Bottom: AC-
LGAD sensor. The metal pads with the dielectric layer
in the AC-LGAD allow the charge sharing which im-
proves the position resolution.

Figure 11: Top: signal sharing as we inject charge into
the VPA pre-amplifier. Bottom: charge sharing for
the TZ pre-amplifier. The maps show 20% of shar-
ing among VPA channels and 10% sharing among TZ
channels.

Position resolution study of future
Roman Pot readout chip

In the future Roman Pot readout chip, 1 Analog-to-
Digital Converter (ADC) and 1 Time-to-Digital Con-
verter (TDC) would provide precised position and time
measurements. However, ADCs have larger size and
power consumption than TDCs and these go higher as
we increase the number of bits of the ADC. The pur-
pose of this study is to know the position resolution
difference under different ADC number of bits. The
simulation is based on the TZ type pre-amplifier and
the charge is injected between 2 channels of the sensor.
Several electronics and physics properties are also sim-
ulated in order to get results as close as possible to real-
ity. For example, white noise, smearing of the injected
charge with a Landau distribution, a detection thresh-
old, probability of saturation of the ADC, are some of
the effects that were simulated. Since the charge shar-
ing only happens around the injection position, and
rest of the channels only show the white noise, it is
reasonable to just consider the nearby channels around
the injected point in the position reconstruction. Based
on the above, we simulated the position reconstruction
algorithm and obtained the position resolution versus

different number of bits of the ADC. Results are shown
in Fig. 12. We find that there is no significant position
resolution difference between 8, 10, and 12 bits, so an
ADC with 8 bits would be adopted for our goal.

Figure 12: Position resolution as a function of the num-
ber of bits in the ADC. Rsheet represents the resistor
value (in ohms) of the dielectric layer which affects the
charge sharing. We find that there is no significant po-
sition resolution difference between 8, 10 and 12 bits.

Conclusion
We have presented some studies concerning the design
of the EIC backward endcap electromagnetic calorime-
ter and the Roman pots.

Lead tungten crystals are shown to meet the criteria
for radiation hardness, with small transmittance loss
after 30 Gy of radiation dose. Their light yield are very
uniform from one crystal to another. The energy and
position resolution were simulated and found to meet
the requirements needed for physics measurements at
EIC.

Concerning the Roman pots measurements, the sig-
nal sharing of the AC-LGAD sensors was determined
and the design of the ALTIROC readout chip seems to
be a good starting point for a dedicated readout ASIC
for EIC. An ADC will replace one of the TDCs of AL-
TIROC. We decided to use 8 bits in this ADC in order
to get good position resolution while minimizing the
power dissipation of the circuit. A new ASIC proto-
type will be produced later this year and we plan to
characterize its performance in a similar way that we
have done using ALTIROC.
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Abstract — The neutrino is the most abundant particle of matter in the Universe, but also the most mysterious,
as such fundamental properties as its nature (Dirac or Majorana?) or its mass are still unknown. The SuperNEMO
project aims to provide answers to these questions by searching for double beta decay without neutrino emission.
This reaction, forbidden by the Standard Model, is only possible with a Majorana neutrino, and the signal corre-
sponds to the emission of two electrons carrying all the reaction energy. To detect this decay, the SuperNEMO
project uses a unique technology combining a tracker and a calorimeter that allows it to unambiguously identify
the two electrons and measure their energy with the calorimeter. My thesis work consists of calibrating the energy
of this calorimeter and following its evolution over time using different techniques: analysis and simulations of
ambient background spectra, use of an LED light injection system for a relative calibration of the calorimeter and
an absolute calibration using a 207Bi source.

Introduction

Much has been learned about the neutrino since it was
postulated by Wolfgang Pauli in 1930. Today it’s know
that the neutrino is a neutral lepton that can only inter-
act by weak interaction, that there are three neutrino
flavours (νe, νµ ντ and contrary to the Standard Model
expectation, that the neutrino is a massive particle.
This last property was proved by the neutrino oscil-
lation discovery. Indeed, when the neutrino is propa-
gating, its flavour changes and that’s only possible if
the neutrino is a massive particle. But there are many
questions left unanswered about the neutrino. There
are only limits on the mass value, and the mass or-
dering of the three flavours is still unknown. It’s also
known there are three flavours of neutrinos, but there
are many experiments searching for possible other ster-
ile neutrinos.

The nature of the neutrino is not yet known too.
Neutrinos can be Dirac or Majorana particles. In other
words, it’s unknown if neutrinos and antineutrinos are
different particles (Dirac) or same particles (Majorana).
The knowledge of the neutrino nature would have large
consequences on fundamental questions like the neu-
trino mass generation mechanism or for example on
the origin of the matter/antimatter asymmetry in the
Universe. The only practical way to answer this ques-
tion is the study of the neutrinoless double beta de-
cay (ββ0ν). Double beta decay with neutrino emission
(ββ2ν) consisting of two simultaneous beta decays has
already been observed. In this case, two electrons and
two neutrinos are emitted simultaneously. In the case
of the ββ0ν only electrons are emitted as the first emit-
ted neutrino is absorbed as antineutrino at the second
vertex of the decay. This reaction is only possible if
the neutrino is a Majorana particle. If this decay is

observed, it would prove the Majorana nature of the
neutrino. To observe it, it’s needed to measure the
sum of the energy of the two electrons, which corre-
spond to the total reaction energy. The ββ0ν is really
challenging to observe as its half-life is estimated to be
more than 1025 years.

SuperNEMO demonstrator

The SuperNEMO (Super Neutrino Ettore Majorana
Observatory) experiment aims to observe ββ0ν decay
to prove the Majorana nature of the neutrino [1]. To
achieve this objective, a tracker-calorimeter technology
is used, which should allow to observe the trajectory
of the two electrons of the ββ0ν decay and to measure
their individual energy. At the center of the detector,
there is a source foil composed of 82Se, a ββ emit-
ter candidate. It is possible to change the source foil
to accommodate other ββ0ν emitter candidates. The
tracker is placed around the source foil. This tracker
is composed of 2034 Geiger cells. When a charged
particle crosses the tracker, it ionizes the tracker gas
(Helium) and the trajectory of the particle can be re-
constructed using the fired Geiger cells. To measure
the energy of the electrons, a calorimeter is located all
around the tracker [2]. This calorimeter is made of 712
optical modules (OM), each composed of a photomulti-
plier coupled to a plastic scintillator. This calorimeter
is divided in six different walls:

• 2 Main Walls (MW): 2x260 OMs in front of each
side of the source foil (FWHM 8% at 1 MeV).

• 2 sides Walls (XW): 2x64 OMs with lower perfor-
mances to tag background events.
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• 2 Gamma Veto (GV): 2x32 OMs in top and bottom
of the detector acting as a veto for the γ-rays.

A view of the detector is shown on figure 1.

Figure 1: SuperNEMO demonstrator. In red the source
foil, in green the tracker and in blue the calorimeter.

As the ββ 0 decay is a very rare event, it’s neces-
sary to be able to distinguish it from the background,
especially from ββ2ν one, as the two electrons of this
decay can have an energy very close to the one from
the ββ0ν. To decrease the background, the detector
is installed at the Laboratoire Souterrain de Modane
(LSM), under 4800 m water equivalent. The compo-
nents of the detector were also chosen for their high ra-
diopurity. Combining a tracker and a calorimeter pro-
vide also efficient event reconstruction to reject large
part of backgrounds. In addition, good energy cali-
bration and energy resolution are needed specially to
improve the ββ0ν and ββ2ν distinction

To calibrate the calorimeter, different methods are
used [3]. The nominal method is to use 207Bi sources
that are introduced into the detector near the ββ foils.
This method needs the use of the tracker in order to
identify the internal conversion electrons emitted by the
207Bi. Unfortunately, the tracker is not currently fully
operational other calibration methods have been devel-
oped and will be described in the two following sections.

Absolute energy calibration with
ambient background

First method: fit with ambient back-
ground data
To calibrate the calorimeter, background runs taken
in the LSM laboratory are used. The distribution of
the background energy spectrum is well known above
1.2 MeV and is due to 40K, 214Bi and 208T l decays. In
this first method, the objective is to fit the Compton
edge of the 208T l located at 2.6MeV. The fit uses the
equation 1. There are two parts in this equation. The
first one includes the error function to fit the Comp-
ton edge with N_evt being the number of events of the
energy distribution at the beginning of the fit window,
σ is the width of the error function and Mean corre-
sponds to the amplitude where the slope is maximum.
This point will be taken as reference to calibrate each
OM. The second part of the equation 1 is exponential to

fit rare high-energy events coming from neutron back-
grounds. An example of this fit for a background run
in one Main Wall OM can be seen in the figure 2.

N_evt
2

(1+erf

(
(Mean− x)

σ
√
2

)

)
+Nbg∗exp(−λx) (1)

Figure 2: Amplitude distribution of one Main Wall OM
for a background run fitted with the equation 1. The
dotted brown curve represents the error function con-
tribution, the black curve the decreasing exponential
and the red curve is the sum of the two contributions.
The green horizontal line represents the value of N_evt
and the red vertical line the Mean value.

This method of fit works well for the Main Wall of the
calorimeter and a first calibration was done with it. But
problems appear with XW and GV OMs. Indeed, OMs
of these walls have a worse energy resolution and the
Compton edge of the 208T l is not well distinguishable,
as it can be seen on figure 3. So the conclusion was
that this method is useful for the calibration of the
Main Wall, but is not really usable for the XW and
GV. A second method has been developed.

Figure 3: Charge distribution of one Main Wall OM for
a background run of one OM of the GV. The fit method
is not usable in this spectrum.
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Second method: fit with simulated data

The three main components of ambient background
have been simulated (40K, 214Bi and 208T l) to recon-
struct the measured background spectra. The sim-
ulation was performed with the simulation software
of the SuperNEMO collaboration: Falaise based on
GEANT4. The output of the simulation is an energy
spectrum where the energy resolution has been forced
to be equal to zero. The energy resolution, the OM
gain and the relative contribution of each component
of the background (40K, 214Bi and 208T l) are then ad-
justed to match the simulated spectrum with the real
data. An example of this method is shown on figure 4

Figure 4: Charge distribution of one GV OM for a
background run using the full spectra fit method. The
blue curve represents the simulation of the 40K, the
yellow the 214Bi, the green the 208T l, the red is the
sum of the three simulations and the black points are
the real data.

As expected it has been shown that optical correc-
tions including Birks and Cherenkov effects, that are
non-linearity effects with energy, needed to be applied
on simulated spectra to reproduce the data. Geomet-
rical corrections need also to be taken into account.
Indeed, if a particle deposits its energy at the entrance
of the scintillator or just in front of the photomulti-
plier, there will be differences in the light collection.
Thus, there are non-linear effects with the position of
the interaction within the scintillator volume. All these
corrections were calculated and simulated by another
PhD student [4]. I applied them to this fit method
and demonstrated that they are necessary to perform
a good fit.

This method allows now to calculate the gain of all
the OMs, including the XW and GV ones and has
been used to calibrate the detector for current stud-
ies. Unfortunately, it wasn’t possible to extract the
energy resolution of each OM, as this effect is hidden
by the optical effects. Nevertheless, it has been possible
to estimate the contribution of each component of the
spectra (40K, 214Bi and 208T l) for each OM in order
to calculate the corresponding activities for each OM.
This work is in progress and will be useful to check the
radioactivity level detected by the calorimeter.

Relative energy calibration: Light
Injection System
A relative energy calibration is also planned using a
Light Injection system (LI) with LED [5]. This relative
calibration will be used in addition to the absolute cal-
ibration with 207Bi sources. Indeed, this absolute cal-
ibration which will be used as soon as the tracker will
be operational needs a lot of time, 20 h, and thus can’t
be done on a daily basis. It’s planned to do this abso-
lute calibration every 3 weeks. So the Light Injection
System will provide the way to do a daily calibration
survey.

This system consists of a monochromatic LED light
that illuminates each OM. There are 10 LEDs light-
ing up about 70 OMs each and reference OMs. The
reference OMs are placed outside the detector with an
embedded 207Bi source for a continuous calibration in
order to monitor the LED light intensity. Once the
LED light variations are corrected, it is possible to ex-
tract the gain variation of each OM. A LI run is done
in 20 minutes, so it can be done twice a day without
losing too much physics data taking, in addition to the
absolute calibration.

Another advantage of this system is that high en-
ergy are reachable ( 10 MeV). With 207Bi, the limit is
1.77 MeV. So with the LI system, the linearity of the
OMs can be studied at higher energy. To do that, light
is sent to the OMs with six different LED intensities.
An example of linearity test is shown in figure 5 for one
Main Wall OM. In this example, it is clearly visible that
the linearity is not good. The same result is obtained
for all the OMs. It is inconsistent with the tests done
before the OMs installation into SuperNEMO showing
a good linearity. So the hypothesis is that the non-
linearity measured with the LED light is caused by the
Light Injection system itself.

Figure 5: Example of a linearity fit obtained with the
Light Injection System. The error bars are included
but are too small to be seen.

To verify this assumption, it is possible to look at
the deviation between the linear fit and the measured
charge peaks related to one LED intensity for all the
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70 OMs fired by this same LED. The figure 6 show
this deviation distribution for 66 OMs associated to the
same LED. A Gaussian distribution is clearly visible,
meaning that the observed non-linearity is correlated
to the LED itself.

Figure 6: Example of deviation between the linear fit
and a charge peak related to one LED intensity for all
66 OMs related to this LED.

In fact, there are still big uncertainties on the voltage
applied to the LED which are under evaluation and
correction.

Conclusion

In conclusion, SuperNEMO is an experiment aiming to
detect the ββ0ν decay to answer the question about
the nature of the neutrino. SuperNEMO will soon be
fully operational.

My work on this project is on the calibration of the
calorimeter. For that, I used ambient background runs.
I first fitted the Compton edge of the 208T l to obtain
the energy calibration, but it wasn’t adapted for the
largest OMs. So we developed a new method of fit,
using the simulation of the different background com-
ponents. This method seems to be efficient for all OMs
and has been applied to calibrate all the calorimeter.
With this method, we should also be able to estimate
the activity of each simulated background component
for each OM.

I also worked on a relative energy calibration system
using LED light allowing daily calibration survey and
linearity measurements. A preliminary linearity study
has been done and shown that there were still some un-
certainties on the LED intensity which will be corrected
soon.
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Abstract — The R2D2 project is an R&D to assess the feasibility of a neutrinoless double beta decay search
program by using the Spherical Proportional Counter (SPC) technology [1]. The first prototype purpose is to
demonstrate the energy resolution capabilities of such a detector, as well as develop its electronics components.
In this proceedings, after a presentation of the experimental setup, we will show some energy resolution measure-
ments as well as drift-time measurements obtained combining the SPC charge readout to an additional light readout.

Introduction
The neutrinoless double beta decay (ββ0ν) search is
currently a high interest field of study, since it is a way
to probe physics beyond the standard model. Various
method are under study, such bolometers, liquid TPC
or high-pressure gaseous TPC. The Rare Decays with
Radial Detector (R2D2) project is part of those R&D
efforts, attempting to build a suitable detector for the
neutrinoless double beta decay.
The ββ0ν is characterised by the transformation of two
neutrons into two protons with the emission of two elec-
trons only (fig. 1, center), leading to a measurement of
a discrete energy spectrum (fig. 1, right). This is the
main experimental difference with the standard model
allowed double beta decay (ββ2ν, fig. 1, left), which has
two neutrinos in addition to the two electrons. Since
it is barely impossible to calorimetrize the neutrino en-
ergy, the measured energy spectrum for the ββ2ν is
continuous.

Figure 1: Left: ββ2ν, Center: ββ0ν., Right: Illustra-
tion of the expected energy spectrum shape for both
ββ2ν and ββ0ν.

This continuous spectrum being a background for the
ββ0ν detection, an excellent energy resolution has to
be reached by the detector, at the order of 1% FWHM.
Since the ββ0ν is an extremely rare phenomena, a large
isotope mass at the level of the ton scale is needed to

fully probe the inverted mass hierarchy region, and the
background should ideally be background free. A two
track recognition ability is an additional asset to vali-
date the observation of a ββ decay.
Following a simulation which indicate that a 1 m ra-
dius SPC filled with enriched 136Xe could match those
requirements [2], the R2D2 project is ongoing to build
a proof of concept.
The R&D process follows a staged approach with a first
small size prototype (20 cm radius), currently in use,
to demonstrate the energy resolution capabilities prof-
iting from a new designed electronics, and validating
feedthrough and readout. Then a second prototype will
follow, with radiopurity capabilities, and finally a tone
scale experiment should be built.

SPC Principles

The spherical proportional counter is a gaseous detector
with spherical shape and a small metallic ball used as
anode at the center, functioning in proportional regime,
as illustrated in fig. 2. This mean that when a charged
particle ionizes the gas, the electrons are drifted to
the central anode, where an avalanche occurs. That
avalanche is induce by the high electric field in the re-
gion surrounding the anode. Indeed, the Gauss law
imply that the electric field is proportional to

E(r) ∝ V0
r2
ra (1)

with V0 the potential applied on anode, ra the anode
radius and r the radial distance.
We get the signal by monitoring the charge on the an-
ode. This signal goes through a charge preamplifier
(integrator), is digitized and saved, meaning that SPC
is a one channel charge readout detector.

In addition to ionization of the medium, a charged
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Figure 2: SPC generic design.

particle loses energy by excitation. The de-excitation
results in light emission. The use of the emitted light
for calorimetry is quite complicated since it requires
a large photodetection coverage impacting the detec-
tor background, but the detection of a fraction of the
light can be useful. Indeed, excitation light being pro-
duced by both primary charged particle interaction and
by the avalanche, the measurement of the elapsed time
between those two phenomena is a direct measurement
of the electron drift-time. For this reason, adding a
light readout could be an interesting feature that will
be studied in our R&D.

Experimental Setup

The prototype in use (fig. 3) is a 20 cm radius sphere
with a 1 mm radius anode. The anode is maintained
by a road from the top of the detector and a 210Po
alpha source of 5.3 MeV is place at the bottom hedge
of the vessel (fig. 4 shows the source holder). A top
flange gives access to the anode and a bottom flange
allows to manipulate the source. Lateral flanges are
used for gas filling, pressure monitoring and vacuum
system.
A particular attention was paid on the noise reduction.
The mechanical noise has been reduced by adding
anti-vibration pad, a low noise electronics has been de-
veloped thanks to the OWEN grant, and a meticulous
grounding and cable electromagnetic screening results
in a substantial reduction of low frequency noise.

The prototype is built in stainless steel i.e. non-
radiopure material, but it has stringent requirements
on the sealing. Indeed, the focus of this first step
being on the energy resolution, it require to avoid
external gas contamination. Before each data taking,
the detector is pumped to a vacuum of the order of
10−5 mbar.
The gas use in the early stage was ArgonP2 (98% Ar
+ 2% CH4) for resolution measurements, and pure
Argon (99.9999% given by manufacturer) for drift-time
measurements.

In addition to this setup, a Silicon PhotoMultiplier

Figure 3: Prototype in use at LP2IB facility.

(SiPM) was placed in the source holder. The Argon
excitation light being emitted at 128 nm, we use a
6×6 mm2 S13370 Hamamatsu VUV4 familly SiPM. It
has a 14% photon detection efficiency at 128 nm.
Since the SiPM bias voltage (55 V) induces an electric
field disturbing the one from SPC, we had to make a
Faraday cage around the SiPM. For this reason, the
source holder was machined to insert the SiPM and a
grid was installed above it (fig. 4). To maintain a low

Figure 4: SiPM and α source holder, with the grid
shielding SiPM electric field.

amount of additional material inside the detector, the
SiPM electronics was placed outside, at about 20 cm
distance. This resulted in a not suitable operation con-
dition due to long cable used to connect the SiPM to
its electronics. To minimize the noise, we use a single
coaxial cable to transmit signal (core cable) and bias
voltage (sleeve cable). In addition, a 10 MHz low-pass
filter CLPFL-0010-124 BNC from CRYSTEK was used
to suppress the high frequency noise.
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Results
At the time of measurements, the detector did not re-
ceived yet the certification to operate at pressure higher
than the atmospheric one. Because we want a source
with energy in the same order of magnitude than the
136XeQββ value, β source was prohibited. Indeed, their
small energy loss at atmospheric pressure prevents all
attempt to a full calorimetrization. For this reason, we
used an α source of 210Po. At atmospheric pressure al-
pha tracks have a length of about 3 to 4 cm, while we
can get longer tracks by lowering the pressure. The bot-
tom threshold being a maximum track length of 20 cm,
reached for pressure below 200 mbar.

Resolution Measurements
The resolution was measured under various conditions,
to study the track length effect and the track direction
effect. The results were presented in detail in [3].
As mentioned above, the track length effect was stud-
ied by varying the pressure. Two runs of data taking
was performed in early 2020. The first one at 200 mbar
with 720 V applied on the anode, resulting in tracks
from 15 cm to 20 cm, in the same order of magnitude
than β particles at 10 bar. The second one was taken
at 1100 mbar and 2000 V resulting in tracks of few cen-
timeters (3 to 4).
The resolution is measured on the signal integral dis-
tribution and the results are shown in fig. 4. 1.1%
of energy resolution at full width at half-maximum
(FWHM) was reached for more than 15 cm tracks, and
at 1100 mbar we obtained 1.2% FWHM energy reso-
lution. Those results indicate that neither the track
length, nor the pressure, affect sizeably the energy res-
olution.
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Figure 5: Left: signal integral for 200 mbar data; Right:
signal integral for 1100 mbar data.

For what concern the track direction effects, we had
to do a simulation of the detector to determine if
some signal variables (like total duration, width at half-
maximum or rise-time) could be linked to the direction
of the track. As a matter of fact, we do not have the
direct information of track direction in the experiment,
but it is accessible in a simulation. It appears that the
total duration of signal, called Dt, allows track direction
discrimination, as showed in fig. 5. Thus, from simu-
lation we determine Dt cuts values (green lines on the
figure) to make subsamples of data, ordered by track
direction. In the simulation plot (fig. 5, right), the color

scale indicates the cosine of angle between the track and
the vertical of the detector, -1 corresponding to track
going toward the anode.
Fig. 6 show gaussian fit of each subsamples (red lines),

Data Simulation

Figure 6: Total signal duration (Dt) VS charge (Qt)
plots, with Dt cuts (green) allowing for track direction
selection.

with a similar energy resolution of 1.1% to 1.2% FWHM
for each selected direction, centered around a similar
mean value. Therefore, we can say that the track di-
rection does not affect the energy resolution (taking
into account statistical uncertainties).

Figure 7: Energy distribution for different Dt subsam-
bles.

Drift-time Measurements
The objectives of those measurements was to validate
the minimal setup and confirm the possibility to get
a drift-time measurements in an SPC. The finality,
whether we would use the light signal directly in the
experiment, or only as calibration tool, is not defined
yet.
The drift-time was measured in pure argon gas to avoid
the absorption of VUV light by Penning mixture. To
allow a sufficient geometrical acceptance by the SiPM,
we keep the α track close to it by operating the detec-
tor at 1100 mbar.
We define the drift-time ∆t as the time interval be-
tween the maximum of the blue (light readout) and the
yellow (SPC readout) signals from fig 8.

We repeat the measure at different voltage (900V,
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Figure 8: SPC generic design.

1350V, 1800V and 2200V) to compare results with the
simulation in fig. 9. The errors bars on the data (dots)
are given by the standard deviation of the distribu-
tion from the Drift-time distribution. As expected, the
drift-time is increasing while voltage decrease and the
shape is in good agreement with the simulation.

A Geant4 simulation shows a mean deposit energy
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Figure 9: Simulated drift-time for 17 cm to 20 cm initial
radial distances (lines) over voltage range from 500 V
to 2500 V, and measured drift-time for 900 V, 1350 V,
1800 V and 2200 V anode voltages.

position at 19.15 cm in 1.1 bar pure Argon, which is in
good agreement with results of fig. 9.
With those measurements we were able to validate the
use of SiPM and its acquisition chain, as well as the sim-
ulated drift-time. More details can be found in Ref. [4].

Conclusion
The R2D2 R&D has shown some promising results, like
1.1% of FWHM energy resolution at 5.3 MeV and the
independence of the energy resolution with respect to
the track length or to the track direction. It has also
allowed us to improve our knowledge on the detector re-
sponse. And finally, it has demonstrate the possibility
to measure the drift-time by using a Silicon Photomul-
tiplier.
Nevertheless, important works has still to be done.

About the analysis, we have to look for correlation
of the light readout information to the SPC signal to
improve the event reconstruction. About the detec-
tor itself, it recently received the agreement to operate
pressurized, we will repeat the resolution measurement
higher pressure. A gas recycling system will also be
installed to do measurements by using xenon, which is
our gas target for the experiment.
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Abstract — The SuperNEMO experiment aims to search for the neutrinoless double beta decay which is a
hypothetical process that is forbidden by the Standard model. The observation of the signal of this decay would
prove the Majorana nature of neutrinos. The final full detector goal of the experiment is to reach a sensitivity
of 1026 years on the 0νββ decay half-life, i.e an effective Majorana neutrino mass of 50 - 100 meV. The first
module of the full SuperNEMO experiment is under installation at Laboratoire Souterrain de Modane, with 6.23
kg of 82Se as a double beta source. It is made of source foils that emit two electrons, wire tracking chamber that
reconstructs the charged particle tracks, calorimeter walls made of photomultipliers to measure the individual
particle energies and arrival times. The commissioning of the SuperNEMO calorimeter began in 2018, it is made
of 712 optical modules of mostly 8" photomultipliers. This article reviews over the methods followed to extract the
time resolution of γs at ∼ 1 MeV and the performing of time calibration and synchronization of the calorimeter
walls using a Cobalt source. The results gave a time resolution of ∼ 600 ps for 8" PMTs and ∼ 800 ps for 5"
PMTs, and a calibration with a precision on time less than 0.2 [ns].

Introduction

SuperNEMO is an experiment that inherits its instru-
mentation and principle from the NEMO experiments,
and will carry out a search for the neutrinoless dou-
ble beta (0νββ) decay using a tracker-calorimeter tech-
nique. This technique allows a full topological recon-
struction of particles, and a measurement of the in-
dividual particles’ energies and time-of-flight, which al-
lows a unique identification of the different backgrounds
enabling high particle rejection and an ultra-low back-
ground level.
With such tracker-calorimeter technique, and in the
case of detection of the 0νββ signel, we would be able
to study the decay mechanism that the isotope went
through by reconstructing the full kinemetics (single
electron energy and angular distribution) of the ββ
events. And in the case of the normal two neutrino
double beta decay (2νββ), the following studies will be
possible:

- The quenching of the axial vector coupling constant
(geffA ) that goes into the calculation of the 2νββ half-
life as in equation 1, where geffA is the effective axial
vector coupling constant, M2ν

GT−3 is the Gamow-Teller
nuclear matrix element, G2ν

0 and G2ν
2 are two phase

space factors with different kinematics and ξ31 is a pa-
rameter. At the nuclear level, β decay can be consid-
ered as a mutual interaction of the hadronic and lep-
tonic currents mediated by massive vector bosons W±,
that can be expressed as mixtures of vector and axial-
vector couplings, gV and gA respectively. These cou-
plings contribution enter the theory when the hadronic

current is renormalized at the nucleon level [1]. The
conserved vector-current hypothesis and partially con-
served axial-vector-current hypothesis yield the free-
nucleon values gV = 1.00 and gA = 1.27 [1]. But the
value of gA is affected, inside nuclear matter, by many-
nucleon correlations.

It is well known that the theoretically calculated
strengths of Gamow-Teller beta decay transitions to
individual final states are significantly larger than the
experimental ones. The effect is known as the axial-
vector current matrix elements quenching [2]

(T 2ν
1/2)

−1 ≃ (geffA )4|M2ν
GT−3|2

1

|ξ2ν31 |2
|G2ν

0 + ξ2ν31G
2ν
2 | (1)

- Information on whether the decay went through
higher state dominance (HSD) or single state domi-
nance (SSD), and this is related to the intermediate
states of the decay. If one single intermediate state
dominates the transition, then the process is said to
be SSD. On the other hand, if the process proceeds
through many higher intermediate excited states, it
is said to be HSD. A precise study of single-electron
energy distributions with high-statistics can be used
to distinguish between these two models. This kind
of study affects the final measured half-life of the
2νββ decay because a higher number of lower energy
electrons in the SSD model is expected and this
reduces the detection efficiency.

A first module of SuperNEMO, called Demonstra-
tor, is under construction and testing at the Labo-
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ratoire Souterrain de Modane (LSM) at 4800 m.w.e.
depth. The Demonstrator aims to reach a sensitivity of
T 0ν
1/2 > 6.5×1024 y corresponding to ⟨mν⟩ < (260 - 500)

meV with 17.5 kg.y exposure of 82Se. With this Demon-
strator, we can also prove that a SuperNEMO mod-
ule can reach the background specifications for source
radio-purity : 214Bi < 2 µBq/kg and 208Tl < 10 µBq/kg
and Radon activity : 222Rn < 0.15 mBq/m3).

The SuperNEMO Demonstrator
The SuperNEMO Demonstrator is composed of three
main components: the source foils, the tracker and the
calorimeter (see Figure 1).

Figure 1: Scheme showing the different components of
the SuperNEMO demonstrator, man as a scale. The
numbers to the bottom left shows the dimensions of
the demonstrator.

The detection method is presented in the scheme in
figure 2 which shows the source foils situated in the
middle of the detector that will undergo 2νββ decays
emitting two electron, they will then travel through the
detector hitting the tracker cell wires allowing for re-
construction of the decay topology. The particles will
be under the effect of a magnetic field that curves the
tracks of charged particles and allows particle discrimi-
nation. Finally, they will reach the segmented calorime-
ter wall made of photomultipliers where each particle
energy will be measured individually.

Figure 2: Scheme showing the principle of detection of
the SuperNEMO experiment. Two electrons are emit-
ted from the source foils, their tracks get detected by
the tracker wires and finally their energy measure by
the calorimeter walls.

Source

The demonstrator source is made of 6.23 kg of 82Se sep-
arated into 34 ultra pure thin source foils. The choice
of 82Se was made following these reasons:

1- Having a relatively high Qββ value of 2.99 MeV,
decreasing the β γ natural radioactive background ef-
fects.

2- Having a relatively high 2νββ half-life at 9.4
×1019, decreasing the 2νββ background with respect
to the 0νββ signal.

3- Having high natural abundance, which allows a
production of the isotopes in large quantities.

4- Ability to reach high purification values through
the available techniques.
The choice of using thin source foils is to allow low en-
ergy electrons to be emitted from the foils and into the
detectors without re-absorption. The second reason is
to minimize energy loss inside the the foil, which re-
duces fluctuations in the energy spectrum and thus an
improvement to the detectors’ energy resolution. Us-
ing thin foils also eases the job of switching to another
source to study its double beta properties.

Tracker

The tracker is a wire chamber made of 2034 drift cells
operating in Geiger mode. The source foils are placed in
the middle of the chamber which is filled with a gas mix-
ture of 95% He, 4% ethanol and 1% Ar. Such position
highlights the need to have less materials surrounding
the foils to decrease particle energy loss. The tracker
allows a differentiation between different particles and
performs high background rejection to select eventually
only two e− events. A main aim is reconstructing par-
ticle tracks and full 3D topology, hence a good spatial
resolution is required for a good vertex reconstruction.
A correct reconstruction of the two electrons back to
the same vertex, or at the minimum, to the same source
foil is a key feature of the experiment.

The tracekr first signal was taken in September 2021.

Calorimeter

This whole setup is enveloped with a calorimeter of
712 optical modules (OM), of which 440 are 8" OMs
and having an energy resolution of 8% FWHM at 1
MeV, and a time resolution of σ < 400 ps for 1 MeV
electrons. The Calorimeter is made of 6 OM walls sep-
arated into 3 categories depending on their designated
work: The main walls which are two walls standing in
parallel to the source foils and made mainly of the 8"
OMs, these are the walls that will be used for signal
detection. The two other categories are concerned with
background rejection and fully made of 5" OMs. The
aim of the calorimeter walls is to measure each individ-
ual particle energy and register the detection time. A
precise calibration of the OMs in time allows a calcula-
tion of the time of flight of the particles which in hand
allows additional background rejection.
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The plastic scintillators are composed dominantly
from polystyrene. Inside, the interaction point of gam-
mas differ from that of the electrons. By performing
studies on attenuation of photons and stopping power
of electrons inside polystyrene, it is found that the elec-
trons at 1 MeV stop at the surface of the scintillation
block (few mm inside), while gammas at 1 MeV can
travel up to 10 cm inside the block. This creates an
uncertainty on the calculated time resolution for gam-
mas, contrary to that of electrons.

The calorimeter has been commissioned and taking
data since 2018.

Shielding

A coil producing a 25 G magnetic field has been in-
stalled recently to distinguish the different charged par-
ticles and directions of travel. Future installations will
include: An anti-radon tent to prevent Radon from dif-
fusing from the laboratory towards the tracker, an iron
shield of 20 cm thickness to protect against gamma rays
from the laboratory and a second shield consisting of
polyethylene water tanks and boron polyethylene plates
to thermalize and capture neutrons emitted outside the
detector.

Time Calibration and Time Reso-
lution of the SuperNEMO demon-
strator Calorimeter

At the time of conducting of the study, the Calorime-
ter was the only module that was commissioned in the
demonstrator. There was no shielding installed and the
tracker was turned off.

A cobalt (60Co) source with an activity of 184 kBq
was placed behind each calorimeter wall (two main
walls and 4 secondary walls). The source then emits
two gammas of energies 1.17 MeV and 1.33 MeV with a
time difference on the order of less than a picosecond,
so we consider then to be emitted simultaneously. The
two particles will then be detected at the calorimeter
wall at two different OMs, and in turn these OMs will
register the energy of each gamma and the time of each
particle in coincidence. The two registered times will
then be subtracted from each other to produce a unique
Gaussian distribution for each two OMs in coincidence,
which we will call the ∆(t) distribution. The distribu-
tion will be fitted and we extract the mean and sigma.
The mean of the fit will be used to synchronize in time
the calorimeter OMs, while the sigma will be used to
find the time resolution of gammas at 1 MeV.

Since our study is with gammas, the uncertainty on
the time of flight of the γ resulting from the interac-
tion point inside the scintillation block will lead to a
broadening of the ∆(t) distribution, hence, increasing
the value of the sigma, which will decrease our calcu-
lated time resolution. To be conservative about the
interaction point of the γs, we will schematically as-
sume that they will stop at exactly the center of the

scintillation block, this will create a time delay of 1.25
ns for a scintillation gamma that traveled from the in-
teraction point to the front surface of the block and
then reflected back to the PMT, as shown in figure (3).
For electrons, this delay is negligible .

Figure 3: Scheme showing the scintillation block in
light green and the PMT in light blue colors and the
scintillation photons reflected inside the scintillation
block, denoted as light colored lines. The red dot rep-
resents the interaction point, the dotted green line a
gamma and blue line an electron.

Time Calibration As the two γs are emitted simul-
taneously from the cobalt source, the time difference
between the two registered hits should be equal to zero
using equation 2

ti] = tγ,i − TOFi − ϵi (2)

Where ti represent the corrected time of detection,
tγ,i the time of detection at the PMT, TOF is the time
of flight of the particle from the source position to the
OM, and this is a known value. ϵ represents the time
offset of each OM, it is a unique quantity of each OM,
unknown and fixed. Since this offset is completely un-
known, a calibration can be done by measuring this off-
set with respect to a chosen reference OM by applying
ti - tj = 0. Applying this equation to the different OMs
and then propagating the offset and errors with respect
to a final reference OM will calibrate the calorimeter is
time.

Time Resolution To get the time resolution, we get
the sigma of the ∆(t) distributions mentioned before.
By taking the coincidence between three OMs, we will
then be able to extract the individual OM time resolu-
tion through the following equations:
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Where σij are the sigma of the ∆(t) distributions of
the coincidences between the three OMs. E02 is the
mean of energy deposited inside each OM and σi is the
time resolution of each OM. The only unknown is the
time resolution.

Results
Time Calibration Time calibration is performed for
the full calorimeter (712 OMs) and the results are pre-
sented in figure 4 for a single main wall. The values
in this wall are propagated to a single OM chosen. A
clear color gradient is observed, which corresponds to
the time delay created by the cables connected from
each PMT to the electronics board, so the closer the
PMT is to the boards the shorter this delay will be.

Figure 4: Each square in the figure represents an OM.
The final offset values for the main wall facing the Ital-
ian borders are shown, and the values are referenced to
a certain OM. The colorless squares on the sides have
values that are not shown in this figure. While the col-
orless squares in the middle of the wall are dead OMs.
The color gradiant represents the time delay created by
the connected cables.

The time correction applied on each OM showed no
change in the errors from the fits. The final precision
obtained on the corrections is less than 0.2 [ns], which
is good to perform background rejection using time of
flight calculations.

Time Resolution The time resolution calculations
was performed separately for 8" and 5" OMs. The per-
forming of a weighted average on all the OMs in each
category yielded a time resolution of 0.614 ± 0.02 (stat)

+ 0.064 (sys) - 0.00 (sys) [ns] for 8" OMs. While for
5" OMs the time resolution is 0.814 ± 0.006 (stat) +
0.073 (sys) - 0.000 (sys) [ns]. This degradation in the
resolution for 5" OMs is expected because the size of
the scintillation block stays the same while the OM
shrinks in size, hence we acquire less light collection
and lower energy resolution. As for the asymmetry of
the systematic errors observed with a dominance on the
increase on errors, it can be explained by the fact that:
when applying the different cuts the background was
taken into account (there is no shielding installed) so
the cuts were optimized so that we gain the best sig-
nal/background ratio, increasing this cut will cut out
large number of signal events and hence less statistics
which increased the errors, and lowering this cut will
decrease the signal/background ratio (more statistics
but also more random coincidences), the latter did not
have a significant effect on the error.

Conclusions
The SuperNEMO Demonstrator was presented with its
specification, different components and the detection
method. The method followed to perform time calibra-
tion of the calorimeter wall was presented along with
the method to extract time resolution. The results
were presented showing the achieved calibration with
less than 0.2 [ns] precision on timing which is good to
perform background rejection usign time of flight cal-
culations. The time resolution results were presented
for γs at 1 MeV to be 614 [ps] for 8" OMs.

Future work will be conducted on extracting the time
resolution for electrons at 1 MeV, using the integrated
calibration system, which includes 207Bi sources that
emit an electron at 976 keV. The study is intended to
be performed when the tracker is fully operational.
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Abstract — Neutrinos and their oscillations have been a hot topic for over 30 years now and remain at the
heart of many open questions such as how they obtain their mass (beyond standard model), matter/antimatter
asymmetry, or supernovae explosion mechanisms... Long baseline neutrino beam experiments allow to perform
high precision measurements of oscillation parameters by controlling the beam energy and flavor composition.
Tokaï to Kamioka (T2K) is one of those and has published a first constraint on leptonic CP symmetry violation
in 2020 which could play a role in matter/antimatter asymmetry. To improve these results, it is needed to reduce
systematic uncertainties by both studies and an upgrade of the near detector with data taking foreseen for 2023.
More specifically, I will focus on the nucleon binding energy uncertainty at interaction, depending on nuclear
models. Moreover, the construction of the next generation final detector Hyper-Kamiokande (HK) with a 10 times
larger fiducial volume and increased detection performances has started ,data taking being planned for 2027. I am
involved in the R&D and associated sensitivity studies for its time synchronization system which will be based on
atomic clocks and GNSS signal receptors. Time precision is indeed crucial for events reconstruction by coincidence
but also for other purposes such as contributing to a worldwide supernovae explosion alert system.

Introduction

Neutrinos are very light (mβ ≤1.1 eV, 90 % CL [1])
and weakly interacting elementary particles. One of
their property; the one we study with our experiment,
is that their Eigenstates of mass and flavour do not
correspond so that a mixing happens during propaga-
tion. As a result neutrino flavour can change after a
certain distance: this is the neutrino oscillation phe-
nomena. The probability of this oscillation depends on
parameters such as mixing angles, squared differences
of mass and one CP violation phase, all encoded in
the mixing matrix PMNS[2]. T2K aims at obtaining
strong constraints on some of the mixing angles and
some ∆2

m and potentially discovering CP violation in
the leptonic sector.

To that end, T2K produces a beam of muon (anti-)
neutrinos at a known energy of 600 MeV , seeks
precision by characterizing the fluxes, composition and
cross sections with a near detector and then detects
neutrinos with an off-axis final Cherenkov light detec-
tor after a fixed 295km distance of flight. This allows
for high precision measurement of the probability of
oscillation thanks to Frequentist and Bayesian statis-
tical analysis from which we can infer constraints on
involved parameters. In order to reach better precision
than so far [3] and discover CP violation at 5σ, it is
needed to reduce systematic uncertainties especially on
detection and reconstruction: examples of both short
term and long term analysis to contribute to this effort

will be presented here. It is also required to increase
statistics, and for this a new final detector, larger and
with better detection performances will be built in the
next years: Hyper-Kamiokande [4]. A specific focus on
time synchronization system R&D will be discussed
here.

Systematic uncertainty in oscilla-
tion analysis : the nucleon binding
energy

Preparing for the future experiment Hyper-
Kamiokande (HK) means preparing for higher
statistics. For now the total uncertainty is dominated
by the statistical errors even though systematic errors
play a more and more important role. While increasing
statistics, we will reach a point where reducing system-
atic uncertainties will become crucial for the oscillation
analysis. This is why there is an important ongoing
effort to have a better understanding of the phenomena
that lead to those uncertainties. Among these, the
nuclear models used to estimate the cross-sections and
thus the predicted number of neutrinos in analysis bins
(against which we compare data) are of major interest.
Several studies are being made at the near detector
level to constrain those probabilities of interaction
with data. However, some assumptions still need to be
made and I will focus here on one specific parameter
that needs to be estimated in the analysis: the binding
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energy (Eb) of the nucleon involved in the Charged
Current Quasi Elastic interaction (CCQE) which is
the major interaction that leads to detection at the far
detector. Indeed, there is not any possible hadronic
state detection after interaction in a Cherenkov light
detector so we can not infer directly from a measure-
ment what the binding energy was and so what the
probability of this interaction was. This is because the
binding energy is one of the parameters allowing us to
reconstruct the neutrino initial energy from the lepton
kinematics after a CCQE interaction according to

ECCQErec =
m2
p − (mn − Eb)2 −m2

l + 2(mn − Eb)El
2(mn − Eb − El + pl cos θl)

(1)
where indices p,n,and l refer to proton , neutron, and
lepton and θl is the angle between the lepton outgoing
direction and the beam direction.

The preferred nuclear model used for the newest
analysis is the ’spectral function’ model but it does
not predict any outgoing lepton kinematics dependence
of the Eb value. Another model (’relativistic Mean-
field’ model: RMF) does however predict a strong 3-
momentum transfer (Q3) dependence. We therefore
add this dependence to the corresponding Eb system-
atic parameter on top of the spectral function given
information. The predicted additional Eb shift from
nominal value (Ebnominal = 27MeV on Oxygen) for an
event with a Q3 value of momentum transfer is given
by

∆Eb
= α(m×Q3 + c) (2)

where m and c are constant estimated by dedicated fit
studies and α is the strength of the correction (between
0 and 1).

The first proposed implementation is to use a fixed
strength α so that we directly add the shift to the pa-
rameter Eb before going on with the rest of the pipeline
that consists in using the Eb value to compute migra-
tion of events between analysis bins ( this is how the Eb
systematic parameter is applied). We obtain the pre-
liminary result that can be seen on figure 1 where we
see that this additional variation has indeed an impact
on spectra, even though this is not yet validated at low
energies. Another implementation that will come is a
full variation where the α strength of the correction is
itself a systematic parameter that is varied during anal-
ysis. This is ongoing work.
As a conclusion of this first section, here was detailed
an example of new short-term implementation done
for the 2021 T2K analysis to improve our knowledge
and our capacity to refine the analysis. This is moti-
vated by more theoretical work done by specific working
groups.We would like to stress the fact that it is impor-
tant to perform as much of those implementations as
possible during the end of T2K era even if we are not
yet driven by systematic uncertainties because it pre-
pares our analysis pipeline for the next exciting step
that is Hyper-Kamiokande.

Figure 1: ratio to nominal spectra for different alpha
variations

Systematic effects study with
MCMC algorithm

In this section I introduce an ongoing prospective work
that tries to build a single method to estimate all de-
tector systematic parameters in the oscillation analy-
sis. The motivation comes from the observation that
in the current method, different independent studies
and exterior experiments provide information for those
which allows for precision in itself but makes the es-
timation of correlations between systematic parame-
ters difficult. Moreover, the context of the beginning
of this project was a Joint analysis between the two
collaborations Super-Kamiokande (atmospheric neutri-
nos, same detector) and T2K, so that the idea was
to unify the method between both sets of data. The
preferred method in SK, also used for some parame-
ters in T2K was to use a Markov-Chain MonteCarlo
(MCMC) algorithm to modify distributions of likeli-
hoods; those likelihoods being the variables on which
the ’cuts’ are made to attribute an analysis sample to
an event. Our proposed method is to use an MCMC
but with more upstream variables (direct output of
the reconstruction algorithm such as momentum, direc-
tion,etc...)rather than computed likelihoods in order to
take into account effects as close as possible to actual
detection bias.There are 9 cuts, 7 of which are based
on continuous variables and there are 17 of these vari-
ables. We assign a pair of parameters to each of the
17 variables: a multiplicative one α and an additive
one β to account for both shifts but also smearing of
the variable distribution at detection.At each step, the
MCMC picks randomly a pair α/β for each variable,
goes through the whole pipeline of assigning events in
the 5 samples and computes a likelihood by compar-
ing the final distributions of events in each sample to
the nominal ones.The Metropolis-Hastings criteria for
accepting a step in the MCMC is applied to this likeli-
hood.
This procedure has been performed on atmospheric
MonteCarlo ’data’ with T2K samples only for now.So
far, the method is not validated, the goal being more a
proof of concept, and the preliminary results show final
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Figure 2: Accepted and rejected steps for θe parameter
in the αβ plane

correlations between samples about one order of magni-
tude too small compared to current method, this being
explained by the fact that the attempted new method
is less detailed. However, further investigations are lim-
ited by the performances of the algorithm. It is slow
and the acceptance rate is low, partly due to corre-
lations between parameters. To improve this, a more
sophisticated random picking of values at each step has
been implemented; it is based on a Cholesky decompo-
sition of the parameters correlation matrix extracted
from the previous run of the code and allows to take
into account those correlations instead of pure gaussian
distributions, increasing the acceptance rate by a factor
10. As shown on figure 2, the red dots (refused steps)
follow the same distribution as the black dots(accepted
steps) meaning the correlation is taken into account at
picking of values time so that values with a very low
probability of being accepted are not even tried.

But something else limits the performance of the
algorithm:it is a Markov Chain, so by definition all
steps must be independent from each other (except
to their direct neighbours (N ± 1)) to get an unbi-
ased result.Otherwise, we need to undersample the ac-
cepted steps which results in lowering the effective ac-
ceptance.The autocorrelation ρlag as a function of the
distance between steps (lag) can be computed with

ρlag =

∑N−lag
i (θi − θ̄)(θi+lag − θ̄)∑N

i (θi − θ̄)2
(3)

and we can see on figure 3 that it does not quite get
to 0 as fast as it should be to be efficient. Some solu-
tions exist such as using a Hamiltonian MC but those
are computing time consuming and not so easy to im-
plement with such a custom likelihood calculation as
we have. As a conclusion, this is a preliminary proof
of concept that is for now limited by algorithm perfor-
mances.

HK time synchronization system

As said before, another way of preparing the future of
our long baseline experiment is to directly contribute to

Figure 3: Autocorrelation plot for the 1Rnlle parameter

the development and characterization of new systems
for Hyper-Kamiokande. More precisely, we are working
on the new clocks synchronization system. The idea,
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Figure 4: General clocks synchronization needs scheme

illustrated in figure 4, is to have a very stable time
base common to all Photo-multipliers (PMTs) because
the reconstruction of the signal - Cherenkov rings - is
based on coincidence between PMTs hits and the whole
measurement is based on particle identification through
analysis of the shape and spreading of the ring. This is
what we call "internal synchronization" and its require-
ment is expressed in terms of phase jitter [7] J.This is
a number quantifying the time-domain stability devia-
tions from a pure signal and it can be computed over
a period tau as a function of the power spectral den-
sity S(f),f being the fractional frequency offset with
respect to the "ideal" frequency f0 :

J =
1

2πf0

√∫ ∞

0

S(f)

(
sin(πτf)

πτf

)2

df (4)

We aim at a Jitter lower than 100ps at τ = 1s.
On top of that, we need "external synchronization"

with a universal time, ie:UTC, for two purposes. One
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Figure 5: ASD for calibrated Rb clock compared to
expectations (datasheet) and standard GPS signal

is that we want to be able to give a time stamp to
bunches of particles comparing with when they were
emitted at the beam start. The other is that our fi-
nal detector HK (just like SuperK before) can also be
used as an astrophysical neutrinos observatory, and in
particular detect the neutrino signal of a nearby (un-
til 50kpc) supernova explosion which arrives to earth
around 3h before the photon signal. SK observed the
last near enough explosion in 1987 [5] but with only a
few neutrinos. With higher rates and high time preci-
sion, it is possible for HK to be apart of a global su-
pernova explosion alert system (SNEWS) which aims
at, by triangulating the time differences of detection
between neutrino observatories around the globe (such
as Icecube, SNO+,Dune, KamLAND,etc), defining a
smaller region in the sky where telescopes should look
for the photon signal. This could help observing the
explosion at an earlier stage and as a result learn more
about the phenomenon.

To achieve this, we aim at a precision of at least
100ns with respect to universal time. The best way to
achieve very good short term stability is to use atomic
clocks. We will be testing two types: a Rubidium stan-
dard and a passive hydrogen maser.However, for long
term stability, we need to correct the drift of the chosen
atomic clock (driven at long term by a random walk
noise) with a GNSS signal directly linked to a UTC-
like reference. To evaluate stability we use a specific
statistics tool called Allan standard deviation (ASD)
[6] that basically computes variances on different aver-
aging times τ :

σ2
y(τ) =

1

2
< (ȳn+1 − ȳn)2 > (5)

so that we can discriminate between different types of
noises/drifts and evaluate the evolution of stability over
time.

As it can be seen on figure 5 , the proposed the so-
lution is to correct the clock time stamp when its ASD
curve (in free running, the red line) crosses the GPS (or
GNSS to be more general) one (black line) so that we

combine the short term performance of the clock with
the long term performance of GNSS signals.
We are currently investigating what might be an ideal
system and how to combine both information by in-
stalling a test bench at our laboratory. So far we im-
proved the rubidium clock stability after one round of
calibration. We performed this calibration by compar-
ison with another source of frequency that we know
is more stable, setting then a parameter controlling a
small magnetic field that we use to offset the output fre-
quency of the clock. Doing so, we recover the behaviour
and orders of magnitude for the ASD(see figure 5, blue
crosses are our measurement) that were advertised by
the clock data sheet (red line)) which will allow us to
pursue our studies knowing the performances of our
clock.

The goal is to test and characterize different equip-
ment so as to choose the appropriate solution given
the requirements. We also aim at developing the data
acquisition software and perform sensitivity studies of
the impact of time delays in the HK electronics on the
physics performance.

Conclusion and perspectives

To conclude, we have shown three different types of on-
going contributions to prepare the next stage for long
baseline neutrino oscillation experiments in Japan. We
firstly detailed the importance of short-term improve-
ments in taking into account systematic uncertainties
in our analysis. We specifically illustrated this with
the example of the nucleon binding energy at inter-
action time which requires the variation of systematic
parameters with various inputs. We then presented
a more prospective long term study to explore new
ways of computing and combining detector systematic
uncertainties in the framework of a joint analysis be-
tween atmospheric and beam neutrino data which will
be the only kind of analysis in Hyper-Kamiokande. We
showed the challenges that this can represent in terms
of computational performances that are the main limi-
tations to those studies when it comes to using a large
number of parameters. Finally, we introduced our just
started R&D efforts to build a new time synchroniza-
tion system for Hyper-Kamiokande which will allow for
precision reconstruction of events and hopefully super-
nova explosion detection. Sensitivity studies will also
be added to this work so as to prepare the exciting next
years for research on neutrino oscillations.
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Abstract — Rare events physics experiments developed by the XENON Collaboration are primarly devoted to
the direct detection of Dark Matter via its scattering with xenon target nuclei in a dual-phase time projection
chamber detector. The unprecedented low level of background reached by XENON1T demonstrated this detector
technology to be suitable also for other exciting rare-events searches among which the neutrinoless double beta
decay of 136Xe. In the context of the advancement of the XENON program the fourth generation of experiment
XENONnT is currently collecting its first scientific data in the underground INFN Laboratori Nazionali del Gran
Sasso, in Italy. In this proceeding, I will discuss how XENON1T and XENONnT will be able to simultaneously
search for Dark Matter and neutrinoless double beta decay.

Introduction

The search for direct detection of Dark Matter
(DM) candidates such as Weakly Interacting Massive
Particles (WIMPs) is the main goal of the XENON
Collaboration which developed experiments primarily
devoted to the observation of the possible scattering
of a WIMP off xenon nuclei. Dual-phase xenon Time
Projection Chambers (TPCs) have proven to be the
best technology for WIMPs direct detection above
6 GeV/c2 [1]. Thanks to the improvement of the
background reduction and the increase of their target
mass, experiments based on this technology start to
be sensitive to other rare events physics processes
on a wide energy range spanning from few keV to
MeV [2, 3, 4]. The search for neutrinoless double beta
decay (0νββ) of 136Xe carried on by the XENON
Collaboration, is among the most compelling ones: its
discovery would be an indication of physics beyond the
Standard Model (SM) of particle physics.

While the two-neutrino double beta decay (2νββ)
is a rare nuclear transition allowed in the SM, the
0νββ decay is forbidden as it leads to the violation
of the lepton number in the process. Its observation
could shed light on the nature of neutrinos indicating
that they are Majorana fermions, i.e. their own
anti-particles. The 2νββ was first suggested by M.
Goeppert-Mayer in 1935 [5]: it consists in a nucleus
emitting two electrons and two antineutrinos (ν̄e)
and it has been already observed in several isotopes.
The 0νββ decay has been theorised by W. Furry [6]
and the most studied mechanism is the exchange of
a light Majorana neutrino. The 136Xe is one of the
most studied isotopes in the quest for the 0νββ decay.
Its natural abundance in the targets of the XENON
detectors corresponds to ∼8.9%. This isotope has

already shown to undergo 2νββ with a half-life of
(2.165 ± 0.016(stat) ± 0.059(sys)) × 1021 years and
a Q value of (2457.83 ± 0.37) keV [7, 8].The most
stringent limit on the half-life of the 0νββ decay of
136Xe is hold by the KamLAND-Zen experiment with
a T 0ν

1/2 > 1.07× 1026 years [9].

In this proceeding I will firstly present the design of
the XENON1T and XENONnT experiments and their
working principle, in section 36. The signal and back-
grounds models considered for the 0νββ decay search
will be introduced in section 36. The development of
the 0νββ decay data analysis for XENON1T and the
sensitivity projection study for XENONnT will be cov-
ered in section 36. I will finally conclude with a sum-
mary and future prospects for the search of 0νββ.

The XENON project: dual-phase
Xe TPCs
The XENON dark matter program consists in con-
ceiving and operating increasingly sensitive detectors.
The program started with XENON10, it has con-
tinued with XENON100 which has been followed by
XENON1T [10, 11, 12]. Those experiments were op-
erating at the Instituto Nazionale di Fisica Nucleare
(INFN) Laboratori Nazionali del Gran Sasso (LNGS)
in Italy, an underground laboratory with a 3600 m.w.e
depth that reduces the surface muon flux by a factor
of 106. Currently, the fourth generation experiment,
XENONnT, is collecting its first scientific data. All the
above mentioned experiments are based on the same
detection technology consisting of a dual-phase Time
Projection Chamber (TPC) filled with Liquid (LXe)
and Gaseous Xenon (GXe).

The working principle of such detector is illustrated
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in Fig. 1 on the left and can be summarized as follows:
when a particle interacts with the detector target, it can
either scatter off LXe nuclei (in case of WIMPs, neu-
trons or neutrinos) or atomic electrons (γ rays, charged
particles and electronic neutrinos), generating Nuclear
(NR) or Electronic Recoils (ER), respectively. The
transferred energy induced by the recoil will excite and
ionize the atoms in the target medium, while a negli-
gible part will be dissipated into heat. The processes
of excitation and ionization will result in the release of
quanta of light and charge whose proportion will de-
pend on the type and energy of the incident particle.
Photons will firstly be detected via Photomultipliers
tubes (PMTs) on the top and the bottom of the TPC:
this prompt scintillation signal is called S1. Ionized
electrons will follow the electric field within the TPC,
drifting towards the liquid-gas interface where a second
stronger electric field will extract them into the gaseous
phase. This will lead to the emission of a second scin-
tillation signal, called S2. The primary position of the
events can be reconstructed in three dimensions using
the drift time between S1 and S2 to reconstruct the z
coordinate and the S2 hit pattern on the top PMT ar-
ray for the (x,y) coordinates. The S1/S2 ratio can be
used to distinguish between the two different types of
recoils which is primordial to discriminate background
events from the expected WIMP signals. Thanks to its
high stopping power for gamma and beta radiations (re-
sulting in a self-shielding from external backgrounds)
and to the low contamination of long-lived radioac-
tive isotopes (which minimizes internal backgrounds),
LXe represents an ideal target for rare events physics
searches.

XENON1T

XENON1T is the third generation of experiments of
the XENON collaboration operating from 2016 to 2018.
The heart of XENON1T is the TPC which measures
97 cm in height and 96 cm in diameter, designed to
contain 2 tonnes of LXe used as a target in the instru-
mented active volume. Its boundaries are delimited
by 24 polytetrafluoroethylene (PTFE) reflectors panels
at the side and by gate and cathode electrodes at the
top and bottom, respectively, that generate the drift
field inside the liquid part of the detector. The ex-
traction field is generated between the gate and an an-
ode placed in the GXe phase. A Stainless Steel (StS)
diving bell is used to control the liquid-gas interface
in the TPC. Two arrays of 127 and 121 Hamamatsu
R11410-21 3" PMTs are arranged above and below the
sensitive volume of the TPC, respectively. They were
chosen for their low radioactivity and high quantum
efficiency [13]. The TPC is encapsulated in a double-
walled vacuum-isolated StS cryostat surrounded by an
active water Cherenkov muon veto system [14] also used
as a passive shield for external backgrounds sources.
Cooling and purification of the xenon is ensured by the
cryogenic and GXe purification systems located outside
of the water tank and connected to the cryostat by a
large vacuum-insulated cryogenic pipe. In case of emer-

gency, a dedicated xenon-storage system called ReStoX
(Recovery and Storage of Xenon), has been conceived
and realized to store up to 7.6 tonnes of xenon in liq-
uid or in gas phase and to ensure a fast recovery of the
xenon. The ReStoX system can also be used to fill the
xenon into the detector vessel in high purity conditions.

XENONnT

The XENON1T experiment has been conceived having
already in mind its successor XENONnT. Therefore,
several subsystems such as the water tank, the muon
veto, the outer cryostat vessel and the GXe purifica-
tion system were designed to be capable to lately host
XENONnT and to allow a quick transition between the
two experiments. With the design of the XENONnT
TPC, shown in Fig. 1 on the right, the size of the de-
tector itself has increased up to 148 cm in height and
137 cm in diameter, with an active region of 5.9 tons
of LXe. The purity level of the xenon target mass is
improved with respect to XENON1T thanks to a radon
distillation column conceived to further suppress radon
backgrounds and a novel liquid purification system that
allows for a continuous circulation of the LXe. In addi-
tion to the water Cherenkov muon veto system, a new
neutron veto has been installed, surrounding the cryo-
stat which enables the identification and rejection of the
otherwise irreducible neutron backgrounds, for WIMP
searches, in the target volume. Given the larger xenon
inventory, a second storage and recovery system of LXe,
ReStoX2, has been installed.
The expected sensitivity to spin-independent WIMP-
nucleon interactions for XENONnT with an exposure
goal of 20 ty is 1.4 × 10−48 cm2 for a 50GeV/c2 mass
WIMP at 90% confidence level [15].

Signal and Background models

The expected signature of the 0νββ decay in the
XENON detectors is a Single Scatter (or Single Site,
SS) event whose energy corresponds to the sum of the
two emitted electrons at the Q value of the process,
noted Qββ . Due to the high stopping power of LXe,
the electrons penetration length in LXe is O(mm):
this explains why a SS event is expected. However,
Bremsstrahlung photons and β-electrons might gener-
ate multiple energy depositions giving rise to Multiple
Site (or Multi Scatter, MS) topology events. Monte-
Carlo (MC) simulations have shown that the energy of
the expected signal within an optimized Fiducial Vol-
ume (FV) and after having accounted for energy reso-
lution effects and removed MS events, follows a gaus-
sian distribution centered at the Qββ . As for the back-
grounds, depending on their origin, it is possible to cat-
egorize two different types of sources in our detector:
the external and the internal ones.
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Figure 1: (Left) Working principle of a dual-phase TPC. (Right) CAD rendering of the XENONnT cryostat and
TPC.

External Backgrounds

The detector materials contain long-lived radionuclides
in trace amount that might emanate into the target
and introduce background. The material contaminants
in XENON1T and XENONnT originate from the 238U
and 232Th natural decay chains. They might introduce
ER background in the 0νββ energy Region Of Interest
(ROI) in the form of γ-rays that can produce low en-
ergy Compton scatters and their interaction in LXe can
mimic the signature of a 0νββ decay. In particular the
214Bi and 208Tl γ lines (238U and 232Th daugthers) at
2447.9 keV and 2614.5 keV respectively, are close to the
Qββ of 136Xe. Another source of background,that has
been studied and proven to be negligible in XENON1T
and XENONnT, is represented by the 60Co decaying in
two gammas with energies of 1173.2 keV and 1332.5 keV
respectively. The two peaks could pile up and be recon-
structed as a unique signal at 2505.7 keV, within the
0νββ ROI.
To be noticed that the XENON1T and XENONnT de-
tectors materials were carefuly chosen, based on their
radiopurity, in order to minimize as much as possible
the induced background for the WIMP search in the
low energy region. For this purpose, dedicated screen-
ing campaigns have been carried on for both experi-
ments [16, 17].

Internal Backgrounds

Internal backgrounds either arise from the interaction
between cosmogenic particles and the xenon target or
from the isotopes present in the noble gas itself. Among
them, the dominant one in the energy ROI for the 0νββ
search is represented by the 222Rn. Radon, that origi-
nates from the 238U primordial decay chain, emanates
from the detector materials and induces an intrinsic

contribution into the LXe target in addition to the one
from materials. One of the daughter nuclei of the 222Rn
decay chain relevant for our background model is the
214Bi which offers a peculiar event topology thanks to
the 214Bi β-decays into 214Po quickly followed by an α
emission of 214Po decaying into 210Pb. We can identify
and thus reject this type of events occurring within the
instrumented detector, using the so called BiPo tag-
ging technique. This technique can reach a rejection
power larger than 99.8% [18]. However, when the de-
cays happen in the non-instrumented LXe, the BiPo
tagging cannot be applied, resulting in a 2.45MeV γ
emission from the 214Bi decay within the FV that will
constitute a non negligible source of background.
The β-decay of 137Xe represents the second most rele-
vant internal background within the ROI for 0νββ de-
cay search. With a Q value of 4.17 MeV far beyond the
Qββ , it is a relevant source of ER background. 137Xe
is produced through neutron capture process on 136Xe
occurring either within the TPC itself or in the non-
shielded parts (placed outside the water tank) of the
purification systems. The muon-induced neutrons pro-
duced in the LXe are the principle responsibles for the
production of 137Xe in the TPC, while the thermal neu-
trons flux induced by radiogenic decays from the rocks,
concrete and materials has the stronger impact on the
production of 137Xe in the purification system.
A source of irreducible background in our detectors
comes from the ν-electron scattering. This ER back-
ground starts to become problematic for 0νββ de-
cay search when the incident neutrino flux and en-
ergy are sufficiently high[19]. On the other hand, the
background coming from atmospheric neutrinos, dif-
fuse supernovae neutrinos, or geo-neutrinos are neg-
ligible since either their flux or their energy are too
small to generate a background signal in the ROI for
0νββ search. The contribution from 8B solar neutri-
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nos can instead be relevant, but still subdominant in
the current generation dual-phase LXe TPC compared
to the others background sources discussed above. Fi-
nally, the 2νββ of 136Xe is a natural background to
the 0νββ decay search with its continuous energy spec-
trum that ends at the Qββ of 136Xe. The modelisa-
tion of this background is based on theoretical calcu-
lations from J. Kotila and F. Iachello [20]. Thanks to
the sub-percent energy resolution at Qββ demonstrated
in XENON1T [21], its contribution in the ±1σ ROI is
negligible with respect to the dominant backgrounds in
both XENON1T and XENONnT.

0νββ decay search in XENON1T
and XENONnT

Xenon dual-phase TPCs experiments initially designed
to search for WIMP DM candidates, have been opti-
mised to work in the few keV electron recoil energy
range. The saturation of the signals measured by the
PMTs at energies above ∼100 keV impact the energy
reconstruction of the detectors. Several improvements,
especially concerning the reconstruction and correction
of high energy signals, have to be made in the MeV
region in order to allow the XENON experiments to si-
multaneously search for DM and 0νββ decay of 136Xe.
In XENON1T these improvements led to the world
leading energy resolution at Qββ of 0.8% (σ/E) in a
xenon dual-phase TPC [21]. Following this promising
result, a blinded analysis using XENON1T data is cur-
rently being performed to search for 0νββ decay. The
signature in our detector of a 0νββ signal is expected
to be a ER event reconstructed as a SS, as discussed
in section 36. Selection criteria based on data qual-
ity checks, signals properties and reconstructions have
been developed in order to maximize the signal accep-
tance while rejecting potential background interactions.
Among them, a key element is the optimization of the
FV (that depends on the background rate in the volume
and the target mass) to increase the signal over back-
ground ratio and thus improve the experimental sen-
sitivity. The final post-unblinding results of the 0νββ
decay analysis in XENON1T will soon be published. A
projection study is ongoing to estimate the sensitivity
of XENONnT to the 0νββ decay search. A significant
increase in the expected sensitivity is expected with re-
spect to its predecessor thanks to a larger LXe active
mass (× 3) and a significant expected background re-
duction (× 1/10). Results of this sensitivity projection
study for XENONnT will also be published soon.

Summary

The XENON project has proven throught its results the
excellent capabilities of dual-phase liquid xenon Time
Projection Chambers in searching for rare events on a
broad energy range from keV to MeV. Among the most
interesting search that is possible to perform with such
a technology, there is the search for neutrinoless dou-

ble beta decay. This process is of fundamental interest
since its discovery will shed light on the nature of neu-
trinos. In this proceeding I presented the current status
of the search for the 0νββ decay of 136Xe in XENON1T
and future perspectives in XENONnT. Despite not be-
ing competitive with currently leading 0νββ dedicated
experiments, it has been shown that LXe dual-phase
TPCs open the path towards a simultaneous search for
DM and 0νββ decay with current and next generation
detectors, such as XENONnT or DARWIN [22].
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Abstract — Core-Collapse Supernovae (CCSNe) are gigantic and luminous explosions which occur when a
massive star (M ≥ 8M⊙) comes to death. Many questions remain unanswered about the mechanisms which
lead to such a violent explosion. Thirty-four years ago, for the first and only time, a few dozen of neutrinos
from a Core-Collapse Supernova (CCSN) - SN1987A - were detected by three neutrino observatories, marking
the beginning of a new era in the study of supernovae. The Jiangmen Underground Neutrino Observatory
(JUNO) is a 20-kton liquid scintillator detector under construction in China. Two photomultiplier tube (PMT)
systems, the first one made of ∼17612 20" PMTs and the second one made of ∼25600 3" PMTs, will collect
the light produced by the neutrino interaction. JUNO is dedicated to Mass Ordering and precise oscillation
parameter measurements. However, thanks to its large detection volume, it will be able to detect a burst of ∼104
neutrinos for a typical 10 kpc (kilo-parsec) away galactic CCSN. Such high statistics will alow to constrain the
supernovae explosion models and more generally to improve our knowledge in neutrino physics and nuclear physics.

Introduction

Core-Collapse Supernovae have been observed and
studied for several hundreds of years. During the last
50 years, theoretical models have been developed in or-
der to simulate the phenomenon based on fundamental
principles, from the collapse ignition to the supernova
remnant formation. The most widely accepted models
state that when the iron (Fe) core of the progenitor star
reaches the Chandrasekhar mass (M ≥ 1.4M⊙), it col-
lapses and bounces[1]. An out-warding shock wave is
then formed, but it quickly turns into a stalled accretion
shock - ∼100-200 km away from the core - due to the
in-falling matter that slows down its course. How the
shock is revived to give birth to the final explosion is a
question that remains open. In the neutrino-driven su-
pernovae explosion assumption[2], the neutrinos, which
represent 99% of the binding energy of the collaps-
ing star, will heat the stalling shock region by an effi-
cient energy deposition and eventually revive the shock
wave. In this assumption, the neutrino signal from the
CCSNe is expected to be time-dependent and to have
specific flavor-dependent (i.e. electronic, muonic and
tauic) energy spectra. The detection of CCSNe neu-
trinos with high statistics represent an excellent way
to probe the microscopic physics of CCSNe. However,
the rate of CCSNe in the Milky Way is ∼1.63±0.46
per century[3] and only one event (SN1987A) offered
the opportunity to test the models. The detection of
a few dozens of neutrinos by several neutrino exper-
iments (Kamiokande[4], IMB[5], Baksan[6] and possi-
bly LSD[7]) corroborated many points of the neutrino-
driven paradigm, but way more statistics would have

been required to fully constrain the models. JUNO[8][9]
and other large neutrino detectors currently under de-
velopment (DUNE[10], KM3NET[11], HK[12]) will be
able to detect several thousands of neutrinos from the
next galactic CCSN, offering a unique opportunity to
scrutinise the CCSNe process. This contribution is or-
ganised as follows, section 37 briefly presents the JUNO
experiment, section 37 presents the CCSNe neutrino
detection in JUNO and section 37 the methodology
used to reconstruct the CCSNe neutrino events.

The JUNO Experiment

The JUNO detector is a 20 kton (kilo-ton) Liquid
Scintillator (LS) neutrino detector currently under
construction in southern China, in the Guangdong
province. It aims to determine the neutrino Mass
Ordering (NMO) at the 3 sigma level in six years of
data taking by detecting the electron anti-neutrinos
(νe) from the Yangjiang and Taishan nuclear power
plants via the Inverse Beta Decay (IBD) interaction
channel. The Normal or Inverted Ordering will be
inferred from the fine structure of the νe spectrum,
which requires a 3% energy resolution at 1 MeV
(Evis)[13]. JUNO will also be able to measure three
neutrino oscillation parameters at the sub-percent
level: θ12, ∆m2

21 and |∆m2
32|. This precision will

allow to constrain the unitarity violation of the mixing
matrix of the three neutrino flavor eigenstates with
the three mass eigenstates[14][15]. Thanks to its huge
detection volume, JUNO will also be able to detect a
burst of neutrinos from a CCSN event as well as to
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put new stringent limits on the Diffuse Supernovae
Neutrino Background (DSNB), detect solar neutrinos,
atmospheric neutrinos, geo-neutrinos, study the proton
decay etc. The physics program of JUNO is fully
reviewed in[8][9].

The JUNO detector consists in three main parts.
The first one is the Central Detector (CD). It consists
in a 35.4 m diameter acrylic spherical vessel contain-
ing 20 kton of LS and supported by a stainless steel
structure. It is the neutrino-target. The LS of JUNO
is designed to produce ∼11,500 scintillation photons
for 1 MeV of deposited energy. In order to collect
these photons, the CD is instrumented with 17,612 20"
PMTs that will allow to achieve a 75% photo-coverage.
In addition, 25,600 3" PMTs[16] will be placed alter-
nately with the 20" PMTs (Fig.1), with a correspond-
ing photo-coverage of 3%. A 1.42 m thick water buffer
separates the acrylic sphere from the PMTs in order to
protect the target from the PMTs natural radioactivity.
The 20" PMTs will allow to collect a great amount of
light to reach ∼1345 photoelectrons (p.e)/MeV[8] while
the 3" PMTs will work in photo-counting regime and
will have ∼40 p.e/MeV. The 3" PMTs will allow to in-
crease the energy dynamic range of the detector and
mitigate the potential non-linearity and saturation ef-
fects in the 20" PMTs. The saturation may occur for
high energy events (muons with an average energy E ≃
200 GeV), for events at the detector borders (satura-
tion of the PMTs in the vicinity of the vertex) or even
when the event rate is to high, typically for a very close
CCSN. In addition, the 3" PMTs will allow to perform
quasi-independent physics analyses (solar parameters
measurement, CCSNe neutrinos detection and proton
decay) as well as enhance the muon-tracking capability.

Figure 1: Photograph showing a real size mock-up of
the 3" PMTs placed in-between the 20" ones.

The second part of the detector is the Water Pool
(WP) in which the CD is immersed, as shown on Fig.2.
It is a cylindrical vessel with a diameter of 43.5 m and
a height of 44.0 m. It will contain ∼35 kton of ultra
pure water (< 0.2 Bq/m3) instrumented with 2,400 20"
PMTs (veto PMTs). It aims to reconstruct the tracks
of the incoming cosmic muons and also constitutes a
shield against the surrounding rock radioactivity. The
third part is the Top Tracker (TT), it is placed on
top of the CD and WP. It consists of three planes of
Plastic Scintillator (47.0 m x 20.0 m each) also dedi-
cated to the reconstruction of the tracks of the cosmic
muons entering the detector. Indeed, the muons rep-

resent a non-negligible source of correlated background
for the NMO analysis and it needs to be carefully ad-
dressed. The expected median angular resolution is of
∼0.20◦ [17].

Figure 2: Schematic view of the JUNO detector.

Supernovae Neutrino Detection in
JUNO
A CCSN will produce a 10 seconds long neutrino burst
in JUNO, with ∼60% of the events in the very first
second. In comparison to the rates of events of the
other neutrino sources and their corresponding energy
range [9], the CCSNe neutrinos detection can be consid-
ered as background free in a first approximation. The
neutrinos will interact via six different channels, listed
in Table 1[8]. The number of events is computed con-
sidering an energy threshold of 0.7 MeV.

Neutrinos interaction channels in JUNO
Interaction Chan. Type Num. evts (D=10kpc)
νe + p→ e+ + n CC ∼5000
ν + p→ ν + p NC ∼2000
ν + e− → ν + e− NC ∼300
ν +12 C → ν +12 C∗ NC ∼300
νe +

12 C → e− +12 N CC ∼100
νe +

12 C → e+ +12 B CC ∼100

Table 1: Numbers of neutrino events in JUNO with
their corresponding interaction channels, where ν col-
lectively stands for neutrinos and anti-neutrinos of all
flavors. The corresponding distance to the CCSN is 10
kpc.

The three main interaction channels are the IBD,
the neutrino-proton elastic scattering (pES) and the
neutrino-electron elastic scattering (eES). The first
one will be a unique way to precisely determine
the νe energy spectra. The detection will be based
on the powerful discriminating power provided by
the temporal and spatial coincidence between two



Victor LEBRIN on behalf of the JUNO Collaboration 193

signals: the first one produced by the positron and
the annihilation gammas, and the second one induced
by the neutron when it is captured. In addition, this
channel gives a direct access to the incident νe energy
such as: Eνe = Evis + 0.782, with Evis being the
reconstructed (visible) energy. The pES channel will
allow to partially extract the νx (i.e. νµ, ντ , νµ and
ντ ) energy spectra[18][19] while the eES channel will
be predominantly sensitive to the νe due to the larger
cross-section [20][8]. More information on the three
other interaction channels involving 12C can be found
in[19].

The visible energy spectra for the different channels
are shown in Fig.3. It ranges from 0.2 to 100 MeV
with an average energy of ∼20 MeV for the IBD, <1
MeV for the pES and ∼10 MeV for the eES. The pES
and IBD channels are dominating in the ranges 0-2
MeV and 2-100 MeV, respectively, which is a great
advantage when it comes to select the events using
energy cuts.

Figure 3: The neutrino events spectra with respect to
the visible energy Ed in the JUNO detector for a CCSN
at 10 kpc. Taken from [8]

As shown in Fig.4, the most probable position of the
next CCSN is close to the Galactic Center (∼10 kpc)
since it is a more active star forming region. Given the
time resolution of the detector and considering a Data
Acquisition (DAQ) time window of 1.25µs as it will be
the case in JUNO, at this distance, only 1-2% of the
events will pile-up (i.e. overlap in the time distribution
of their respective scintillation photons). These events
will not necessarily be lost and could be partly recov-
ered by taking advantage of the size of the CD (e.g. by
searching for clusters of fired PMTs). However, it’s not
impossible that a closer CCSN explodes, which would
represent a real challenge for the readout electronics
and DAQ with several hundreds of thousands of events
to process and way more event pile-up (e.g. ∼10-15%
for a 3 kpc away CCSN). In these specific cases, we
expect the 3" PMT system not to saturate and to be
able to get an event-by-event observation even if the
rate is very high. Studies with the official JUNO sim-
ulation software are underway. A nearby CCSN would
also represent an important data volume to transfer to
the DAQ. In order to avoid data loss during the trans-

ferring, the front-end electronics is equipped with Dual
Data-Rate (DDR) memories that can be used to tem-
porally store the data in case of overflow (2 GigaBytes
shared by 3 20" PMTs[8] and 1 GigaBytes shared by
128 3" PMTs).

Figure 4: The expected number of neutrino interactions
events in JUNO as a function of the distance to the
CCSN (red curve). The galactic CCSNe probability as
a function of the distance is also shown (blue curves).

Event reconstruction

In this section, we focus on the reconstruction of the
events. The methodology is described and some orders
of magnitude are given from the preliminary studies.
The final results will come out in a later publication.

The ultimate goal of the CCSNe neutrino detection
is to reconstruct the energy spectra as well as the time
and flavor evolution of the neutrino flux (also called
the neutrino light curves[21]). They will eventually be
compared to the predictions from different models in
order to infer the CCSN progenitor parameters. In
this context, the reconstruction of the events, namely
their vertex and energy, is of crucial importance.
The reconstruction of the vertex will serve two main
purposes. The first one is the correction of the detector
non-uniformity when reconstructing the energy of the
events. The second one is the selection of the IBD
events among the other sources of background using
the spatial coincidence mentioned in section 37. The
energy of the events is also a crucial observable for the
selection of the events and most importantly, it gives
access to the neutrino energy spectra.

The algorithm developed takes advantage of the good
time resolution of the 3" PMTs (the Transit Time
Spread is 1.6 ns (σ))[16] as well as that of their readout
electronics (0.5 ns accuracy, 0.2 ns RMS)[22]. The esti-
mation of the vertex is done with a maximum likelihood
method, using the first hit time of the fired 3" PMTs
as well as their position. First, a probability density
function (p.d.f.) P(tres,i) of the residual time (tres) is
built using Monte-Carlo (MC) simulation data:
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tres = t′ − tof − t0

where t′ is the first hit time, tof is the time of flight
of the scintillation photon from the vertex to the PMT
and t0 is the absolute starting time of the event. Then,
the p.d.f. is used to construct a likelihood function such
as:

L(tres,1, tres,2..., tres,N |r⃗, t0) = − log

∏
hits

P(tres,i|r⃗, t0)︸ ︷︷ ︸
p.d.f


For a given vertex (r⃗) and initial time (t0), the product
of the probability to get the residual times (tres,i)
at the i-th PMT fired is computed. The algorithm
looks for the vertex that maximizes the product of
the probabilities (or minimizes its negative logarithm).
The corresponding vertex is the more likely to be
the true vertex of the event. The minimization is
done using the MIGRAD algorithm of the TMinuit
package[23] provided by ROOT[24].

The resolution obtained is of the order of a few
tens of centimeters in the lower energy range (1-3
MeV) and is better than 20 cm in the higher energy
range. These orders of magnitude are satisfactory
in a detector whose radius is of the order of 10 m.
However, the efficiency of the algorithm is not 100%.
The efficiency corresponds to the fraction of events of
the sample that were identified as well reconstructed.
This identification is done based on the value of the
likelihood function at the end of the minimisation.
Some of the events occurring close to the border are
badly reconstructed (i.e. several meters away from
the true vertex) because of reflections undergone by
the scintillation photons at the LS/water interface.
The value of the likelihood function is higher for such
events, which can be rejected with a simple cut. The
average energy of most of the events from CCSNe
neutrinos is above 10 MeV. In this energy region, the
algorithm efficiency is >97% and the resolution is ∼10
cm.

An energy reconstruction algorithm has also been de-
veloped using the charge information provided by the
3" PMT system. The algorithm was first tested in
the reactor neutrino energy range (0-10 MeV) and the
consistency with the expected "abc" energy resolution
model[25] was verified. The energy is reconstructed
such as:

Erec =
nPE(Rrec, θrec)−NDC
Y0 × fcorr(Rrec, θrec)

where nPE(Rrec, θrec) is the number of p.e, Rrec and
θrec are the reconstructed radius and zenithal angle, re-
spectively. NDC is the average number of dark counts
(DC) expected during an event trigger time window

(1.25µs), Y0 is the number of p.e per MeV at the cen-
ter of the detector, and fcorr(Rrec, θrec) is the non-
uniformity correction based on the reconstructed ver-
tex. The reconstructed energy is also corrected from
the intrinsic LS non-linearity (quenching effects and
cherenkov light). When the visible energy is larger
than 10 MeV, the energy resolution is better than 5%,
which is satisfactory to achieve a precise reconstruction
of part of the CCSNe neutrino energy spectra. Indeed,
the measurement of the energy of the pES events - for
which the visible energy is < 1 MeV - will suffer from
the poor energy resolution of the 3" PMT system in
this range.

Conclusion & Outlooks
Future large scale neutrino detectors like JUNO will be
able to detect a burst of neutrinos from the next galac-
tic CCSN. The reconstruction of the neutrino energy
spectra and light curves will allow to probe the micro-
scopic physics of CCSN and test the neutrino-driven
explosion models. JUNO will have the opportunity to
perform the analysis using two complementary PMT
systems. The work presented here is focused on the
3" PMT system but other studies are currently being
conducted using the 20" PMT system. As described in
the previous sections, event reconstruction algorithms
have been developed and showed satisfactory results.
They’re currently being used to perform the event se-
lection and unfolding necessary to determine the CC-
SNe neutrino energy spectra.
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Performances of the ProtoDUNE Dual Phase
experiment
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Abstract — Neutrinos still have well-kept secrets. What is the mass hierarchy? What are the precise values of
the oscillation parameters? Or yet, is there a matter/antimatter asymmetry in the neutrino area? The future
experiment DUNE will intend to answer these questions. Technologies used and large dimensions require to first
build prototypes, such as ProtoDUNE Dual Phase.
The ProtoDUNE Dual Phase detector is a Liquid Argon Time Projection Chamber (LAr TPC) prototype with a
liquid phase in which electrons drift and a gas phase used to amplify the signal. Cosmic rays data taken by this
detector at CERN in 2019 and 2020 will allow us to characterize it and evaluate performances of this technology.
For example we can evaluate the liquid Argon purity, measure the gain of the charge amplifier (LEMs) and
characterize the gain dependence to the different detector settings. We will show the studies we are performing as
well as the first results obtained on these topics.

Introduction

The future long-baseline neutrino oscillation exper-
iments will allow to answer remaining questions in
neutrino physics. The two main ones are the deter-
mination of the neutrino mass hierarchy and the CP
asymmetry in the neutrino area.

One of these experiments is called DUNE for Deep
Underground Neutrino Experiment [1], and will be
possible thanks to a νµ/ν̄µ beam provided by the Fer-
miLab and 4 Liquid Argon TPC (LArTPC) modules
of 17 kt and 60× 12× 12 m3 each, 1300 km away.

Before building such large-scale LAr-TPC detectors,
two liquid Argon TPC prototypes, ProtoDUNE Single
Phase and Dual phase, have been built at the Neutrino
Platform at CERN. Both prototypes have similar sizes,
(∼ 6 × 6 × 6 m3 and ∼300 t) and investigate different
technologies. The one we are interested in here is the
Dual Phase technology.

The ProtoDUNE Dual Phase dec-
tector

Principle

The ProtoDUNE Dual Phase dectector has taken data
from 2019 to 2020 and might take data again at the
begining of 2022 at the Neutrino Platform at CERN.
The active volume of this prototype is 6 × 6 × 6 m3,
resulting in 300 t of liquid Argon. The detector is
made by a cathode (at the bottom), an anode (at the
top) and a field cage (on the sides). All three produces

a uniform drift field. Charged particles crossing the
liquid Argon volume will ionize Argon producing e−

that will either recombine to an Argon ion or drift
towards the anode (the ratio of e− that drift over
the total of e− created is called the recombination
factor) . The Dual Phase technology has a gaseous
Argon layer just before the collection plane (Figure
1). When reaching the surface, ionization electrons
are extracted from the liquid into the gas, thanks to
the extraction field created by the grid and the LEMs
(Large Electron Multipliers), then amplified inside
the LEMs and collected on the anode equipped with
orthogonal strips, or views. All the charge detection
system is called CRP for Charge Readout Plane. Ad-
ditionally, at the bottom of the detectors, are placed
36 Photmultipliler tubes (PMTs) with wavelength
shifter to detect the UV-scitillation light created by
the passage of a charged particles in the liquid.

In order to obtain a drift of electrons over 6 m and a
high gain, powerful electric fields are needed. The drift
field is chosen to be of 500 V/cm over 6 m and uniform,
meaning that the cathode has to be operated at -300
kV.

Charge Readout Planes and Large Elec-
tron Multiplier

The first goal of the CRPs (Figure 2) is to extract elec-
trons from the liquid to the gas. In order to do so, a
grid is placed in the liquid and a potential difference is
applied between the grid and the LEMs. It has been
shown that an electric field of 2 kV/cm is needed to
have an extraction efficiency of at least 80% [2]. LEMs
are PCB plates with metal layers on both side, on
which 500 µm holes are perforated spaced by 800 µm.
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Figure 1: Schematic view of a dual phase liquid Argon
TPC

Figure 2: Close-up view of a CRP from the side

The electrons are guided through LEMs’ holes where a
high electric field (∼ 30 kV/cm) is applied to create a
Townsend avalanche. The electrons are then collected
on the anode with the induction field and equally dis-
tributed on the two perpendicular views.

Inside ProtoDUNE Dual Phase, there are 4 CRPs.
Two of them, CRP0 and CRP1, are fully instru-
mented, with 36 LEMs each, CRP3 has only 4 anodes
without amplification and the CRP2 is completely
un-instrumented. (Figure 3)

At the very begining of the data taking, a short hap-
pened between the supply chain of the cathode and
the field cage. As a consequence, the drift field inside
protoDUNE DP became non-uniform and the e− could
only drift over ∼1.2 m. All data has been collected in
this condition, but the effect of the non uniform drift
field is corrected offline.

Figure 3: View of the CRPs from the bottom of Proto-
DUNE Dual Phase

Analysis of charge signal from cos-
mics in ProtoDUNE Dual Phase

As said before, there are two types of signal in Pro-
toDUNE DP, the scintillation light and the ionization
electrons. We will focus here on the charge signal.

The charge signal

The signal is collected on the anode. Each CRP has
960 channels separated by 3.125 mm. Cosmic events
are triggered randomly in a window of 4 ms (10000
time bins). An event display can be seen in Figure
4 and we see that noises are mainly removed. Tracks
from cosmic rays are also visible, a reconstruction code
identify them, associate them in 3D tracks and provide
the charge and positions.

Figure 4: Top: Example of a raw event display for the
two views of CRP0. The x axis is the channel number
(the position) and the y axis is the time (in number of
points). Bottom: Same event but with noise filtered.

In the following analysis, we select the muon-like
tracks. First of all, we want only "late" tracks enter-
ing in the detector after the trigger and entering from
the top of the detector, this is to ensure that we know
the depth of each points of the tracks. Then we se-
lect the tracks on different quality criteria, their length
(> 30cm), their number of hits associated (>15), their
zenital angle (95o < θ < 178o).

Measurement of the liquid Argon purity

The first analysis estimates the purity of the liquid Ar-
gon with cosmic tracks. When the electrons drift to-
ward the anode they have a chance to be captured by
impurities according to e−t/τ , with t the drift time and
τ the electron lifetime. The purity and electron lifetime
are related as follow: ρ[ppt] ∼ 300

τ [ms] . A purity of 3 ms
was a recquirement of protoDUNE DP.

The reconstruction provides the charge collected by
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unit length along the track. This is

dQ

ds
|collected = G ·R(Edrift) ·

dQ

ds
|createde−t/τ

with G, the effective gain, R(E) the recombination fac-
tor, dQ

ds |created the charge by unit length deposed by
the particle and e−t/τ due to impurities. So if we fit
the distribution of dQ

ds |collected vs t we have access to
τ the electron lifetime. For a run taken at a specific
voltage configuration, the fit is performed on all LEMs
and views, 144 fits in total. Then, to determine the
electron lifetime value of the run, the gaussian mean of
all τ values is taken (Figure 5).

Figure 5: Top: Example of exponential fits on a run
taken in October 2019. For clarity, only one CRP and
one view is shown. Missing fits are LEMs not working.
Bottom: Gaussian fit on the distribution of all τ values,
resulting of a mean value of τ = 725.36±48.58 µs

Cosmic data has been taken only for a few days
in September, October, November 2019 and January
2020. In parallel, several times per day, the electron
lifetime in the liquid Argon was monitored by two pu-
rity monitors located at the bottom and the middle
of the detector (Figure 6). We see that the values we
found are in good agreement with the values from the
purity monitors and reach in January 2020 ∼3.5 ms.

Measurement of the effective gain
Now that we know the electron lifetime for each run,
we have access to the effective gain. Indeed, as said

01-09-19 15-09-19 01-10-19 15-10-19 01-11-19 15-11-19 01-12-19 15-12-19 01-01-20 15-01-20 01-02-20
Time

0

1

2

3

4

5

6

7

8

e
 li

fe
tim

e 
[m

s]

Short Purity Monitor [middle]
Short Purity Monitor [bottom]
Muon analysis with Lardon CRP0+CRP1

15-09-19 01-10-19

0.5

1.0 15-11-19 01-12-19
1

2

15-01-20

2.5

5.0

Figure 6: Comparison of electron lifetime from the cos-
mic analysis (orange) and from the purity monitors
(blue and black).

before, we measure

dQ

ds
|collected = G ·R(Edrift) ·

dQ

ds
|createde−t/τ

and we just found τ , the most probable value of
dQ
ds |created for a muon is estimated at 12.24 fC/cm in
liquid Argon and R(Edrift) has been parametrized by
ICARUS [3].

To evaluate the effect of the LEMs amplification field
on the gain, several runs at different amplification fields
have been taken, from 25 kV/cm to 31 kV/cm, and
at different period (in September, October, November
2019 and January 2020) (Figure 7). First of all, we
see that the effective gain increases with the LEMs am-
plification field as expected. Then, we see that at a
given amplification field, the effective gain decreases
with time, an effect known for LEMs systems as the
charging-up effect.
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Figure 7: Effective gain as a function of the LEMs am-
plification field for one LEMs. In purple, September
2019, in red, October 2019, in green, November 2019
and in orange, January 2020.

Charging-up effect
The charging-up effect [4] is caused by charges attached
on the plastic part of the LEMs modifying the ampli-
fication field and thus reducing the gain for a same
voltage difference.

In September 2019, data has been collected in stable
conditions for more than 5h. The effective gain for each
LEMs has been computed in slices of 10 minutes, see
Figure 8. We can clearly see a decrease of the gain with



time. Studies are on ongoing to associate this decrease
with the charging-up effect.
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Figure 8: Effective gain at 29 kV/cm of amplification
as a function of time from the turning on of the cathode
for one LEM of CRP 0.

Conclusions
The ProtoDune Dual Phase detector took data in 2019
and 2020. The data taken are still under analysis but
we could derive interesting observables. First, the elec-
tron lifetime could be estimated with cosmic tracks
reaching 3.5 ms in January 2020 and in agreement with
purity monitors. After that we could estimate the ef-
fective gain as a function of the amplification field.
We also saw the effect of time on the gain due to the
charging-up effect. Simulations of charging-up are on-
going.
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Abstract — Charge-exchange excitations corresponding to first forbidden beta-decay transitions in nuclei
have been studied in the self-consistent proton-neutron quasiparticle random-phase approximation (pnQRPA)
using the finite-range Gogny interaction. No parameters beyond those of the effective nuclear force are included.
Axial deformations are taken into account for both the ground state and charge-exchange excitations. With this
formalism, nuclear matrix elements have been computed for operators derived from the multipole expansion of
the weak current: spin-dipole, anti-analog dipole. They are needed in order to give a complete description of
first-forbidden β-decays. A comparison of the predicted strength distributions to the existing experimental data is
presented for those operators in the case of the 208Pb.

Introduction
First-forbidden beta decays play an important role in
several domains of physics. First, in astrophysics,
where nuclear data such as the half-life govern stellar
evolution and nucleosynthesis [1]. Second, they are of
interest for nuclear reactors physics as first highlighted
in 2014 [2]. In first-forbidden β-decays, the form factors
of the leptonic spectra are not equal to one as for al-
lowed decays [3]. It has been shown that it could have
a non negligible impact on the shape of the antineu-
trino energy spectra. Among the models developed
since then, which do not all tend to agree [4, 5, 6, 7],
some even state that it could solve the reactor antineu-
trino shape anomaly. New theoretical calculations of
the first-forbidden form factors associated to summa-
tion calculations [8] and dedicated experimental mea-
surements would be useful to corroborate or negate al-
ready existing predictions.
In order to study first-forbidden antineutrino spectra,
nuclear matrices elements obtained through the ac-
tion of operators derived from the multipole expan-
sion of the weak current [9], namely the Anti-Analog
Dipole operator, Spin-Dipole operators, pseudoscalar-
axial vector operator and tensor-polar vector operator,
are needed to calculate the shape factor [3].
In this work, the Anti-Analog Dipole operator and the
Spin-Dipole operators are calculated in the context of
the pnQRPA (proton-neutron Quasiparticle Random-
Phase Approximation), an approach first introduced in
[10]. It is a mean-field based approach of the many-
body problem to treat charge-exchange reactions. In
order to give reliable predictions, it has to be able to

treat deformed nuclei and use a unique effective nu-
clear force for all nuclei to describe their ground and
excited states. The latter property is also called the
self-consistency of the calculations. The number of pn-
QRPA models [11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23] able to do both remains small. Further-
more, even in the limited number of self-consistent cal-
culations performed either with the zero-range Skyrme-
type forces or in the relativistic mean-field framework,
there often remains a coupling constant, typically in
the particle-particle channel, which is treated as a free
parameter and is usually adjusted to data of interest.
Nuclear deformation has to be taken into account for
nuclear reactor antineutrino spectra since they are pro-
duced mainly by deformed neutron-rich nuclei.
Here, we present a fully self-consistent axially
symmetric-deformed pnQRPA calculation without any
additional parameters other than those characterizing
the effective nuclear force, Gogny D1M [24] in our case.
Within this approach the isobaric analog strength and
Gamow-Teller strength have already been studied [25].
First, we detail the pnQRPA formalism as well as the
different operators and their sum rules. Then, the re-
sulting strengths are calculated in the case of the 208Pb,
a well-known nucleus for which experimental data exist.
Finally, conclusions and perspectives are given.

pnQRPA Formalism

The pnQRPA approach is used to treat charge-
exchange excitations. The solutions are built on
top of axially-deformed quasiparticle states from HFB
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(Hartree-Fock Bogoliubov) calculations. Single fermion
wave functions are expanded in a finite-sized orthogo-
nal set of harmonic oscillator functions. In an axial
symmetry, K, defined as the projection of the angular
momentum J on the symmetry axis, and π, the parity,
are good quantum numbers. Hence, pnQRPA calcula-
tions are performed in each Kπ blocks.
In the following, the axially-symmetric-deformed pn-
QRPA states |θα,K⟩ will be labeled with the angular
momentum projection K. They are obtained by the
action of the phonon operator θ†α,K on the pnQRPA
ground state |0def⟩, i.e.:

θ†α,K |0def ⟩ = |θα,K⟩ (1)

with

θα,K =
∑
pn

Xpn
α,Kη

†
pη

†
n − (−)KY pnα,Kηnηp. (2)

In the above formula η† and η are the quasiparticle
operators related to the fermion creation c† and anni-
hilation c operators through the u and v Bogoliubov
transformation matrices with the relation:

η† = upπc
†
π − vpπcπ, (3)

where repeated indices denote a sum over them. p and
n refer to a proton and neutron quasiparticle respec-
tively while π and ν denote harmonic oscillator states.
pnQRPA eigenvectors X and Y are obtained through
the well-known eigenvalue equation:(

A B
B A

)(
Xα,K

Yα,K

)
= ωα,K

(
Xn

−Y n
)
, (4)

where the matrices A and B take the following form:

Apn,p′n′ = (ϵp + ϵn)δpp′δnn′

+ upπvnνup′π′vn′ν′(⟨πν′|V |νπ′⟩ − ⟨πν′|V |π′ν⟩)
+ vpπunνvp′π′un′ν′(⟨νπ′|V |πν′⟩ − ⟨νπ′|V |ν′π⟩)
+ upπunνup′π′un′ν′(⟨πν|V |π′ν′⟩ − ⟨πν|V |ν′π′⟩)
+ vpπvnνvp′π′vn′ν′(⟨π′ν′|V |πν⟩ − ⟨π′ν′|V |νπ⟩)

(5)

and

Bpn,p′n′ = upπvnνvp′π′un′ν′(⟨πν′|V |νπ′⟩ − ⟨πν′|V |π′ν⟩)
+ vpπunνup′π′vn′ν′(⟨νπ′|V |πν′⟩ − ⟨νπ′|V |ν′π⟩)
+ upπunνvp′π′vn′ν′(⟨πν|V |ν′π′⟩ − ⟨πν|V |π′ν′⟩)
+ vpπvnνup′π′un′ν′(⟨π′ν′|V |νπ⟩ − ⟨π′ν′|V |πν⟩).

(6)

Charge-exchange operators

The strength B(Ôλ; Ji → Jf ) of an operator Ôλ, i.e.
the response to an excitation is given through the
square matrix element, according to the following for-

mula:

B(Ôλ; Ji → Jf ) =
∑
K

| ⟨JfKf || Ôλ ||JiKi⟩ |2, (7)

where ⟨JfKf || Ôλ ||JiKi⟩ is given by the Wigner-Eckart
theorem:

⟨JfKf || Ôλ ||JiKi⟩ =√
2Jf + 1

⟨JiMiλµ|JfMf ⟩
⟨JfMfKf | Ôλµ |JiMiKi⟩ . (8)

States |JM(K)n⟩ (K > 0) are obtained by projecting
the excitation on |θn,K⟩ according to [26]:

|JM(K)n⟩ =
√
2J + 1

4π

∫
dΩDJMK(Ω)R(Ω) |θn,K⟩

+ (−)J−KDJM −K(Ω)R(Ω) |θn,−K⟩ , (9)

where Ω are the Euler angles, D the Wigner rotation
matrix, and R the three-dimensional rotation operator.
The nuclear ground-state (Jπ = 0) in the laboratory
frame |Õ⟩ is related to the pnQRPA intrinsic deformed
ground state |0def⟩:

|Õ⟩ = 1

2π

∫
dΩD0

00(Ω)R(Ω) |0def⟩ . (10)

The final expression of the matrix element is obtained
through manipulations of the equations above:

⟨Õ|Ôλµ|JM(K)n⟩ =
√
2J + 1

∑
µ′

(−)µ−µ′ ⟨0def|Ôλµ′ |θn,K⟩
(
0 λ J
0 −µ M

)(
0 λ J
0 −µ′ K

)
+ (−)J−K+µ−µ′ ⟨0def|Ôλµ′ |θn,−K⟩

·
(
0 λ J
0 −µ M

)(
0 λ J
0 −µ′ −K

)
. (11)

The simplest charge-exchange excitations operators
are the Fermi, responsible for the Isobaric Analog Res-
onance (ÔIAR = τ±), and the Gamow-Teller operators
(ÔGTµ = σµτ±). Those operators have already been
studied within this model [25].
Here we consider operators associated with forbidden
β-decays here. First, there is the operator associated
to the Anti-Analog Dipole Resonance (AADR):

ÔAADµ = rY1µτ±, (12)

which leads to an electric dipole excitation coupled with
the third isospin component lowering or raising opera-
tor. Second, the spin-dipole operators

ÔSDλµ = r [Y1 ⊗ σ]λµ τ±, (13)

where λ = 0, 1, 2 refers to the change of spin in the nu-
cleus. Those operators are defined by a dyadic product
between an electric dipole excitation represented by the
spherical harmonic tensor and the spin spherical tensor.

To give a complete description of first-forbidden beta
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decays, two other operators are needed in addition to
the AAD and SD: the pseudoscalar-axial vector opera-
tor [9]

ÔP−A = σ · ∇τ± (14)

and tensor-polar vector operator

ÔT−V
µ = [Y0 ⊗∇]1µ τ±. (15)

Higher degree variation of the AAD and SD opera-
tors are also taken into account such as the Analog
Quadripole Resonance operator (ÔAQµ = r2Y2µτ±), the
spin-quadripole operators (ÔSQλµ = r2 [Y2 ⊗ σ]λµ τ±,
λ = 1, 2, 3), the Anti-Analog Octupole Resonance
operator (ÔAAOµ = r3Y3µτ±) and the spin-octupole
operators (ÔSOλµ = r3 [Y3 ⊗ σ]λµ τ±, λ = 2, 3, 4). Those
operators correspond to second and third forbidden β
decays.

The action of those operators have been calculated
within the Gogny pnQRPA framework. In order to
verify the calculation of the strength, it is useful to
compare it with the model-independent sum rules for
both the anti-analog dipole operator as well as the spin-
dipole operators given, for spherical nuclei, by [27]:

B(ÔAAD)−−B(ÔAAD)+ = 3
N ⟨r2⟩N − Z ⟨r2⟩P

4π
(16)

for the Anti-Analog Dipole and [28]

B(ÔSDλ )− −B(ÔSDλ )+ = (2λ+ 1)
N ⟨r2⟩N − Z ⟨r2⟩P

4π
(17)

for the Spin-Dipole, where Z and N are the number
of protons and neutrons in the mother nuclei, ⟨r2⟩N,P
is the squared mean neutron/proton radius, and the ±
subscript denotes the operators related to a β± channel.

Results

In this section, charge-exchange excitations of the
closed proton and neutron shells 208Pb are presented
for the Anti-Analog Dipole and Spin-Dipole excitation
operators. The numerical calculation follows the same
procedure as the one employed for the treatment of
the IAR and GT strengths for this nucleus and oth-
ers, as presented in Ref.[25]. Similar studies of the SD
strength of 208Pb have already been carried out in Refs.
[29, 30, 31, 32, 33] with other models. The 208Pb is
a spherical nucleus, so for a given parity, all the K
(K ∈ (−J, ..., 0, ..., J)) values will be degenerated and
the K = 0π component is thus enough to determine
any strength. D1M theoretical results for the SD op-
erators are compared with experimental results from
208Pb(p, n)208Bi reactions [34] in figure 1. Results for
the AAD operator are presented in the figure 2.

The calculations are performed with a cut in the 2-qp
states at 70 MeV, which is enough to exhaust the sum
rules. The operators strengths are expressed as a func-
tion of the excitation energy in the daughter nucleus

0

20

40

60
J = 0

0
20
40
60
80

100

J = 1

0

20

40

60

80

J = 2

0 5 10 15 20 25 30 35 40 45 500
20
40
60
80

Sum

Eex (MeV)

SD
 S

tre
ng

th
 (f

m
2

M
eV

1 )

Figure 1: 208Pb Spin-Dipole strengths for each multi-
polarity. The bars in blue are the pnQRPA strengths,
the line in red is the folded Spin-Dipole strength and
the points in black are the available experimental data
[34].

Eex. It is obtained by subtracting a reference energy
E0 from the pnQRPA phonon excitation energy ωα,K :

Eex = ωα,K − E0. (18)

The reference energy corresponds to the lowest 2-qp
excitation associated with the ground state of the odd-
odd daughter nucleus in which the quantum numbers of
the single qp proton and neutron states are calculated
with a self-consistent HFB approach of the odd-odd
system. The operators strengths are then calculated for
each pnQRPA level and then folded with a Lorentzian
with a 2 MeV width.
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Figure 2: Predicted 208Pb Anti-Analog Dipole
strength.

The SD 0− strength is experimentally divided into
two peaks, but the pnQRPA only reproduces the sec-
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ond one at the right position around 29 MeV.
The SD 1− resonance obtained through calculations has
not been experimentally observed at 27.5 MeV, but the
strength has only been seen at lower energies, which
is not reproduced by our model. The extra strength
observed at lower energies could be explained by the
contamination of the anti-analog dipole mode in the
reaction. The AAD strength is predicted in the figure
2 and has a broad distribution between 20 and 30 MeV.
Concerning the SD 2− strength, our model predicts
that the strength is split between two main peaks at
17.5 and 25 MeV respectively, whereas the experience
has observed a continuous distribution of the strength
around 22.5 MeV.
Looking at the total spin-dipole strength, which was the
one observed directly in the experiment, the location
and intensity of the strength is reasonably reproduced
until 20 MeV, but a part of the strength, as explained
before, has not been observed between 21 to 32.5 MeV.

The predicted strengths are however in agreement
with the expected sum rules given in the table 1 with
a maximum overestimation of 4%.

Ô B(Ô)− B(Ô)+ Sum Rule Expected
AAD 348.80 7.16 341.64 328.32
SD 0− 140.30 26.58 113.71 109.44
SD 1− 386.40 45.00 341.40 328.32
SD 2− 601.95 32.56 569.40 547.20

Table 1: Total strength and sum rules values obtained
from pnQRPA calculations in fm2. Expected sum rules
values are calculated from equations (16) and (17) with
⟨r⟩P = 5.408681 fm and ⟨r⟩N = 5.472931 fm obtained
from HFB calculations.

Conclusion & Outlook

We have presented here a fully self-consistent pnQRPA
calculation of four of the six operators needed to de-
scribe first-forbidden beta decays. The obtained results
are in reasonable agreement with experimental data.
With those operators, together with the pseudoscalar-
axial vector and the tensor-polar vector ones it will be
possible to calculate more accurately half-lives of nu-
clei that are predominantly decaying through forbid-
den transitions and it will be possible to calculate an-
tineutrino spectra shape factor, a work that is currently
ongoing.
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Abstract — The nuclear matter equation of state is relatively well constrained at sub-saturation densities thanks
to the knowledge from nuclear physics. However, studying its behavior at supra-saturation densities is a challenging
task. Fortunately, the extraordinary progress recently made in observations of neutron stars and neutron star
mergers has provided us with unique opportunities to unfold the properties of dense matter. Under the assumption
that nucleons are the only constituents of neutron star cores, we perform a Bayesian inference using the so-called
meta-modeling technique with a nuclear-physics-informed prior. The latest information from the GW170817 event
by the LIGO-Virgo Collaboration (LVC) and from the radius measurement of the heaviest known neutron star
PSR J0740+6620 by the Neutron Star Interior Composition Explorer (NICER) telescope and X-ray Multi-Mirror
(XMM-Newton) are taken into account as likelihoods in the analysis. The impacts of different constraints on the
equation of state as well as on the predictions of neutron star properties are discussed. The obtained posterior
reveals that all the current observations are fully compatible with the nucleonic hypothesis. Strong disagree-
ments between our results with future data can be identified as a signal for the existence of exotic degrees of freedom.

Introduction

The knowledge of equation of state (EoS) at several
times the nuclear saturation density (ρsat = 2.8× 1014

g cm−3) is not yet accessible in terrestrial laborato-
ries. Nonetheless, these densities can be explored in
neutron star (NS) cores [1]. Together with the growth
of multi-messenger astronomy, over the last few years,
we have witnessed several breakthroughs in NS obser-
vations. For instance, astrophysicists are able to deter-
mine heavy pulsar masses with high precision via radio
timing, e.g. PSR J0348+0432 (M = 2.01±0.04M⊙) [2]
and PSR J0740+6620 (M = 2.08± 0.07M⊙) [3], where
M⊙ is solar mass. Moreover, in August 2017, gravi-
tational waves from the merger of a binary NS system
(GW170817) were detected by LVC, delivering the very
first information about the tidal deformability of NS
[4, 5, 6]. Additionally, the development of X-ray timing
telescope brings us information about the joint mass-
radius distributions of the millisecond pulsars PSR
J0030+0451 (NICER data) [7, 8] and PSR J0740+6620
(NICER+XMM-Newton data) [9, 10]. Due to the one-
to-one correspondence between the EoS and NS static
observables [11], these measurements together with the
upcoming data [12] can be transformed into valuable
information on matter at extreme conditions that can-
not be reproduced on Earth. Thus, they are expected
to be very promising tools to uncover the open ques-
tions about dense matter, such as whether or not exotic
degrees of freedom exist in the cores of NS [13].

In this work, we assume that the only baryonic con-

stituents of NS cores are nucleons, which are in weak
equilibrium with electrons and muons. Under this hy-
pothesis, the energy functional is described using the
so-called meta-modeling technique [14, 15]. With the
metamodel, the nuclear matter energy can be charac-
terized by empirical parameters through a simple pa-
rameterization. In our Bayesian inference, the range
of these parameters in the prior distribution is chosen
such that they are compatible with the current nuclear
physics knowledge [14, 15, 16, 17, 18], hence the name
nuclear-physics-informed prior. This analysis can be
considered as a way of transforming information from
nuclear physics experiments and calculations as well as
from astrophysical observations into empirical param-
eters in order to guide the elaboration of phenomeno-
logical and microscopic nuclear models. Additionally,
it can be used as a null hypothesis to search for exotic
degrees of freedom.

In the next section, we briefly recall the formalism
described in Ref. [18]. Then, we discuss the posterior
results from the Bayesian analysis. Finally, we present
our conclusions. The main results of this study are
published in Ref. [18].

Method

Meta-modeling technique

The meta-modeling for the EoS, proposed in Mar-
gueron et al. (2018) [14], is inspired from the Taylor
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expansion around the saturation density nsat of nuclear
matter energy. It was shown in Ref. [14] that any nu-
cleonic EoS can be reproduced satisfactorily by trun-
cating the series expansion at the fourth order. The
energy per nucleon at density n = nn + np and asym-
metry δ = (nn − np)/n, therefore, can be written as

e(n, δ) ≈
4∑

m=0

1

m!

(
dmesat
dxm

∣∣∣∣
x=0

+
dmesym
dxm

∣∣∣∣
x=0

δ2
)
xm,

(1)
where nn, np are the neutron and proton densities,
x = (n − nsat)/(3nsat), esat is the energy per nucleon
of symmetric matter, and esym is called the symmetry
energy, which is the difference between the energy per
baryon of pure neutron matter and that of symmetric
matter. In addition, the energy functional also includes
the isoscalar effective mass and effective mass splitting
in the kinetic energy and a parameter governing the en-
ergy functional at the zero-density limit. Thus, in total,
the bulk energy is characterized by 13 parameters. To
describe NS crusts, we complement these bulk param-
eters with 5 surface and curvature parameters within a
compressible liquid drop model [17]. For each set of uni-
form matter parameters, these surface and curvature
parameters are obtained by the optimal fit to the ex-
perimental Atomic Mass Evaluation 2016 (AME2016)
nuclear mass table [19].

Statistical analysis

Here, we recall the main points in the Bayesian analysis
performed in Ref. [18].

According to the Bayes’ theorem, the posterior prob-
ability of the bulk parameter set X at given constraints
c can be written as:

P (X|c) = NP (X)
∏
k

P (ck|X), (2)

with N being a normalization factor. P (X) and
P (ck|X) are called prior and likelihood, respectively.
The constraints implemented in this work take into
account both information at low density from nuclear
mass measurements in the AME2016 mass table [19]
and many-body perturbation theory (MBPT) calcula-
tions [20] and at high density from astrophysical obser-
vations [2, 6, 8, 10].

Considering an observable Y , the posterior distribu-
tion of Y can be calculated as

P (Y |c) =
N∏
k=1

∫ Xmax
k

Xmin
k

dXk P (X|c)δ (Y − Y (X)) . (3)

In Equation 3, N = 13 is the number of bulk pa-
rameters, Xmin(max)

k is the parameter minimum (maxi-
mum) value chosen based on the current nuclear physics
knowledge [14, 16], and Y (X) is the value obtained with
the parameter set X of the observable Y .

With the aim of studying the effects of different
constraints on the nuclear-physics-informed prior, we

present our results in four distributions as follows:

1. Prior: Models in the prior distribution are compat-
ible with nuclear physics and represent the most
general predictions within the nucleonic hypoth-
esis. The weight of each parameter set X is de-
termined by the quality of the optimization of the
surface and curvature parameters to fit the nuclear
masses in the AME2016 table [19].

2. LD: The information from ab-initio calculation is
included. Particularly, models are selected by a
pass-band filter which is the chiral EFT calculation
for the energy per nucleon of symmetric matter
and pure neutron matter in Ref. [20]. The filter is
applied in the density interval [0.02, 0.2] fm−3.

3. HD+LVC: In this distribution, models are required
to satisfy the following criteria: causality, ther-
modynamic stability, and non-negative symmetry
energy at all densities. Then, the weight of each
parameter set X is evaluated using two measure-
ments: (1) mass measurement of PSR J0348+0432
[2], which is interpreted as a cumulative Gaussian
distribution function with mean value µ = 2.01
and standard deviation σ = 0.04, in the unit of
M⊙. This condition is used on the maximum NS
mass obtained for each EoS; (2) joint distribution
of tidal deformability and mass ratio inferred from
the GW170817 by LVC as in Refs. [6, 21].

4. All: This includes the constraints mentioned above
together with the likelihoods from the two mass-
radius measurements from Refs. [8, 10]. This sepa-
ration allows us to identify the effect from the new
radius measurement of PSR J0740+6620 [10].

The model rejection (or acceptance) rate depends on
the filter implemented. In each figure shown in the fol-
lowing section, similar statistics are used in the four
distributions to make sure that the difference among
them originate from the physical constraints. More-
over, the chosen statistics is checked to be sufficient so
that convergence can be reached.

Results and Discussions

NS crustal and global properties
As we have shown in Ref. [18], the ab-initio nuclear
physics calculation and the astrophysical data have dis-
tinct impacts on NS properties. To be more specific, the
tightness of these constraints depends upon whether
the crustal or global properties are considered.

For the crustal properties, Figure 1 displays the
68% confidence intervals (CI) of the NS crust thickness
Rcrust as a function of NS massM in the prior and three
posterior distributions. By construction, this quantity
has a direct correlation to the location of the crust-core
transition. In Ref. [18], it was shown that the chiral
EFT calculation strictly constrains both the crust-core
transition density, nCC , and pressure, PCC , while the
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Figure 1: 68% confidence intervals of crustal thickness
Rcrust as a function of NS mass M in the four distri-
butions: Prior (gray), HD+LVC (yellow), LD (green),
and All (blue).
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Figure 2: Joint probability density plots of NS di-
mensionless tidal deformability Λ and NS radius R at
M = 1.4M⊙ in the four distributions: Prior (panel a),
LD (panel b), HD+LVC (panel c), and All (panel d).

astrophysical observations only disfavor very high PCC .
Therefore, we expect that the results of Rcrust should
reflect very similar effects. Indeed, as it can be seen
in Figure 1, the 68% CI band in the “LD” distribu-
tion (green) is evidently thinner than the one in the
“Prior” distribution (gray). On the other hand, in the
“HD+LVC” distribution (yellow), only the upper limit
of Rcrust is impacted. As it was already pointed out in
Ref. [18], these models which result in high Rcrust, or
equivalently high PCC , are associated to the violation
of at least one of the following requirements: causality,
thermodynamics stability, and non-negative symmetry
energy. Accordingly, we can safely deduce that the con-
straints from GW170817 and the mass measurement of
the heavy pulsar PSR J0348+0432 have negligible im-
pacts on the crustal observables. When all the filters
are combined together with the two NICER measure-
ments (blue), we obtain a narrow band for the crust
thickness, in which the effect from the chiral EFT cal-
culation is dominant. The final relative uncertainties in
the “All” distribution is up to ∼ 10%. The study of NS
crustal properties is important because of the crust role
in explaining pulsar phenomena, such as the “glitches”
[22]. Thus, further constraints in the low-density region
is of great relevance.

For the global properties, we plot in Figure 2 the
joint distributions of NS dimensionless tidal deforma-
bility and radius at the canonical mass M = 1.4M⊙,
Λ1.4 and R1.4. In each panel, on the axes we display the
marginalized probability density distributions of Λ1.4

and R1.4, while the plot in the center shows the corre-
lation between them. From panel b, it is clear that the
chiral EFT calculation constrains only slightly the up-
per limits of these two quantities. In addition, the cor-
relation between R1.4 and Λ1.4 is enhanced in this case.
In the “HD+LVC” distribution (panel c), the uncer-
tainties in both R1.4 and Λ1.4 are significantly reduced.
Specifically, the constraint from the GW170817 event
prefers soft EoS, hence lowering the upper limit of Λ1.4

and R1.4. Contrarily, the NS mass measurement favors
stiff EoS. Consequently, models resulting in very low
Λ1.4 and R1.4 are eliminated. The combination of these
two effects in the “HD+LVC” distribution, therefore,
leads to narrow radius and tidal deformability distri-
butions. Finally, when all constraints are put together
(panel d), the correlation between the two quantities
becomes even more well-defined, while the uncertainties
remain roughly the same as in case of the “HD+LVC”
distribution. This indicates that even for global prop-
erties of NS the results are insensitive to the constraints
from the NICER mass-radius measurements. We will
discuss this point more thoroughly in the next section.
Concerning the correlation, in Ref. [18], we found the
Pearson correlation coefficient between R1.4 and Λ1.4

to be 0.97, which is almost a perfect positive linear re-
lationship. This linear correlation is also discussed in
several works in literature [23, 24, 25, 26].
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Comparison with NS observations from
NICER and LVC

The validity of the nucleonic hypothesis can be checked
by confronting the marginalized posteriors resulted
from our Bayesian analysis with recent astrophysical
observations.
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Figure 3: Probability density distributions of NS radii
in the four distributions: Prior (black dotted lines),
HD+LVC (orange dash-dotted lines), LD (green dashed
lines), and All (blue solid lines). Panel a: M =
1.44M⊙. The violet shaded rectangle shows radius
measurement at 68% confidence interval of the pul-
sar PSR J0030+0451 by [8]. Panel b: M = 2.08M⊙.
The violet shaded rectangle shows the radius measure-
ment at 68% confidence interval of the pulsar PSR
J0740+6620 by [10].

Figure 3 displays the probability density distribu-
tions of NS radii at M = 1.44M⊙ and M = 2.08M⊙,
which are respectively the masses (at median values)
of pulsars PSR J0030+0451 [8] and PSR J0740+6620
[10]. Considering the first case (panel a), we can see
that the “HD+LVC” distribution (dash-dotted orange
line) is noticeably narrower than the “LD” distribution
(dashed green line). This is similar to what we have dis-
cussed in Figure 2. As a result, the “All” distribution
(blue solid line) is chiefly constrained by the NS mass
and tidal deformability measurements from Refs. [2, 6].
On the other hand, in panel b, we do not observe note-
worthy difference among the four distributions. This is
because in this case all EoSs are required to be hard
enough to support the mass 2.08M⊙. Consequently,
the lower limits of R2.08 in all distributions are strongly
restricted as very soft EoSs are filtered out. Further-
more, this condition makes the requirement for the
maximum NS mass in the “HD+LVC” distribution re-
dundant. Therefore, the deviation between the “Prior”
and the “HD+LVC” distributions appears mainly due
to the constraint from GW170817 by LVC. Although
the effects of the ab-initio nuclear physics calculation
and the tidal deformability measurement on the up-
per limits of R2.08 look similar (see the green dashed
line and dash-dotted orange line in panel b), these two
constraints dominate very different regions in NS prop-
erties. Particularly, the former governs the crust thick-
ness, whereas the latter determines the global radius,
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Figure 4: Probability density distributions of pressure
in the four distributions at densities ρ = ρsat/2 (panel
a), ρ = ρsat (panel b), ρ = 3ρsat (panel c), and ρ =
4ρsat (panel d). The violet shaded rectangles display
the corresponding pressure at 90% confidence interval
inferred from the GW170817 event by Abbott et al.
2018 [5].

as we have already seen in Figures 1 and 2.
In both cases, our posterior distributions are in ex-

cellent agreement with the mass-radius measurements
from Refs. [8, 10] (violet shaded rectangles). Here,
the two referred results are presented at 68% CI. From
the compatibility between our predictions and NICER
measurements, we can infer that these dense matter
observations can still be accounted for by the nucleonic
EoS. Similar conclusions were made in Refs. [27, 28],
where the authors computed the Bayes factors and
found that the hadronic composition is favoured over
the strong phase transition to quark matter. However,
notice that this does not eliminate the possibility of
having exotic degrees of freedom. In order to have a
conclusive establishment in this regard, we need more
stringent measurements.

In Figure 4, we plot the probability density distribu-
tions of pressure at four chosen densities: ρ = ρsat/2
(panel a), ρ = ρsat (panel b), ρ = 3ρsat (panel c), and
ρ = 4ρsat (panel d). As it is mentioned in the previ-
ous section, the prior distribution in our Bayesian anal-
ysis is generated in consistency with nuclear physics
experiments and theory [14]. The prior marginalized
distributions for pressure in Figure 4 are presented by
black dotted lines. It is clear from the figure that our
“Prior” distributions encompass the 90% CI inferred
from GW170817 by LVC [5] (violet shaded rectangles).
At low densities (panels a and b), the pressure is pri-
marily constrained by the chiral EFT calculation (green
dashed lines). On the contrary, at high densities, the
pressure is mostly impacted by the constraints in the
“HD+LVC” distributions (dash-dotted orange lines).
These results show that the low-density part of the EoS
is mainly influenced by nuclear physics inputs, whereas
the high-density region is significantly constrained by
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astrophysical data. By comparison with the posterior
pressure obtained from LVC [5], we can conclude our
final distributions (blue solid lines) are consistent with
their results.

Last but not least, the similarity between the
“HD+LVC” and “All” distributions also implies that the
two NICER measurements does not have stringent im-
pacts on the EoS and NS properties. This is due to the
fact that the uncertainties from these measurements re-
mains sizable. Additionally, these radius measurements
almost entirely overlap our prior distributions (see Fig-
ure 1). These are the two factors for which the NICER
measurements are not constraining.

Conclusion

To summarize, we have studied the impacts of different
constraints from nuclear physics as well as astrophys-
ical data on NS properties and nuclear matter EoS.
Under the assumption that NS cores only consist of
nucleons, we have carried out a Bayesian analysis using
the meta-modeling technique with a nuclear-physics-
informed prior. We have found that information from
nuclear physics calculation tightly constrains the low-
density parts of the EoS, hence controlling the crustal
properties. Conversely, the high-density regions of the
EoS, and therefore the global properties of NS, are
more constrained by astrophysical data. Finally, we
have shown that our results agree very well with both
data from LVC and NICER. As a result, the nucleonic
hypothesis cannot be ruled out.
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Development of enriched gadolinium targets for
the measurement of cross sections of radioactive
terbium production for medical applications
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Abstract — short-lived radioisotopes of Terbium family show great prospects in theranostics nuclear medicine.
Nevertheless, its application is limited due to its insufficient production and high cost. To increase its availability,
the scheme of producing Tb from Gd-enriched targets induced by light particles is considered in this work.
Ni/Gd2O3 composite targets have been developed via the electrochemical co-deposition method.Uniform targets
were manufactured with a thin thickness (10-20 µm) and a sufficient Gd content (up to 2.64 mg) for cross section
measurement.Targets made by natural Gd2O3 were irradiated at GIP ARRONAX with deuteron beams (10 -
30 MeV). Cross section values measured through the stacked foils technique show a great consistency with the
reference values in literature, which confirms the possibility of using enriched Gadolinium in the next step of work.

Introduction

Nuclear medicine is a branch of medicine that uses ra-
dionuclides or radiopharmaceuticals to diagnose and
treat cancer cells, has been developed for decades. In
recent years, a new paradigm called theranostics has
emerged. It consists of coupling a given vector with
different isotopes (one for imaging, another one for
treatment purpose) to personalize radiopharmaceuti-
cal treatment and to monitor the early results of the
treatment [1-3].

Ideally, theranostics should use radionuclides from
the same chemical element to keep the same chemical
properties. Isotopes from Terbium family meet this ex-
pectation [4-7]: 149Tb can be used for alpha therapy,
152Tb as a positron emitter can be used for positron
emission tomography (PET), 155Tb can be used for
single photon emission tomography (SPECT) and for
Auger therapy and finally 161Tb can be used for beta
therapy. 155Tb can be used for both diagnosis and
treatment and is a good example of theranoistics ele-
ment[5]. At present, except for 161Tb, the production of
other radionuclides is mainly done through high-energy
spallation reaction followed by a mass separation pro-
cess [7]. Due to the low separation efficiency (1%) [7]
and equipment scarcity, the production has a low pro-
duction yield and high cost. Limited by its insufficient
production, the application of Terbium is still a chal-
lenge.

This work proposes an alternative to use the en-
riched Gadolinium targets to increase the availability
of Terbium according to the following reactions: 154Gd
(p,6n) 149Tb [8], 152Gd (p,n) 152Tb [9] and 155Gd (d,2n)
155Tb [9].The energy of these light particle-induced re-
actions is relatively low (10 – 30 MeV), which is feasible
for many biomedical accelerators. Moreover, impurity

problems can be avoid by limiting the energy to a cer-
tain range.To estimate the production yield, cross sec-
tions of these reactions must be measured at the first
time.

The objective of this work is to develop high qual-
ity and thin thickness ( < 20 µm) targets containing
gadolinium oxide, Gd2O3, and to measure the produc-
tion cross sections of Tb from these targets. Gd2O3

has been selected in this experiment because the en-
riched 155Gd is available easily in this form. Due to the
high cost of enriched gadolinium, natural gadolinium
was first chosen to achieve the proof of concept of our
strategy.

Target preparation

To measure production cross sections of nuclear reac-
tions as a funciton of energy, the thickness of the tar-
gets should be limited to 20 µm to limit energy spread
in thin target. Electrodeposition is a simple and ef-
ficient method of making thin nuclear targets. How-
ever, due to low reduction potential of Gd3+/Gd (E =
-2.28 V/SHE in acid solution [10]), good adherence Gd
deposits in aqueous solutions are unattainable under
hydrogen evolution reaction.

The electrochemical co-deposition method was there-
fore used in this work to mechanically embed gadolin-
ium particles in a Ni matrix. Working in a Gd2O3-Ni
electrolyte mixed bath, the principle of this method is
to physically trap the insoluble Gd2O3 to the grow-
ing deposited Ni layer. Nickel has been selected be-
cause of it is well studied electroplating properties and
it can be done in basic conditions where Gd2O3 stays
insoluble. Inspired by the conception of SKITAL PM.
et al [11], the Ni electrolyte was prepared as: 0.5
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mol/L (NH4)2SO4 + 0.5 mol/L NH4Cl + 0.14 mol/L
NiSO4·6H2O + 1 mol/L NH3. The pH of the solution
was adjusted by NaOH to fixe it at 9.8. Schematic dia-
gram of experimental device used in our work is shown
in Figure 1. Applied potential of expriment was -1.2
V/NHE, stirring speed was 300 rpm. For each target,
6.5 g of Gd2O3 was added at the beginning of the de-
position.

Figure 1: Schematic diagram of cell structure and elec-
trodes positions used in our experiments: The cell con-
tains 35 mL electrolyte solution. WE refers to the
working electrode, AE to the auxiliary electrode, RE
to the reference electrode. During the process, a mag-
netic stirring, a sealing film and a stainless steel plate
are also used. Suspended Gd2O3 particles (black dots)
were evenly distributed in the electrolyte thanks to the
stirring. The schematic diagram is not drawn according
to the actual scale.

Six composite Ni/Gd2O3 targets was deposited on
gold foil of thickness equal to 50 µm. The thickness
of these deposits were ranging from 13 to 18 µm for
60 min when 60 min duration of deposition was used
and 3 µm when only 10 min duration of deposition was
used. Morphology analysis ferformed by scanning elec-
tron microscope (SEM) shows a uniform distribution of
Gd2O3 on the surface of the deposit (Figure 2).

These targets were irradiated for cross section mea-
surements. After irradiation, targets were dissolved in
10 mL of 12 mol/L HCl for 4 hrs at room tempera-
ture. For each target, the dissolved solution was used
for the activity measurement (section 3.1) and chem-
ical composition analysis. The chemical composition
was analyzed by Inductively Coupled Plasma - Atomic
Emission Spectroscopy (ICP-AES). 0.4 to 2.64 mg Gd
was trapped in deposits according to ICP-AES results
depending on achieved Gd2O3 thickness.

Figure 2: Microscopic images of surface morphology of
the deposits.

Cross section measurements

Irradiation condition
The irradiation process was carried out at the AR-
RONAX cyclotron. The cyclotron can accelerate
both positive ions

(
HH+,He++

)
and negative ions

(H−,D−)with an energy up to 70 MeV for protons
and alpha particles and an energy up to 34MeV for
deuterons. The Stackedfoil technique [12] was used
in this experiment to measure the cross section. This
technique allows measuring several cross sections val-
ues at different energies simultaneously by using sev-
eral thin foils. The stack assembly was composed of
by Ni/Gd2O3 targets titanium and nickel foils as mon-
itors and aluminum foils as degraders. Four irradia-
tion experiments was performed for these 6 targets,
the schematic diagram of one experiment (for target
4 and target 6) is illustrated in Figure 3. Foils were
placed in air 6 cm from the end of the beam window
made of 50µm thick Kapton foil. Targets were irradi-
ated by deuterons with an energy range from 8MeV to
30MeV for 60 min. The choice of energies is based on
a theoretical study of the natGd (n,x) 155Tb reaction.
The precise value of energy determined in the middle
of each foil was obtained using the SRIM software [13],
assuming that the target was composed uniformly by
Gd,O and Ni, and its density was determined according
to ICP-AES analysis results. The energy uncertainty
is considered as the sum of beam energy uncertainty
(±0.25MeV) and energy straggling.

Determination of activities
An HPGe semiconductor detector was used to detect
γ rays of 155 Tb and 160 Tb produced by targets, 48 V
produced by titanium monitors and 58( m)Co produced
by nickel monitors. Decay data of these radionuclides
are presented in Table 1. As indicated in Table 1 ,
among the different gamma ray emitted by 155 Tb we
have chosen to follow the 180.08keV gamma line. This
gamma line is close to that emitted by 198 mAu

(
T1/2 =
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Figure 3: Schematic diagram of the stack composition
used for the experiment where we irradiated target n◦4
and n◦6. The size and thickness of the foils arenet
drawn according to the actual scale.

2.272 d,E = 180.31keV, Iγ = 0.04% ) produced by
the gold substrate. This is the reason why the tar-
get should be dissolved after irradiation to separate
the deposit and the gold substrate. For the detection
of 155 Tb, 5 mL of dissolved liquid sample was mea-
sured 2 days after EOB at contact ant at 19 cm from
the detector. For the detection of 160 Tb, the same
sample Was measured 2 months after EOB at con-
tact with the detector. Concerning monitors, solid ti-
tanium monitor foils were measured by the same de-
tector 21 days after EOB [16] to allow the full de-
cay of 48Sc ( T1/2 = 43.67 h,E = 983.526keV, Iγ =
100.1% ) and avoid interferences with 48V decay. Sim-
ilarly, solid nickel monitor foils Jwere measured 2
months after EOB [17] to avoid interferences of 56Ni(
T1/2 = 6.075 d,E = 811.85keV, Iγ = 86.0%

)
with our

monitor reaction. The distance between the solid sam-
ple and the detector was 19 cm. Liquid samples were
counted for 8 hrs

(
155 Tb

)
or 48 hrs

(
160 Tb

)
while

monitor foil were counted for 24 hrs. The dead time
for counting was always below 5%. The Fitzpeak soft-
ware [18] has been used to determine the EOB activity.
Energy and efficiency calibrations were carried out with
a multi-gamma liquid source and a 152Eu sealed source
in the same geometry as the irradiated samples.

Table 1 Decay data of detected radionuclides.
Radionuclide Half-life (d) Eγ (keV) Iγ (%)

155 Tb 5.32(6) 180.08 7.5(4)
298.5783(17) 26.1(6)

160 Tb 72.3(2) 879.378(2) 30.1(6)
966.166(2) 25.1(5)

48 V 15.9735(25) 983.525 99.98(4)
58( m) Co 70.86(6) 810.7593(20) 99.450

Cross section calculation

Since the Gd2O3 particles are uniformly distributed in
the composite targets, the produced cross sections at
energy E, σ(E)(mb), can be calculated according to Eq.

(1):

σ(E) =
Act(E) · S

ϕ ·N · (1− e−λt)
Where Act(E) (Bq) is the activity of production ra-
dionuclide at energy E, S (mb) is deposit surface, ϕ
(particles s−1) is the projectile flux of the target, N
is the number of Gd atoms, λ (s−1) is the decay con-
stant of production radionuclide and finally t is the ir-
radiation time. The surface was obtained by counting
pixel values after scanning the deposit. The Gd atomic
number was calculated according to ICP-AES results
obtained for each sample.

The projectile flux ϕ of the target was calculated by
the flux of monitors. For Titanium or Nickel moni-
tors, using Eq (1) the projectile flux ϕ′ of monitor foils
can be determined by using the cross section σ′(E′) of
the reaction natTi (d,x) 48V or the reaction natNi (d,x)
58(m)Co respectively. The monitor atomic number N ′

was obtained by their mass, their atomic mass and the
Avogadro constant. The average value of monitors flux
ϕ′′ was then determined as the mean flux value calcu-
lated from the two monitor reactions. Since monitor
foils have the same area as targets and are located just
behind the target foils, ϕ′′ is considered equal to ϕ. It
can be deduced Eq. (2).
σ(E) = Act(E)·S

ϕ′′·N ·(1−e−λt)

Since all parameters in Eq. (2) are independent, es-
timation of cross section uncertainties is based on com-
bined standard uncertainty, as the positive square root
of the summation of squares of each parameter (Eq.(3)).

∆σ(E)

σ(E)
=

√(
∆Act(E)

Act(E)

)2

+

(
∆ϕ′′(E)

ϕ′′(E)

)2

+

(
∆S

S

)2

+

(
∆N(E)

N(E)

)2

measured cross section values

The Gd content in each target, their projectile energy
and the cross section values of produced 155 Tb and
160 Tb arelisted in Table 2 . For target n◦2, the de-
position time was only 10 min, while for other targets
the deposition time was 60 min. This is the reason why
target n◦2 only contains 0.39mg Gd while other targets
contain 1.84−2.64mg Gd. However, the cross section of
155 Tb and 160 Tb produced from target n◦2 were suc-
cessfully measured, and the uncertainty values are still
acceptable (16.92% for 155 Tb and 16.89% for 160 Tb ).
This indicates that using the method presented in this
work, the reaction cross section values can be efficiently
obtained even with a small Gd content. This gives us
the possibility to adapt the Gd2O3 loading of the elec-
trolyte, which is beneficial for future work on enriched
155Gd2O3 from the point of view of cost-saving.

Table 2 Targets information and cross section values
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N◦ Gd mass (mg) Energy (MeV) σ 155Tb σ 160Tb
1 2.64 10.35± 0.58 20.11± 2.11 120.78± 24.09
2 0.39 13.23± 0.46 87.79± 14.86 120.44± 20.35
3 2.55 19.52± 0.55 193.89± 19.55 28.19± 6.05
4 2.30 19.78± 0.30 335.65± 84.84 54.88± 5.82
5 1.84 23.90± 0.49 329.41± 30.21 28.79± 3.60
6 2.50 29.53± 0.32 306.84± 31.17 14.73± 3.22

The comparison of measured 155Tb cross section val-
ues and existing data in publications [19][20][21] is
shown in Figure 4. Most of the measurement results
are consistent with the existing data, and the error val-
ues are also similar, except for target n◦ 4. For target
n◦ 4, the measurement result value is too large and so
does the uncertainty value. This can be due to the fact
that this target is the only one that was counted at 19
cm. Due to the long distance from the detector, the
statistical data is insufficient.

Figure 4: nat Gd(d, x)155Tb cross section

Figure 5 shows the comparison of measured
160Tb cross section values and the existing data of
C.Duchemin[19] and F.Tarkanyi[21]. Our measured
values and uncertainties are closer to the results of
C.Duchemin.

Figure 5: natGd(d, x)160Tb cross section

Conclusions

In this study, thin Ni/Gd2O3 composite targets have
been developed by the electrochemical method. The Gd
content in the target can reach up to 2.6mg in our elec-
troplating conditions. Using these targets, cross sec-
tions of 155Tb and 160Tb were measured using natGd
to validate the whole process for cross section measure-
ments. Most of the measured values are consistent with
data from the literature. On the one hand, this work
has completed the existing work of the measurement of
natGd(d, x)155Tb and natGd(d, x)160Tb. On the other
hand, this work confirms the feasibility of cross section
measurement through composite targets and indicates
the possibility to produce enriched gadolinium targets
for the cross section measurements. In addition, this
work also opens the possibility to use this technique for
thin target preparation for cross section measurements
when electroplating is difficult.
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Development of laser ionization technique
coupled with mass separation for environmental
and medical applications: Copper as a case
study
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Abstract — A new mass separator called SMILES (Sèparation en Masse couplée à l’Ionisation Laser pour
des applications Environnementales et en Santé) is being developed in SUBATECH laboratory in order to
quantify, purify and separate isotopes not only for environmental but also for medical purposes. Copper is among
the isotopes of interest as its isotopic composition allows to evaluate the anthropogenic source of pollution in
environment. Besides, 64Cu and 67Cu are emerging as potential diagnostic and therapeutic tools in nuclear
medicine. Resonance Ionization Mass Spectrometry (RIMS) is based on resonance laser matter interaction
where resonant excitation and subsequent ionization of atoms is done using tunable lasers that is followed by a
conventional spectrometry. SIMION software is used to study the ion trajectories in electromagnetic fields and to
optimize mass separator parameters. RISIKO mass separator (University of Mainz, Germany) that uses dipole
magnets for mass separation and Time of flight (TOF) analyser were simulated for copper ions separation, which
will aide in the configuration of SMILES set up.

Introduction

A variety of laser based applications has been devel-
oped in different fields of science ever since its inven-
tion in 1960s. Among them is the mass spectroscopy. A
wavelength tunable laser radiation can selectivity excite
quantum transitions in atoms and molecules. A ma-
jority of laser spectroscopy methods are based on this
resonance laser matter interaction [1] often referred as
RIMS. Laser resonance ionization is selective accord-
ing to number of charge Z even for chemically similar
element like lanthanides or actinides, while the appli-
cation of an electromagnetic field ensures the separa-
tion of the isotopes according to their number of mass
A. This combination allows to isolate isotope with a
high precision avoiding its isobars. Presently the areas
of applications of mass spectrometry is diverse such
as medicine, biology, pharmacology, industrial chem-
istry, food processing industry, nuclear science, envi-
ronment, geology etc [2]. In SUBATECH and in GIP
ARRONAX (Nantes), the SMILES mass separator will
be used in the purification of rare isotopes, analytical
measurements of radiotoxic isotopes, production of ra-
dioisotopes for medical purposes, etc. Since SMILES
is in its initial stage, all possibilities are considered to
achieve the mass separation. The main components
that are involved in SMILES project include ionization
system, beam focusing system and mass separator. The
ionization can be achieved using hot cavity or laser des-
orption ionization method. The ions are then focused
using a set of beam focusing lenses and deflectors. Fi-

nally, the mass separation can be achieved either by
using an electromagnet or a time of flight mass sepa-
rator (TOF MS). Simulations were made in SIMION
software to study the ion trajectories and to optimize
different parameters [3][4].

Key components of SMILES set up

The first key component is the laser ion source, which
has very high ionization efficiency, it can be associated
to a hot cavity source or a laser desorption source. In
hot cavity ion source, the elements are excited/ vapor-
ized by providing heat and then the free atoms are
ionized using suitable laser, whereas in laser desorp-
tion ionization method, both vaporization and ioniza-
tion are achieved using lasers. The laser system needs
to be able to adapt to diverse requirement of differ-
ent experiments such as element selectivity, ionization
rate, spectral resolutions, etc. To ionize an element
with laser, first we need to understand its excitation
spectrum and ionization scheme, which are unique for
each element. Precisely tuned laser are absorbed by
the atoms of interest and are resonantly excited to un-
dergo optical transitions. Then at final transition step,
ionization of atoms occur. It can be based on non res-
onant ionization, a transition to auto ionizing state,
or ionization via population of Rydberg states close to
ionization potential (IP) [5].

The second key component is the mass separator.
Electromagnets can be used to separate the mass as
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well as to analyse it. A magnetic field is applied that
separates the isotopes according to their mass. The
applied magnetic field is proportional to

√
m and re-

lated by equating the Lorentz force and the force due
to acceleration, B (gauss) =

√
2mE/qR; where, m =

mass of ion (kg), E = energy of ion (J), q = charge of
ion (C), R = radium of curvature (m). The radius of
curvature at which an ion bends under the magnetic
field depends on the field applied and it increases with
increasing mass. Thus, the mass are separated and can
be selected using a slit and collected using a Faraday
cup or a collection chamber. TOF mass spectrometry
is another way of separating mass based on m/q ratio
by time of flight. The linear time of flight of an ion is
proportional to its

√
m/q ratio and it is given by the

formula; t =
√
(m/q)(1/2ES)(S +D); where t = time

of flight (s), m = mass of ion (kg), q = charge of ion (C),
E = electric field (N/C), S = acceleration region (m)
and D = field free region (m). In TOF analyzer, the
ions are accelerated by applying a potential difference
and travel through a field free region before it reaches
the detector.

SIMION software

SIMION is an ion optics simulation software that is
used to optimize electric and magnetic fields, calculate
particle trajectories for a defined geometry with elec-
trode potentials and initial particle conditions. The
software is programmable that allows its users to ex-
tend its applications in novel ways. The geometry of
each component can be simulated either directly or us-
ing a program in lua language which is directly em-
bedded in SIMION. Lua can also call for programs in
C/C++ or python. In SIMION each geometry is cre-
ated in 2D or 3D potential array (PA) and a PA can
contain up to billions of grid points. The size and po-
tential of each grid point can be altered according to
our needs. Small array solves in minutes whereas a
large array could take hours depending on its condi-
tions. PAs with different grid densities can be placed
in a single “workbench” that allows us to position, size
and orient them. This allows the simulation of larger
geometries that cannot fit in one PA. A grid point for

Figure 1: Ion confinement inside the source of RISIKO
(50 ions) blue: 63Cu and red: 65Cu

which potential is defined, is called an occupied or elec-
trode point. The potentials in the space between the
electrodes are determined by solving Lorentz equation,
F⃗ = qE⃗ + qv⃗ ∧ B⃗ where F⃗ (N) is the electromagnetic
force or the Lorentz force exerted on a charged particle
q (C) moving with velocity v⃗ (m/s) through an electric
field E⃗ (N/C) and magnetic field B⃗ (T). SIMION solves
the Lorentz equation using finite differential Laplace it-
eration method. This process is called “refining” of
PA. Ions are then flown within the workbench vol-
ume, their trajectories are calculated by Runge-Kutta
method. The results can be documented allowing us
to study kinetic energy dispersion, spatial distribution,
emission of ions, etc. Before proceeding with the simu-
lations, simple tests were made to understand mirror-
ing effects of geometry on the size of PA and the ef-
fects of superimposition of electric and magnetic fields
on the ion trajectory. Mirroring reduces the size of
PA significantly but it works best when the symmetri-
cal geometries having same potentials. While studying
the superimposition effects of different fields, it was ob-
served that the software recognizes only one PA when
2 different PAs containing only electric fields were su-
perimposed. It is because all electric field boundary
conditions has to be taken into account to Solve the
Lorentz equation but SIMION considers only the 1st
condition. However, it recognizes both the PAs when
electric and magnetic fields were superimposed.

Simulation studies

To better understand the parameters required for
SMILES configuration, the RISIKO mass separator sit-
uated in University of Mainz has been simulated. In
RISIKO, a hot cavity ion source is used in which a suit-
able laser beam is introduced to ionize the free atoms.
The ion source is basically a small cylindrical tube of
2.5 mm inside diameter and 35 mm long. For tran-
sitional degrees of freedom, the kinetic energy of ions
is given by, KE=3/2 kT; where, KE = average kinetic
energy (J), k = Boltzmanns constant (1.28E28 JK−1,
T = Temperature (K). Usually, the temperature of a
thermal source ranges from 2000 to 2400 K, so the ini-
tial kinetic energy of any ion is between 0.25 to 0.3 eV.
For simulation, both 63Cu and 65Cu ions are randomly
generated inside the source and about 65 to 85% of
them are lost inside the source itself (Figure 1). The
ions are then extracted into the system by the help of
an extraction electrode that has an inclination of 67.5°
at the beginning to accelerate the ions. The ions are
then focused by the beam focusing system that consists
of einzel lenses, deflectors and quadrupole lenses. The
focused beam is then passes through an electromagnet
where the mass separation occurs. The separated mass
is then detected with a detector that is placed perpen-
dicularly to the trajectory of the ion beam. For simu-
lation, the geometries were created in 4 different PAs
since the energy of ions at the exit of einzel lenses is
same as its energy when it enters the quadrupole lens.
This configuration allows to reduce the size of PA and
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Figure 2: Simulation of RISIKO mass separator (top) and simulation of Reflectron (bottom)

Figure 3: Number of 63Cu ions detected along the x-
axis

Figure 4: Number of 65Cu ions detected along the x-
axis

Figure 5: Linear TOF analyzer

Figure 6: 2-step voltage extraction TOF analyzer
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decrease time of simulation. The 4 PAs are namely (1)
source and einzel lenses, (2) quadrupole lenses, (3) mag-
netic sector and (4) detection system (Figure 2 top).

As mentioned earlier, TOF is another way to sepa-
rate mass. Any TOF analyzer consists of an acceler-
ating zone and a field free region. A linear TOF an-
alyzer (Figure 5) has two electrodes to accelerate the
ions where the second electrode and detector are main-
tained at zero potential. Linear TOF analyzer has two
main drawbacks: high spatial distribution of ions on
the detector and high kinetic energy dispersion. The
spatial distribution of the ions at the detector can be
improvised by introducing a second electrode in the ac-
celeration zone that has a lower potential than the first
electrode [6]. This type of analyzer is called as two step
voltage extraction TOF analyzer (Figure 6). For sim-
ulation, 100 65Cu ions with in 0.25 eV initial kinetic
energy were generated; the potentials of the accelera-
tion electrodes are 26 kV, 20 kV and 0 V respectively.
The Kinetic energy dispersion can be improved by us-
ing reflectron/ electrostatic mirrors (Figure 2 bottom).
These are series of grids having homogeneous electric
field that oppose the progression of ion. Ions having
same mass but different velocity travel through the
same distance. Depending on velocity, time travelled
by the ion inside the reflectron is different. So the ion
with smaller velocity enters the reflectron last but exits
first. Thus the order of ions changes at the exit. For
SMILES, such a TOF MS will be built. The reflec-
tron consists of 46 electrodes with potentials increasing
linearly from 0 to 1kV. A microchannel plate detector
is used to measure the TOF of ions.For simulation of
relectron, 3 PAs were created; 1) Source and Einzel
lens, 2) reflectron and 3) detector.

Results
In the simulation of RISIKO mass separator, 63Cu
(Figure 4) and 65Cu (Figure 4) have Gaussian distribu-
tion on the detector and they are separated by 12 mm
distance. This spacing enables us to separate/ collect
the mass of interest with no to minimum impurity of
the other. Most of the ions of both mass can be de-
tected with 1 mm on the detector. From the number
of ions that are detected, it can be inferred that only
15-20 % of them reaches the detector and the rest are
lost inside the system.

In case of TOF analyzer, 2-step voltage extraction
(Figure 6) reduces the spatial distribution of ions to
∼ 2 mm from 6 mm that is produced in linear TOF
(Figure 5) on the detector and the reflectron reduces
the kinetic energy dispersion of ions on the detector.
The TOF of 63Cu and 65Cu were recorded as 7.22E-06
s and 7.34E-06 s respectively, i.e, they are separated by
a delay of 120 ns between the two masses.

Conclusions
SIMION proves to be a useful tool to study ion trajec-
tories of different masses in electromagnetic field. The

software is very flexible and enables us to calculate tra-
jectories for a large range of mass number in various
potentials and geometries. All the simulated values of
SIMION are in accordance to the theoretical values. In
the simulation of RISIKO mass separator, the two Cu
masses are well separated at the focal point. And in
case of TOF, the two Cu masses are well time sepa-
rated thanks to 2-step voltage extraction that reduces
spatial distribution and the reflectron that reduces ki-
netic energy dispersion.
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Measurement of the 72Ge(p,γ)73As cross
section for the astrophysical p-process
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Abstract — In the framework of the so-called p-process, the final isotopic abundances of light p-nuclei are not well
understood because of the propagation of uncertainties in reaction cross sections. We proposed to measure the cross
section of the key reaction 72Ge(p,γ)73As using the activation method on a target enriched at 95%. The experi-
mental program was carried out at the 3MV Tandetron facility at the Horia Hulubei National Institute of Physics
and Nuclear Engineering. We measured a cross section of 1.59 +0.61-0.79 mb in accordance with a pre-existing
study realized by F. Naqvi & al. on the same reaction. We compared the determined cross section with the Talys
and the NON-SMOKER codes and the result is in good agreement with the theoretical models within the error bars.

Introduction

Astrophysical motivation
Most of the heavy nuclei in the Universe (Z > 26) were
formed in stars by nuclear reactions involving the cap-
ture of neutrons by fast r-process or slow s-process.
About 35 proton-rich nuclei from 74Se to 196Hg cannot
have been formed by these processes and imply the ex-
istence of another nucleosynthesis process which would
intervene in explosive stellar events, the p process [1].
The conditions for the production of these "p-nuclei"
are partially known, however they do not totally ex-
plain the observed abundances in the solar system. To
fully understand how p-nuclei are created, it is required
to modelite comprehensive reaction networks. They are
believed to be mainly produced by sequences of photo-
disintegrations involving the reactions (γ, n), (γ, p) and
(γ, α) of which it is essential to know the cross sections
for the calculation of reaction rates [2].
The energies of relevance for astrophysics are situated
in an interval called Gamow window, which corresponds
to low energies. In the case of p-process, the Gamow
window for proton reactions is located between 1 and
3.5 MeV.

Investigation reactions
Reaction rates are usually estimated by the Hauser-
Feschbach statistical model or using experimental cross
sections when available. In 2006, a sensitivity study re-
alized by W. Rapp & al [3], using Hauser-Feshbach cal-
culations, identified a list of reactions that were found
to have a significant impact on light p-nuclei final abon-
dances. It has been noticed that the proton capture
rate (p,γ) as well as the inverse reactions (γ,p) are
the most critical parameters in the calculations. The
aim of this work will be to investigate the reaction
72Ge(p,γ)73As which has a direct influence on the cre-
ation and the destruction of the lightest p-nucleus 74Se

through the sequence : 72Ge(p,γ)73As(p,γ)74Se. A sin-
gle measurement of this reaction cross section was car-
ried out in 2015 by F. Naqvi & al [4]. The data were
obtained using the γ-summing technique on a natural
target of Germanium. In this communication, we will
present a measurement of the reaction cross section us-
ing the activation method on a target of 72Ge enriched
at 95%.
We will introduce the principle of the activation tech-
nique as well as the detail of the experiment in Sec. I.
The results and the comparisons with theoretical mod-
els will be detailed in Sec. II. A summary and a con-
clusion will be given in Sec. III.

Experimental procedure

Activation method

The activation method consists in bombarding a tar-
get to activate it during a time t at a given energy E
and determining the number of produced residual nu-
clei in order to get the reaction cross section at this en-
ergy. For homogeneous target of surface density Ntarget
(atoms/cm2) bombarded by a current of particles Ninc
(1/s) the reaction cross section is expressed as follows
[5] :

σ =
Nreact

Ntarget.Ninc
(1)

with Nreact the number of produced residual nuclei
(1/s). Often these nuclei carry a low kinetic energy
compared to the beam particle and cannot leave the
target. The number of produced nuclei is then deter-
mined by gamma detection. Two experimental tech-
niques can be used. If the reaction product is a radioac-
tive nucleus of relevant lifetime, we can detect after
the irradiation phase the gammas emitted during the
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radioactive decay of the produced nuclei. This is the
activation method. Another approach is to detect the
prompt gammas emitted by the excited nucleus formed
by the reaction, this is the in-beam method. In the case
of 72Ge(p, γ), we can use the activation method. The
reaction product 73As decays with a half-life of 80.30
days in a daughter nucleus 73Ge that decays partially
by emitting intense gamma rays at 53.437 keV [6].

Target characterization

A target of 72Ge enriched at least at 95% was pro-
duced at the Large Heavy Ion National Accelerator
(GANIL) in France by evaporating natural metallic ger-
manium on a thin high purity aluminium backing [6].
The thickness of the targets has been measured using
the Rutherford Backscattering Spectroscopy (RBS), a
non-destructive technique allowing the structure and
composition of a sample to be determined using elas-
tic collisions between atomic nuclei [7]. The thickness
of the 72Ge was estimated to be 3.092 ± 0.034 1018
atoms/cm2.

Irradiation

The irradiation phase were carried out at the 3 MV
Tandetron facility of the Horia Hulubei National Insti-
tute of Physics and Nuclear Engineering (IFIN-HH) in
Romania. The target was irradiated during 9.5 hours
by a proton beam with an energy of 2.5 MeV. A sketch
of the setup used during the experiment is shown in
Figure 1. The collected charge was measured during
all the irradiation phase by a Faraday cup using a cur-
rent integrator.

Figure 1: Schematic view of the setup used for the
irradiation during the experiment.

After the irradiation phase, the sample was trans-
ported to the Slanic Prahova Salt Mine underground
laboratory in Romania at 200 m underground in or-
der to reduce background radiations. The target was
placed in front of a germanium detector at 11.8 cm
to start the γ-counting. A waiting time of 3.45 hours
was applied between the end of the irradiation and the
counting for the 73As activity determination. Indeed
some nuclei of the target decayed during this time and
have to be considered in the calculation.

Gamma detection

The germanium detector was calibrated using five ra-
dioactive sources emitting gammas from 14 keV to 1400
keV : 133Ba, 152Eu, 57Co, 137Cs and 241Am. The ab-
solute efficiency ϵ was defined as follows:

ϵ =
N

A.Iγ .trun
(2)

where N is the integral of the considered peak after
background subtraction, A the activity of the source
(1/s), Iγ the tabulated intensity of the considered
gamma decays and trun the acquisition time (s). The
final absolute efficiency as a function of energy was then
deduced from a third-degree logarithmic polynomial.
During three months, the GENIE2000 data acquisition
system provided time dependent spectra of the number
of detected gamma as a function of energy. The area
of the peak at 53.437 keV due to the disintegration of
73As was extracted in all the spectra in order to ob-
tain the activity of 73As using Equation (2) taking the
efficiency at the corresponding energy.

Data analysis

Activity determination

The calculation of the cross section for the reaction
depends on three parameters involved in Equation (1).
After determining the thickness of the target using the
RBS technique and the flux of incident protons using
the faraday cup, we extracted the number of produced
residual nuclei from the measure of the 73As activity
as a function of the time (see Figure 2). To do that,
we determined the number of produced nuclei just after
the irradiation at t=0, called N0. The activity curve of
the 73As can be fitted using the well known exponential
law:

A(t) = A0.e
−λ.t (3)

where A0 is the activity at t=0 (1/s), λ the decay
constant (1/s) and t the time (s). The parameters
A0 and λ are determined by the fitting procedure,
whose result is shown on Figure 2. The obtained decay
constant value is in accordance with the literature
value λref = 9.991 10−8 s−1 [6]. We can now use
the relation A0 = λ.N0 to calculate the number of
produced nuclei just after irradiation. Since the decay
of 73As during irradiation is negligible, N0 gives the
number of reactions Nreact that is used to calculate
the reaction cross section according to Equation (1).

The decay measurements were carried out over a pe-
riod of three months to have enough statistics to de-
termine the activity of the residual nuclei. Each group
of data represents a run of acquisition. The error bars
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Figure 2: Activity curve of the 73As over the time. The experimental data have been obtained by performing
the reaction 72Ge(p,γ)73As at 2.5 MeV on an enriched target and measuring the gamma transition at 53.437 KeV
detected after irradiation.

take into consideration the uncertainties on the effi-
ciency, the gamma intensity, the peak area and the run
time. The change around t=3000s in the size of er-
ror bars is explained by a significant increase in the
acquisition time going from 30min to 4hours and thus
reducing the uncertainty on the peak fits.

Hauser-Feshbach (HF) calculations with
Talys

The calculation of the 72Ge(p,γ)73As cross section in
the framework of the HF statistical model requires the
knowledge of the gamma width as well as the proton
width. These quantities depend on three nuclear
statistical parameters : the level density, the gamma
strength and the nucleon-nucleus optical potential.
The modeling of these parameters require constraints
from experimental data. Uncertainties in the reaction
rates used for nucleosynthesis arise from the lack of
experimental data at the relevant energy, especially for
unstable nuclei.
To estimate theoretical reaction cross sections, we used
the Talys-1.95 software, a nuclear reaction program
that uses the statistical Hauser-Feshbach theory. We
studied the impact of three parameters, the gamma
strength function (γ-SF), the nuclear level density
(NLD) and the optical model potential (OMP). For
more details and references about the different models
available for these parameters, see the manual of
Talys-1.95 [8].

For comparison purposes, we used two different ap-
proaches, a phenomenological one ("Talys Pheno" in
the Table 1) and a semi-microscopical one ("Talys Mi-
cro 1" and "Talys Micro 2" in the Table 1). Our

NON-
SMOKER

Talys
Pheno

Talys
Micro 1

Talys
Micro 2

OMP JLM77 KD JLM JLM
NLD RTK97 BSFG HF-

BCS
HF-B

γ-SF CTT91 BA HF-
BCS

HF-B

Table 1: Theoretical models configuration used for the
cross sections comparison. JLM=Jeukenne-Lejeune-
Mahaux, KD=Koning-Delaroche, RTK=Rauscher-
Thielemann-Kratz, BSFG=Back-Shifted-Fermi-Gas,
HF-BCS=Hartree-Fock+Bardeen-Cooper-Schrieffer,
HF-B=Hartree-Fock+Bogoliubov, CTT=Cowan-
Thielemann-Truran, BA=Brink-Axel [8][9].

theoretical predictions will be compared to the NON-
SMOKER code [9], another Hauser-Feshbach statistical
model code fully web driven which uses a different set
of models for the statistical parameters.

Cross sections comparison

The 72Ge(p,γ)73As cross sections was measured at 2.5
MeV using the activation method. In a preliminary
analysis, we have obtained a result of 1.59 +0.61-0.79
mb shown by the purple dot on the Figure 3. Theo-
retical cross sections as well as the experimental data
from F. Naqvi & al. are also shown on the figure for an
energy varying from 1.5 to 4.5 MeV.

At 2.5 MeV one can see that the obtained value is
compatible with those of F. Naqvi & al. although they
used a different experimental approach, the in-beam γ-
summing technique. Our results are also in agreement
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Figure 3: Cross section of the reaction 72Ge(p,γ)73As
measured in the present work compared to the experi-
mental data from F.Naqvi & al. and to the predictions
of statistical model reaction codes.

with the four theoretical curves within the error bars.
We can notice that the data points from Naqvi & al.
are only compatible with TALYS micro 2 and NON-
SMOKER results, which allows to rule out the two
other theoretical curves. Our preliminary data point
instead has too large error bars to discriminate between
the four models. This is mainly due to the uncertainty
in the determination of N0, whose procedure was de-
tailed in subsection 3.1.

Discussion and outlook

In the present work, the 72Ge(p,γ)73As cross section
has been measured at 2.5 MeV using the activation
technique on an enriched target. We obtained a result
in accordance with the measurement of F. Naqvi & al.
using an in-beam method on a natural germanium tar-
get. The cross section is also in agreement with Talys
and NON-SMOKER code calculations within the error
bars. Our analysis is in process to reduce the uncer-
tainty on the new data point.
Five other reactions of interest for the light p-nuclei
abundance calculation have also been measured follow-
ing the same experimental scheme, and their analysis
is in progress. Among these five reactions, three have
never been experimentally measured and theoretical
predictions diverge in the Gamow window. The present
study is important for understanding the abundance
of light p-nuclei but also to validate the experimental
method in the presence of an existing data set.
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Off-shell Higgs into 4 leptons & electron
tracking in ATLAS
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Abstract — The discovery of the Higgs was first made in the Higgs-to-4-lepton (H4l) decay channel. Neverthe-
less, new analysis possibilities are available beyond the on-shell data by studying the off-shell Higgs, defined as
having a centre-of-mass energy above 220 GeV. In particular, we shall use the framework of EFTs (Effective Field
Theory), which aims to better understand the deviations of data relative to the Standard Model. The goal is to
generate trustworthy Monte-Carlo samples for the relevant EFT operators to fit data and measure the Wilson
coefficients for those operators. In this work, we have focused on the Monte-Carlo generation process to compare
and validate several software versions.
Concurrently, work has been carried out on ACTS (Acts Common Tracking Software), an experiment-independent
software currently under development and under integration to the future ATLAS-ITk. Tracking is particularly
challenging for the electron because of increased bremsstrahlung, as the particle loses energy as it progresses
in the tracker. A new tracking algorithm is currently implemented in ACTS to better address this issue. The
performance of this new algorithm must be compared with a reference one. In order to do this, pull plots are a
valuable tool to gauge the physical correctness of the algorithm.

Introduction

We aim to analyse ATLAS’ Run 2 data in the Higgs-to-
4-lepton (H4l) channel and in the off-shell region using
the framework of EFTs (Effective Field Theory), partic-
ularly the SMEFT (Standard Model EFT). In the H4l
channel, the Higgs boson decays into two Z bosons, and
each of those Z bosons decay into two charged leptons
(e or µ). It is primordial for analysis in Particle Physics
to have Monte-Carlo samples: this is what makes it pos-
sible to analyse data and compare it with the theory.
After an overview of the Monte-Carlo simulation used,
we compare two software versions by confronting their
production for several physical observables.

When constraining theory parameters using experi-
mental data, one typically uses the Likelihood ratio, a
statistical quantity that yields the uncertainty on the
measurement of theory parameters. However, problems
such as those we have in Particle Physics1 are highly-
dimensional and thus have an intractable likelihood (i.e.
it cannot be numerically evaluated as integrals would
be of high dimension). These problems are called in-
verse problems. Simulation-based inference using Ma-
chine Learning (ML) is a method that enables us to
estimate this likelihood ratio using information only ac-
cessible during simulation.

One of the upgrades scheduled for ATLAS for Run
4, circa 2026, is the upgrade of the current Inner
Detector to the Inner Tracker Pixel Detector (ITk).

1but also in fields such as meteorology or epidemiology.

Concurrently, after taking previously existing tracking
code from ATLAS, the experiment-independent ACTS
project is developing a cleaner and more efficient code
for particle tracking. The goal is to integrate this soft-
ware into ITk, i.e. ensure it keeps its physical fidelity
and efficiency once integrated into ATLAS’ software en-
vironment (Athena). Another future goal is to inte-
grate a new fitting algorithm called Gaussian Sum Fil-
tering (GSF) to ACTS. In these proceedings, we shall
see what tools can be used to gauge (and thus com-
pare) the relevance and correctness of various tracking
algorithms.

EFT Monte-Carlo generation of
off-shell Higgs

The off-shell Higgs

The Standard Model Higgs boson discovered at the
LHC in 2012 has a mass of mH = 125 GeV for a width
of ΓH0.013 GeV. [1] Thus, the Zero-Width Approxi-
mation is often used around the 125 GeV resonance as
there is not much deviation from taking the actual non-
zero width of the Higgs. This simplifying assumption,
however, does not hold anymore in the high-mass range
(i.e. above 200 GeV), see figure 1. [2] indeed shows that
the study of the off-shell Higgs is relevant in order to
completely characterise the Higgs boson.
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232 Standard Model

Figure 1: Differential cross-section of the gg → H →
ZZ process (a) at the Higgs resonance and (b) at the
high-mass region. The Zero-Width Approximation is
denoted as HZWA and the actual signal is SBI. [2]

SMEFT

Effective Field Theory (EFT) is a framework where we
set an energy cut-off scale Λ, under which the SM is
valid and above which it may not take into account
new phenomena. In other words, if there are new phe-
nomena at energy scales above Λ that are beyond the
reach of our experimental setups (mainly the LHC),
they need not be taken explicitly into account by our
EFT and can be neglected. Such phenomena, how-
ever, might indirectly have an effect at energy scales
below Λ, and EFTs are such that they match reality in
those energy scales below Λ, typically by using pertur-
bation theory. This makes EFTs an interesting tool to
probe New Physics at energy scales lower than Λ with-
out needing to explicitly specify which BSM (Beyond
Standard Model) model we consider fundamentally: it
is a theory-independent method that yields precision
constraints, the indirect effect of BSM Physics phenom-
ena.

In our case, we use the SMEFT (Standard Model
EFT), which models the Standard Model with a cut-off
scale of Λ = 1 TeV. Concretely, we add to the Standard
Model Lagrangian (which is made up of 4-dimensional
operators) 6-dimensional operators (eq. 1): operators of
an odd number of dimensions break Lorentzian symme-
try, while we are not taking into account 8-dimensional
operators for the time being.

LSMEFT = LSM +
1

Λ2

∑
i

c
(6)
i O

(6)
i (1)

The ci in eq. 1 are called Wilson coefficients and the
Oi Wilson operators. The ci are therefore the parame-
ters that will be fitted to data to better understand the
effects of unknown BSM Physics on what can observe
right now at the LHC. Here, we consider three EFT
operators: OpG, Opt and Otp.

Monte-Carlo simulation for HEP

Monte-Carlo simulation of data is the bread and butter
of High-Energy Physics analysis. On the one hand, it
makes it possible to predict what results or distribu-
tions we should observe based on different assumptions
(i.e. different theories, different values for the theory’s

parameters). On the other hand, simulation of events
is necessary when analysing experimental data to un-
derstand the background, remove this background, or
even understand in what region of phase-space to look
for a signal (or absence of signal) in experimental data.
Therefore, it is paramount to make sure our simulation
software is reliable and produces trustworthy samples.

Simulation of events in HEP is generally done in two
steps. First, the parton level process (or hard scat-
tering): this is the crux of the process, where partons
(i.e. gluons or quarks from the proton beams) interact.
The various processes which are possible in this step
are modelled by Feynman diagrams. These processes
take place in very small length scales, in the order of
the millimetre. This step is in our case carried out by
MadGraph.[3] Secondly, the parton shower: particles
produced at the parton level are not always stable by
themselves (especially if quarks are produced). This
step models their disintegration cascade (which we also
call shower) and is in our case done by Pythia.[4]

In the work presented here, separate simulations were
carried out for each operator to compare software ver-
sions for each EFT operator relevant to our study.

Comparison plots

Our goal is to compare two versions of the SMEF-
TatNLO model [5]: the v0.1 and the v1.0. For those
comparisons, two versions of MadGraph were finally
used: v2.7.3 and v2.9.3. The results of both MadGraph
versions behave the same way, so we shall only consider
the results of v2.9.3. In the work that was carried out,
the following observables were used to compare distri-
butions: | cos θ∗| (θ∗ being the angle between a Z bo-
son and the closest proton beam axis), y4l (the recon-
structed pseudo-rapidity of the Higgs), cos θ1 (the angle
between the Z1 boson2 and the lepton of highest mo-
mentum it decays into), cos θ2 (the angle between the
Z2 boson (the other Z boson) and the lepton of highest
momentum it decays into), m4l (the reconstructed mass
of the Higgs), pT (4l) (the reconstructed transverse mo-
mentum of the Higgs), ϕ (the angle between the plane
of decay of Z1 and the plane of decay of Z2).

The observable | cos θ∗| yields the most relevant and
readable plots. In figure 2, we can see that the | cos θ∗|
distributions for both SMEFTatNLO versions are sta-
tistically similar to each other, for the quadratic con-
tributions of EFT operators OpG, Opt and Otp.

Simulation-Based Inference

Our goal as scientists is to test our theory against ex-
perimental data and use this data to find the parame-
ters of our theory. As mentioned in the introduction,
in intractable problems such as those we have in HEP,
the likelihood cannot be numerically evaluated because
of the high dimensionality of the problem. Yet, like-
lihood enables us to deduce theory parameters from

2by definition the Z boson closest to its mass shell of mZ =
91.19 GeV



Arnaud MAURY 233

(a) Operator Opt

(b) Operator Otp

(c) Operator OpG

Figure 2: Distributions of | cos θ∗| for several differ-
ent EFT operators, comparing two versions of SMEF-
TatNLO: v1.0 in red and v0.1 in blue.

physical observables, as simulation enables us to pre-
dict physical observables from theory parameters. The
main idea, as explained in [6], is that since the likeli-
hood ratio is tractable at the parton level (an interme-
diate state of the simulation) but not at the detector
level (which is what is available experimentally), the
likelihood ratio at parton level could be computed and
stored during Monte-Carlo simulations. This quantity
could then be used to train Neural Networks to estimate
the likelihood ratio at detector level. Hence, we could
train Neural Networks using information only available
in simulations to obtain the likelihood ratio for experi-
mental data without having access to parton level data.

Electron tracking in ITk

Tracking: finding tracks
As a particle travels through the detector, its position is
recorded by each detector layer. However, as illustrated
in fig. 3, we can only measure the intersection points
between the detector layers and the trajectory of the
particle, and not the entire trajectory. Thus, one has
to find and reconstruct tracks (i.e. the trajectory of a
particle) based on a limited number of points (generally,
in ITk, there are about 10 hits per track).

Figure 3: Illustration of the track of a charged particle
going through a detector. Figure from [7].

Each track is uniquely defined by the five following
parameters. To define them, it is helpful to introduce
the point of closest impact (in red in fig. 3), which is
the point of the track closest to the beam axis (which
is the z-axis). These are: d0 (the impact parameter,
i.e. the smallest distance between the track and the
beam axis), z0 (the z coordinate of the point of closest
impact), θ (the angle of the track relative to the beam
axis at the point of closest impact), ϕ (the angle of the
track relative to the x-y plane at the point of closest
impact) and q/p (electric charge of the particle over its
momentum).

In a real-life situation, more than one particle goes
through the detector in the same time window. Hence,
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Figure 4: Illustration of the definition of track param-
eters. Figure from [7].

what we observe in the detector is a set of points on
each detector layer, see fig. 4. From this set of points,
we must find tracks. The big picture idea is to find a
seed (i.e. a crude first guess) for the parameters of the
track we are looking for, then refine this initial guess
by propagation from the first points of the track, finally
doing a chi-square minimisation.

The problem of electrons

Electrons radiate and lose much energy by
bremsstrahlung, significantly more than muons,
especially at relatively low energies. Therefore, the
trajectory gets more curved than expected, and the
measured momentum can be underestimated.

A new fitting algorithm (namely GSF, for Gaussian
Sum Filter) seems better suited for this task and con-
siders the loss of energy due to bremsstrahlung. Work
in the ACTS project is currently in progress to imple-
ment this algorithm into ACTS.

The ACTS software

ACTS (A Common Tracking Software) originates from
the original tracking software developed over the years
in the ATLAS collaboration. A new software project
was then restarted from scratch as an experiment-
independent software, greatly inspired and influenced
by the ATLAS original tracking software. The project
in ACTS is to validate the integration of ACTS into
ATLAS’ common software platform called Athena, as
well as to validate the integration of the GSF track fit-
ting algorithm. Indeed, the software must remain both
physically accurate and CPU efficient. Priority is put
on the physical fidelity of the software. To test this, we
use a (graphical representation) tool called pull plots.

Pull plots

For a given observable (i.e. one of the track param-
eters), we define the residual value as the difference
between the fitted value and the truth value. The pull
value is then defined as the ratio between the residual
and the error value, i.e. the error related to the fit.
Hence, we have a pull value for each track and for each
track parameter. We then plot the histogram of these

pull values. Ideally, pull plots must be Gaussian, cen-
tred, and reduced (i.e. a standard deviation of 1). Pull
plots are a practical tool to, for instance, find discrep-
ancies when tracking different tracks, e.g. with different
particles or in different parts of the detector.

We compare pull plots for electrons on the one hand
and for muons on the other hand, for track parameter
q/p in fig. 5: the pull distributions are not centred. This
shows indeed that the fitted momentum is less than the
truth momentum. This effect is even more pronounced
for electrons (fig. 5a) than it is for muons (fig. 5b).

(a) Pull plot for the electron.

(b) Pull plot for the muon.

Figure 5: Pull plots for the track parameter q/p.

Conclusions and outlook

The study of the off-shell Higgs can be valuable
and lead to precision measurement, thus increasing
our knowledge and constraint on theory parameters.
Monte-Carlo generation is challenging, mainly when
producing samples for isolated EFT operators, as their
cross-sections are very small (around 10−3 smaller than
the Standard Model H4l process). Monte-Carlo simu-
lation is our preliminary source of data, not only when
analysing experimental data but also when developing
new statistical and Machine Learning techniques. With
HL-LHC coming up, aggressive R&D is a must, as com-
putational progress alone will not keep up with the in-
crease of luminosity and pile-up in ATLAS.

As such, Machine Learning and new statistical meth-
ods must be explored. Breakthroughs in the field
of Simulation-Based Inference techniques will enable
physicists to apply them to Particle Physics, enabling
us to extract the most information possible from exper-



imental data. Its specific application to H4l is currently
work in progress.

The ITk upgrade is coming soon to ATLAS. In ad-
dition to a hardware upgrade, a new and more efficient
software will significantly increase our ability to track
particles in ATLAS, particularly electrons. Validation
of the software upgrade is a must to ensure the fidelity
of the physical results produced. Using pull plots is a
way of detecting problems impacting the Physics of the
events produced by the software.
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Boosted H → bb̄ Tagging in ATLAS
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Abstract — This talk is dedicated to the identification of boosted H → bb̄ in the ATLAS Collaboration. In
current physics analyses, the large-R jets with two b-tagged associated Variable Radius (VR) track jets are taken
as H → bb̄ events, so-called the double b-tagging method. The performance, calibrations and applications have
been studied based on individual b-jet. Lots of interesting results have been produced. However, at very high
energy, the two b-jets from the Higgs boson are highly collimated, with the result that the separation of the two
b-jets becomes less efficient. Therefore, we’re motivated to develop new and more efficient tagging techniques.
The boosted X → bb̄ tagger, which is recently developed in ATLAS, focuses on tagging one large radius jet which
contains two b-hadrons. The background rejection efficiency is significantly improved. And the calibrations of the
tagger are recently published.

Introduction

The Standard Model (SM) of Particle Physics sum-
marises the fundamental particles of nature and three
of the four fundamental forces between them: strong,
weak and electromagnetic forces. The SM has been
so far very successful from the experimental point of
view. However, the incomplete SM can not explain all
fundamental phenomena like gravity and dark matter.
The BSM searches employ one of two strategies: di-
rect searches where the decays of a BSM particle are
observed directly and indirect searches which look for
discrepancy between experimentally measured and the-
oretically predicted values of the properties of SM par-
ticles.

One popular particle for both direct and indirect
searches is the Higgs boson, because it plays impor-
tant role for the masses of the SM particles. The Higgs
boson has a ∼ 58% chance to decay into bb̄ which makes
this decay channel a good probe for new physics, espe-
cially at the highly energetic regime (pHT > 250 GeV )
[1].

This talk focuses on the identification of these ener-
getic (boosted) H → bb̄ in ATLAS. The current tech-
niques and applications are presented first, followed by
the new techniques and its calibration results.

Double b-tagging method

Quarks and gluons are measured with jets, which con-
sists of the particles produced from a cascade of parti-
cles produced in the hadronisation of quarks and glu-
ons. Jets are reconstructed using information from
trackers and calorimeters of the ATLAS detector.
Hence, in H → bb̄ tagging, we’re interested in b-jets
instead of b-quarks. Figure 1 shows different types of
jets: b-jet (left), c-jet (middle) and light-jet (right).
Due to its long lifetime and its large mass, a b-jet

has measurable Secondary Vertex (SV) and high decay
product multiplicity. Therefore a b-jet is distinguish-
able among c-jets and light-jets. To identify a b-jet,
apart from the hadronic jets, the tracks associated to
the jets and the primary vertices are also used as in-
puts. These inputs are first processed in the low level
algorithms such as IP-based algorithms, SV finding al-
gorithm, multi-vertices finding algorithm. Then, using
the ouputs from the low level algorithms, the high-level
algorithms are produced more intuitive discriminant.
The common used high-level algorithms in ATLAS are
based on machine learning techniques like MV2 and
DL1(r) [3].

Figure 1: Graphical representation of b-jet (left), c-jet
(middle) and light-jet (right). PV: Primary Vertex. IP:
Impact parameter. SV: Secondary Vertex.

Since the angular distance between the two b-jets
from one Higgs boson is proportional to 1/pHT , for pHT >
250 GeV , we’re using the variable radius (VR) track
jets for b-tagging to avoid the overlapping of the two
b-jets. Thus, as shown by figure 2, the boosted H → bb̄
object is identified as the large-Radius (R = 1) jets with
two b-tagged associated variable radius (VR) track jets.
This is so-called the double b-tagging method.

The definition of the tagging efficiency and the cali-
brations in the double b-tagging method are based on
the single isolated b-jets. By cutting the discriminant
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Figure 2: Graphical representation of a H → bb̄ object.

from high level algorithms, the tagging efficiency (ϵ) is
defined as the fraction of the signal events passing the
chosen cuts over the total signal events. The usage of
the SFs in ATLAS analyses can be found in [2] :

All recently H → bb̄ related physics analyses are
based on this method and lots of interesting results have
been produced. However, for NP searhes where we’re
probing extremely high energies, the double b-tagging
method is degraded. For example in the searches for
heavy resonance decaying toHH via bb̄bb̄, the efficiency
of the double b-tagging method is degraded from the
resonance mass higher than 1.5 TeV , the tagging re-
quirements have to be loosen [4].

New X → bb̄ tagger

Instead of tagging b-jets, the new X → bb̄ tagger tags
the H → bb̄ object shown in figure 2. The main back-
grounds are thus dijet from QCD and top jets which
are eventually containing a b-quark inside the large-R
jets. The new X → bb̄ tagger is a neural network based
algorithm and uses the pT and η of the large-R jets and
the high-level b-tagging outputs of the first three VR
track jets as inputs. The outputs are the probability
of the large-R jets as QCD (pQCD), Top (pTop) and
Higgs (pHiggs). And the discriminant used to define
work points is:

DXbb = ln
pHiggs

fTop · pTop + (1− fTop) · pQCD
(1)

The new X → bb̄ tagger shows more powerful back-
ground rejection compared to the double b-tagging
method as shown by figure 3 [5].

The first calibration results are published [6].
The signal efficiency is calibrated using Z(→ bb̄)γ

and Z(→ bb̄)+jets events because the tagger is flavor
dependent and Z → bb̄ topology is similar to H → bb̄
one. In addition, in the analyses with H → bb̄, there is
important contribution from Z → bb̄. The calibration
uses the large-R jets having at least 2 ghost associ-
ated VR track jets, which is different from the double
b-tagging method. The calibration is pT -dependent.
The results using Z(→ bb̄)γ are for pT in 200-450 GeV
and that using Z(→ bb̄)+jets for 450-1000 GeV. Figure
4 shows the signal efficiency scale factors for the new

X → bb̄ tagger at 60% efficiency working point. The re-
sults from Z(→ bb̄)γ method and Z(→ bb̄)+jets method
agrees and the tendency of the SFs agree with the fact
that the MC used for the calibration overpredicts the
cross-section of Z(→ bb̄)+jets at high energies.

Figure 3: Dijet (up) and top (down) jet rejection
as a function of large-R jet pT with a constant 60%
Higgs tagging efficiency. The error bars correspond to
the statistical uncertainty. The fixed-radius track-jets
with R = 0.2 begin to lose discriminating power when
pT > 800 GeV, since subjets begin to merge and re-
solving two independent b-jets becomes difficult. The
variable-radius track-jets, by contrast, can resolve mul-
tiple subjets in boosted objects with pT > 1 TeV.

The top mis-tag rate is calibrated using semi-leptonic
tt̄ events. The leptonically decaying top quark is used
to tag the event and the hadronically decaying top
quark is used to construct the top large-R jet. Fig-
ure 5 shows the top mis-tag rate scale factors for the
new X → bb̄ tagger at 60% efficiency working point.
The mis-tag rate for the other main background QCD
is also studied using g → bb̄ events.

The performance of the newX → bb̄ tagger in physics
analyses is under study, for example, in the on-going
analysis on the production of Higgs associated with a
vector boson (V) with V → qq′ and H → bb̄, the new
X → bb̄ tagger and the calibration results will be ap-
plied in the Higgs sector.
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Figure 4: Signal efficiency scale factors for the new
X → bb̄ tagger at 60% efficiency working point.

Figure 5: Top mis-tag rate scale factors for the new
X → bb̄ tagger at 60% efficiency working point.

Summary
Boosted H → bb̄ tagging is an essential topic for many
physics analyses in ATLAS. This talk summarises the
double b-tagging method which has been used in most
of analyses in ATLAS so far and lots of interesting
results have been produced. The recently developed
X → bb̄ tagger greatly improve the boosted H → bb̄
identification performance. Our team’s work on cali-
bration make it useful and usable by physics analyses.
We’re looking forward to see the performance of the
X → bb̄ tagger and its calibrations results in physics
analyses.

References
[1] Grazzini, M., Ilnicka, A. Spira, M. Higgs boson

production at large transverse momentum within
the SMEFT: analytical results. Eur. Phys. J. C 78,
808 (2018). https://doi.org/10.1140/epjc/s10052-
018-6261-7

[2] Aad, G., Abbott, B., Abbott, D.C. et al. AT-
LAS b-jet identification performance and efficiency
measurement with tt̄ events in pp collisions at
sqrt(s) = 13 TeV . Eur. Phys. J. C 79, 970 (2019).
https://doi.org/10.1140/epjc/s10052-019-7450-8

[3] ATLAS Collaboration, Optimisation and
performance studies of the ATLAS b-
tagging algorithms for the 2017-18 LHC run.
https://atlas.web.cern.ch/Atlas/GROUPS/
PHYSICS/PUBNOTES/ATL-PHYS-PUB-2017-
013

[4] ATLAS Collaboration. Search for reso-
nant pair production of Higgs bosons in
the bb̄bb̄ final state using pp collisions at√
s = 13 TeV with the ATLAS detector.

https://atlas.web.cern.ch/Atlas/GROUPS/
PHYSICS/CONFNOTES/ATLAS-CONF-2021-
035.

[5] ATLAS Collaboration. Identification of Boosted
Higgs Bosons Decaying Into bb̄ With Neural
Networks and Variable Radius Subjets in AT-
LAS. https://atlas.web.cern.ch/Atlas/GROUPS/
PHYSICS/PUBNOTES/ATL-PHYS-PUB-2020-
019

[6] ATLAS Collaboration. Efficiency corrections
for a tagger for boosted H → bb̄ decays in pp
collisions at

√
s = 13 TeV with the ATLAS detec-

tor. https://atlas.web.cern.ch/Atlas/GROUPS/
PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-
035





Prospectives for Higgs measurements at Future
Circular Collider

Ang LI

Université de Paris, CNRS, Astroparticule et Cosmologie, F-75013 Paris, Francee

Abstract — After the Higgs boson discovery at the LHC in 2012 by the ATLAS and CMS experiments, the
measurement of the properties of the Higgs boson became one of the highest priority among the experimental
particle physics community. The Higgs boson mass and the third family (t, b and τ) Yukawa couplings have now
been measured at the LHC. The best accuracy on the Higgs boson mass is currently 140 MeV. In order to measure
the Higgs boson properties at high precision, the high energy future collider programs were proposed. In this
report, the ZH cross section measurement with the "recoil mass" technique, the electron Yukawa coupling, and
the Higgs boson self-coupling measurements at FCC will be discussed.

Future Colliders

Two types of e+e− accelerators, linear, and circular col-
liders, are proposed for future experiments by the parti-
cle physics community. The International Linear Col-
lider (ILC) was proposed to be constructed in Japan
while the Compact Linear Collider (CLIC) was pro-
posed by CERN. They are both linear electron-positron
collider working at different centre-of-mass (c.o.m) en-
ergies (

√
s). For circular colliders, CERN proposes the

Future Circular Collider (FCC) while the Chinese com-
munity proposes the Circular Electron-Positron Col-
lider (CEPC). The design of FCC and CEPC are simi-
lar. Both of them will first work as an electron-positron
machine then upgrade to become hadron colliders. In
this document, we will focus on the FCC.

The current strategy for FCC, agreed in 2020, sets
an electron-positron Higgs boson factory as the highest
priority facility after the Large Hadron Collider (LHC),
along with the investigation of the technical and finan-
cial feasibility of such a Higgs boson factory, followed
by a hadron collider placed in the same tunnel, about
90km long. Among the 18 years of preparation, the
five-year feasibility studies of FCC will begin alongside
with the LHC-Run3 in 2021. The next European Strat-
egy will be held around 2026 to decide the approval of
the project. If approved, the civil engineering, acceler-
ator and detector constructions will begin. The whole
FCC integrated program (FCC-INT) is similar to the
LEP-LHC program (the Large Electron-Positron col-
lider followed by the LHC in the same tunnel). The first
stage of FCC will run as an electron-positron machine
(FCC-ee) at different centre-of-mass energy points for
15 years. Then, there will be a 10 years long shut-
down to upgrade the machine to FCC hadron collider
(FCC-hh) including the change of magnets and detec-
tors. FCC-hh will then take data for 25 years.

Figure 1: A schematic map showing a possible location
for the Future Circular Collider (Image: CERN)

Higgs Measurements at Future
Circular Colliders

The FCC-ee will operate at high luminosity at sev-
eral c.o.m energy points, the Z pole at 91.2 GeV, WW
threshold at 161 GeV, ZH peak at 240 GeV and close
to the tt̄ threshold at 365 GeV as shown in Figure 2. A
run at the Higgs production threshold is also foreseen
to measure the Higgs to electrons Yukawa coupling.

FCC-ee will produce 5× 1012 Z boson, which is five
times more than the number of Z boson produced by
LEP, 108 WW events at WW threshold. The Hig-
gsstrahlung (ZH) process, e+e− → ZH, and the WW
fusion process, e+e− → Hνeν̄e, are essential for the
Higgs boson measurements. The figure 3 shows the re-
lation of cross-section to centre-of-mass of ZH and WW
fusion production modes. The blue and green curve
represent the higgsstrahlung (ZH) and WW-fusion re-
spectively. The cross-section of Higgsstrahlung process
is maximal at about 260 GeV, but the ZH event rate is
largest at 240 GeV. About 106 events will be produced
with the expected integrated luminosity of 5 ab−1. At
365 GeV, the machine will produce 1.8 × 105 ZH and
4.5 × 104 WW-fusion events. Combining the data col-
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Figure 2: Luminosity as a function of centre-of-mass for
the FCC-ee with two interaction points. The simulated
luminosity is shown. Also shown are those estimated
for ILC, CLIC and CEPC.

Figure 3: The Higgs boson production cross section as
a function of the centre-of-mass energy in unpolarised
e+e− collisions. The blue and green curves stand for
the Higgsstrahlung and WW fusion processes, respec-
tively, and the red curve displays the total production
cross section. The vertical dotted lines indicate the
centre-of-mass energies of choice at the FCC-ee for the
measurement of the Higgs boson properties.[7]

lected at these two energies will improve the Higgs bo-
son measurements significantly.

0.1 ZH cross section measurement with
the Higgs boson "recoil mass"
method

The progress made with the Higgs boson recoil mass
method was reported in Ref. [1]. Only the leptonic
decays of Z boson (Z → l+l−, with l = e or µ) are used
for the cross-section measurement, as they are more
precise and allow for the ZH events to be inclusively
and efficiently selected independently of the Higgs bo-
son decay mode. This choice is therefore effective to-
wards an almost fully model-independent determina-
tion of the HZZ coupling, but the small Z di-electron
and di-muon branching ratios limit the statistical pre-
cision. The mass mrecoil recoiling against the lepton
pair is determined from total energy-momentum con-
servation that is shown in equation 1 and figuratively

in figure 4 calculating the difference of the four-vector
of centre-of-mass energy and lepton pair system.

m2
recoil = (

√
s− Ell̄)2 − p2ll̄ = s− 2Ell̄

√
s+m2

ll̄ (1)

Since it uses the centre-of-mass energy, the recoil

Figure 4: Feynman diagram of Higgsstrahlung process
and "Recoil mass", mrecoil, calculation.

mass is sensitive to its precise knowledge, which can
be affected by the beam energy spread (BES) and ini-
tial state radiation (ISR). The main backgrounds come
from the WW, ZZ and Z/γ → l+l− processes. Figure 5
shows the mrecoil distribution between 40 and 160 GeV,
where two peaks are present, one around 125 GeV, from
the ZH process, while another is around 91 GeV, from
the ZZ process. Ultimately [1], the σZH accuracy and

Figure 5: Inclusive mrecoil distribution for events with
a Z decaying to µ+µ−, between 40 and 160 GeV. The
Z peak from the ZZ background and the H peak from
the ZH signal are well visible.

the Higgs boson mass are expected to achieve 0.5% and
MeV level respectively. After measuring the ZH cross-
section, the coupling of HZZ and Higgs boson width
can be determined and are expected to achieve per mil
precision.

Though the ZH recoil mass study is still on going here
we show some preliminary results. We only studied
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Figure 6: Zoom of the mrecoil distribution in the region
around mH . The ZH signal is fitted to a double-sided-
crystal ball function, and the simulated background to
a second-order polynomial.[1]

the µ+µ− final states, applied simple selections, with-
out applying advanced analysis techniques, and then
determine the signal yield and peak position through
a fit to the mrecoil distribution of the selected candi-
dates. Figure 6 shows an example of the signal plus
background fit. So far, we conclude that the statis-
tical analysis yields an Higgs boson mass uncertainty
of 6.7 MeV. Inclusion of the systematic uncertainties
results into about 8.0 MeV and 1.9% uncertainties re-
spectively, where the uncertainty from ISR is dominant
but conservatively estimated.

0.2 Higgs-Electron Yukawa coupling

The electron Yukawa coupling measurement was stud-
ied in [2]. After achieving the MeV precision on the
Higgs boson mass, the electron Yukawa coupling could
be measured via the resonant s-channel e+e− → H
by operating the FCC-ee at

√
s = mH . So far, the

Yukawa couplings have been measured only for top (t),
bottom (b) quarks and τ lepton. At the end of the
high luminosity LHC (HL-LHC) era, part of the Higgs
boson Yukawa couplings to the second family fermions
will be probed. But the Yukawa couplings to the first
family fermion are difficult to probe since the Higgs
boson branching ratio is proportional to the square of
the mass of the fermion. The resonant Higgs boson
production was considered so far only for a muon col-
lider since the cross-section of e+e− → H is about 1.64
fb while for muon (µ+µ− → H) the cross-section is
70 pb. There are several challenges for this measure-
ment. First, we need a very accurate knowledge of the
Higgs mass, which is expected to be achieved with the
ZH recoil studies. Second, the ISR and BES needs to
be known at about the MeV level. And finally, sev-
eral backgrounds have to be known precisely. But this
measurement has many fundamental physics motiva-
tions and implications. In particular, the Higgs mech-
anism for first family of fermions can be probed exper-
imentally, and the existence of a particle that is quasi-
degenerate with Higgs boson mass can be studied.

0.3 Trilinear Higgs self-coupling
The Higgs boson self-coupling measurement at FCC
was studied in [3] and [4]. The self-coupling can be mea-
sured at FCC-ee using the loop-induced modifications
to single-Higgs production. If we include all the FCC-
ee running, a model-independent precision of 42% can
be achieved on κλ. It will be reduced to 34% in com-
bination with HL-LHC data, to 21% with 4 interaction
points (IP). If we have four interaction points (IPs), the
Higgs boson self-coupling could be discovered at FCC-
ee. It will be reduced to 12% when only κλ is allowed
to vary and the other parameters are taken at their
SM values. The FCC-hh has the potential to reach a
precision of 5% on κλ from di-Higgs production in com-
bination with the precise Higgs boson decay branching
ratio measurements from the FCC-ee.

Conclusions
In the Higgs boson measurements at the e+e− colliders,
the "ZH recoil mass" method will improve the uncer-
tainty of mH to a few MeV level (and the Higgs boson
width Γ = 4.1 MeV in the SM, could also be measured),
the precision on σZH to 0.5%, and measure the HZZ
coupling as a "candle" for other Higgs boson studies.
The electron Yukawa coupling could be probed via the
s-channel at FCC-ee. The trilinear Higgs boson self-
coupling could be discovered with four IPs at FCC-ee
and will be studied precisely at FCC-hh. Results in this
document are preliminary, and updated studies are on-
going.
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Measurement of the Higgs self-coupling through
same-charge di-leptons channel in the ATLAS
experiment at the LHC

Océane PERRIN

LPC (Laboratoire de Physique de Clermont), CNRS/IN2P3

Abstract — This documents presents a search for the measurement of the Higgs self coupling through the Di-
Higgs decaying in two leptons same charge (ℓ±ℓ±). This study is based on Monte-Carlos simulations corresponding
of the LHC-Run II data collected with the ATLAS detector from 2015 to 2018 with an integrated luminosity of
139 fb−1. The signal extraction has been done through a multivariate method targeting each 3 main backgrounds
(Di-boson, tt̄ and single boson productions), leading to µ95%=30.1. The main instrumental backgrounds have been
estimated using data Driven methods. Finally this analysis is included into a global analysis of the leptonic final
state of the Higgs pair. Combining these previous channels leads to an expected limit µ95%=11.35 (stat only).

Introduction

In 1964, 6 physicists proposed a mechanism to grant-
ing masses to already known particles that compose the
matter. They introduced a new particle called Higgs
Boson or BEH (Brout-Englert-Higgs) boson ([1][2]). In
2012, a bosonic particle with a mass equal to 125GeV
has been observed by ATLAS and CMS Collaborations
at the LHC. The discovery of the Higgs boson brought a
first probe of the mechanism that triggers the breaking
of the electroweak symmetry, called the BEH mecha-
nism. Since, physicists are trying to probe the various
properties that we confer to the Higgs boson, such as
the Higgs self-interaction.

Electro-weak symmetry breaking
(EWSB)

The electromagnetic force is unified with the weak
force, and so called electroweak force. Yet we know
that the symmetry of the electroweak force is broken
(bosons W and Z are massive compared to massless
photons). This symmetry has been broken by the Higgs
vacuum expectation value (vev for short - [3]) due to
the shape of the Higgs potential, also called mexican
hat potential (see figure 1).

Searching the minimum of the Higgs potential leads
to the general expression:

VH =
1

2
m2
HH

2 + λ3νH
3 + λ4H

4 (1)

With λ3 and λ4 corresponding respectively to trilinear
and the quartic Higgs self-couplings and mH the Higgs
mass. In the Standard Model, the value of these two
self-couplings have been predicted to equal λSM3 =

m2
H

2ν2

Figure 1: Higgs potential shape as function of Φ.

and λSM4 =
m2

H

8ν2 , where µ is the expected value of the
Higgs field in the vacuum.

Di-Higgs production at LHC and
decay
The trilinear Higgs self-coupling can be directly ex-
tracted from Higgs pair-production at LHC. Several
mechanisms lead to di-Higgs production using proton-
proton collisions [4]:

• The Gluon-gluon fusion (see figure 2)

• Vector boson fusion (WW or ZZ fusion process)
(see figure 3)

The HH can decay into multiple channels summarized
in figure 4. In this study, the HH production has been
studied decaying into ℓ±ℓ±, where ℓ could be e or µ.
This signature has been chosen in order to minimise
the background. This channel corresponds to 3% of
the decays of the di-Higgs.
A recent search of Higgs boson pair production decay-
ing into 2 bottom quarks and two photons with ATLAS
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Figure 2: Feynman diagrams of Higgs boson pair pro-
duction through gluon-gluon fusion

Figure 3: Feynman diagrams of Higgs boson pair pro-
duction through vector boson fusion

Figure 4: Branching ratios of the decay of an diHiggs
pair.

detector (
√
s=13 TeV) shows observed (expected) up-

per limit at 95% on the signal strength of 5.7 [5].

Signal Extraction

The signal and backgrounds processes are simulated
using MADGRAPH and POWHEG Monte Carlo gen-
erators. This analysis has been done using Monte-
Carlo Simulations, corresponding of the LHC-Run II
data collected with ATLAS detector from 2015 to 2018,
corresponding to an integrated luminosity equals to
139 fb−1.

Building BDTs

In order to define enriched regions in signal (HH decay-
ing into ℓ±ℓ±), a variable called "discriminating vari-
able" need to be produced. In this study, a boosted
decision tree (BDT) method has been chosen. This
method is a consecutive binary selection over various

topological and kinematic properties such as impulsion,
invariant mass or distance between the two leptons. In
the case of ℓ±ℓ±, we need to deal with 3 different main
backgrounds. The strategy of this analysis, is to train
3 individual BDTs respectively with VV VS HH (tt̄
VS HH, Vjets VS HH), see figure 5. Then these BDT
output variables, are combined into signal sensitivity
estimate by applying a new BDT trained over all back-
grounds.

Signal strength estimation

Once the final BDT output has been estimated for all
backgrounds, a profile likelihood fit has been used to
estimate the limit on the signal strength with a 95%
confidence level, also called "µ95%". At this stage, no
systematic uncertainty was taken into account.
The profile likelihood fit leads to µ95%=29.4.

Instrumental Background Estima-
tion

Superposing data to Monte-Carlo simulations highlight
a good agreement within 25% (see figure 6). This dif-
ference can be caused by some significant mismodel-
ing of some processes in the Monte-Carlo simulations,
including charge misassignment and non-prompt lep-
tons backgrounds. In this study, these two backgrounds
have been estimated or adjusted by data-Driven meth-
ods.

Charge mis-identification estimation

An important background process contributing to HH
signal is the charge mis-assignment of one of the two
leptons. This phenomenon is due to one electron having
a hard bremsstrahlung (e± → e±γ∗ → e± e+ e−) or
due to a mis-measurement of a electron track-curvature.
The aim of this charge mis-identification estimation is
to determinate a rate (ϵ) and apply it to data event
containing two electrons with opposite charges (e+e−)
in the final state. Finally the number of same charge
events NSS can be written as:
for ee channel:

NSS =
ϵe1 + ϵe2 − 2ϵe1ϵe2

1− (ϵe1 + ϵe2 − 2ϵe1ϵe2)
NOS (2)

for eµ channel:

NSS =
ϵe

1− ϵe
NOS (3)

The rates are evaluated for electron from QED contri-
bution, material conversion, or electron score identifi-
cation contribution and parameterised as function of
pT and η (see figure 7).
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Non-prompts leptons backgrounds esti-
mation

Non-prompts leptons backgrounds in e±e± channel in-
clude a mixture of semileptonic heavy-flavour decays,
initial and final state radiation contribution (so called
Fake_QED), light-flavour hadron decays and photon

       ttbar VS HH

ATLAS, MC
work in progress

ATLAS, MC
work in progressV VS HH
ATLAS, MC
work in progress

     VV VS HH

 

ATLAS, MC
work in progress

Figure 5: Distribution of each specific BDT: tt̄ VS HH
(top), VV VS HH (center), Vjets VS HH (bottom). Di-
Higgs decaying into ℓ±ℓ± is in red, and backgrounds are
in blue.

Figure 6: Distribution of the Combined BDT, colors
bars for MC simulation and black dot for Data

Figure 7: Charge mis-assignment rates estimated for
various η and PT in signal region for electron score
identification

conversions. In order to adjust the MC simulation,
a template fit method has been used. This semi-
data-driven method relies on the re-normalisation of
the previously quoted non-prompt contributions tem-
plates, considering all shapes given by MC simulation.
The aim is to define 5 control regions enriched in each
non-prompt backgrounds, and use a profile likelihood
method to extract 4 normalisations factors. Figures 8
and 9 show a region enriched in electron production
(µe+ee) for pre-fit and post-fit.

Then the 4 Normalization factors are applied to the
template.
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Figure 8: Distribution of the distance between two lep-
tons for pre-fit. This region is enriched in electron pro-
duction (µe+ee).

Figure 9: Distribution of the distance between two lep-
tons for post-fit. This region is enriched in electron
production (µe+ee).

Final result

Including the instrumental background estimations and
the systematics related to this last background, a good
agreement, Data VS Prediction, within 20% can be ob-
served, see Figure 10. Then, a profile likelihood fit has
been done over the final BDT output leading to a limit
µ95%= 33.2.

Combination

The result obtained in the previous section is specific to
the e±e± signature. This study is included into leptonic

Figure 10: Distribution of the Combined BDT includ-
ing instrumental background estimation. Colors bars
are for MC simulation/instrumental background esti-
mate and black dot for Data

final state analysis of the Higgs pair, itself included into
a di-higgs analysis (all decays merged). Each leptonic
decay channel works with its own strategy and use a
BDT method to build its final discriminant variable.
Then, results are combined in order to extract a limit
µ95 = 11.50 (see figure 11). At this stage, the com-
bination does not include data-driven adjustment or
systematics.

Work in progress

Figure 11: Expected limit (µ95%) obtained from each
leptonic decays channels and from the combination

Conclusions and future prospects
A introduction to search for Higgs self-coupling through
Higgs boson pair decaying to two leptons same-charge
(ℓ±ℓ±) has been presented. The signal extraction has
been done by training 3 BDTs specific to the 3 main
backgrounds and combined into a final discriminant
variable. Then two data-driven methods have been



used to estimate instrumental backgrounds including
non-prompt and charge mis-identification backgrounds.
Finally a profile likelihood fit has been done, leading to
a limit equals to µ95%=33.2, including systematics re-
lated to instrumental backgrounds.
This analysis takes part of the HH multileptons chan-
nel. This combination leads to µ95%=11.5, excluding
systematics and data driven estimations. The next step
will be to include all systematics into the analysis and
the combination.
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Abstract — This note reports on the study of the CKM angle γ using the decay channel B0
s → D̃(∗)0ϕ, where

the D̃0 meson is reconstructed five modes Kπ, K3π, Kππ0, KK and ππ, while the ϕ is reconstructed in the
mode K+K− and the another decay channel is B± → D0K∗±, where two body final states of the D0 meson are
considered with Kπ, KK, and ππ and the K∗ is reconstructed in the mode Kπ0. This study is based on the total
LHCb dataset of Run 1 & Run 2, accumulated over years 2011 to 2018.

Introduction

The γ angle is one of the three angles that makes up
the Cabibbo-Kobayashi-Maskawa (CKM) matrix [1]
defined as arg[−VudV ∗

ub/VcdV
∗
cb]. Precision measure-

ment of the angle γ in a variety of B-meson decay
modes is one of the main goals of flavour physics.
The measurement can be achieved by exploiting the
interference of decays that proceed via the b → cūs
and b → uc̄s tree-level amplitudes, where the determi-
nation of the relative weak phase γ is not affected by
theoretical uncertainties Figure 1.

(a)

(b)

Figure 1: Feynman diagrams for (a) B0
s → D

(∗)0
ϕ

b→ c and (b) B0
s → D(∗)0ϕ b→ u transition.

The measurement of the γ angle in tree-level open-
charm b-hadron decays is theoretically clean and pro-
vide a benchmark for the SM of the particle physics to
explain the CP violation and to test the new physics
contribution Beyond the Standard Model. By having
precision measurement, LHCb experiment aims to im-
prove the knowledge of γ. A measurement with a preci-
sion better than 1◦ challenges the Standard Model(SM)
with the coherence of the KM mechanisms up to NP

scales of at least 15 TeV, whatever is the scenario of
New Physics(NP).

The γ angle can be measured through many differ-
ent decay modes. LHCb has obtained the best precision
on gamma by combining the measurements from differ-
ent decay modes using the full Run 1 and Run 2 data
LHCb data. The latest precision on gamma which gives
γ = (74.0+5.0

−5.8)
◦ where the uncertainty includes both

statistical and systematic uncertainties [2].
There are alternative methods to improve the sensi-

tivity on γ. Among them a brand new analysis deal-
ing with B0

s → D̃(∗)0ϕ decays and a mode conven-
tional one with the mode B± → D0K∗± have the
potential to make a significant impact. In this study,
for the mode B0

s → D̃(∗)0ϕ where D meson is recon-
structed in the quasi-specific modes Kπ, K3π, Kππ0
and CP-eigenstate modes KK and ππ has been mea-
sured. As shown in the sensitivity paper Ref [6], the
yields of these modes were estimated using realistic as-
sumptions based on measurements from LHCb [3, 4, 5].
Among these sub-decay modes we work on optimis-
ing the D0 → Kππ0 where the combination of two
tracks and photons reconstructed in π0. And for the
B± → D0K∗± mode where K∗ decays to K∗ → Kπ0.
The experimental difficulty of these modes is related to
the neutral pion produced at LHCb. The first strategy
is to fight against the combinatorial background from
genuine of false π0. The analysis including full datasets
Run 1 and Run 2.

B0
s → D̃(∗)0ϕ Analysis

The first part of the report shows the study on the
γ angle measurement through the B0

s → D̃(∗)0ϕ, de-
cay where D meson decays to 5 sub-decays: Kπ, K3π,
Kππ0, KK and ππ. The quasi flavour-specific K−π+π0

decay mode is studied in this analysis. This mode
is complicated because of the π0. Since we are deal-
ing with the large background coming from π0 and we
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would like to reduce the level of the background coming
from genuine fake π0 produced at LHCb. π0 is identi-
fied by a decay of two photons detected by the Electro-
magnetic calorimeter (ECAL). The resolved π0 where
the two photons reconstructed separately is used and
gives the precise reconstruction and the better mass res-
olution of the particles. Preliminary studies was done
on this sub-decay mode with Run 1 and Run 2 data
(2018 not included). An update of the analysis has been
done with the full dataset corresponding to integrated
luminosity of 3.2 fb−1 collected with the LHCb detec-
tor at center-of-mass energies of 7 and 8 TeV from 2011
to 2012 and of 5.9 fb−1 at center-of-mass energies of 13
TeV from 2015 to 2018 years. In this work we describe
the measurement through the decay of B0

s → D̃(∗)0ϕ
whose observations were published by the LHCb exper-
iment in 2018 [3] and 2021 [6]. The analysis is proceed
in two steps: the first part of the study is to define
the specific selections for the Kππ0 sub-decay mode.
To get rid of the background coming from the π0, a
method based on understanding of the D0 → Kππ0 de-
cay that goes mainly through three particles: K∗0(892)
(horizontal segment), K∗−(892) (vertical segment) and
ρ+(770) (anti-diagonal segment) which are displayed in
the Figure 2 are developed. To fight against the combi-
natorial background forming false D̃0 → K−π+π0 and
to reduce the level of false π0 as much as possible, we de-
veloped specific selections which strategy is actually to
deal with the specific skin of π0. The selection cuts that
we use for the D̃0 → K−π+π0 in B0

s → D0ϕ decays,
are based on the discriminating observables (kinematic
and particle identification variables). Among those dis-
criminating variables, in order to understand the Dalitz
plot structure and to keep in a large majority of the
occurences we use a variable named Dalitz Weight. If
there are any resonances in the decay, they will reveal
as lines on the plot and their position (horizontal, verti-
cal and diagonal) will indicate the particles come from
those resonant particles. The amplitude of this decay
mode was measured by E691 experiment Ref. [9] and
confirmed by the CLEO-C experiment [10].

The second part of the analysis, we worked on the
pre-selection optimisation on the signal mode B0

s →
D̃(∗)0ϕ. For the studied decay channel B0

s → D̃(∗)0ϕ,
we used the similar selections requirements which was
designed for the non-resonant measurement of B0

s →
D0K+K− branching fraction [7]. Topological and
kinematical variables which are based on multivariate
(MVA) analysis has been employed on the mode. After
all selection requirements are applied, a fit is performed
to the invariant mass distribution of Dϕ candidates.
Figure 3 from the published study [3] on B0

s → D̃(∗)0ϕ
and D0 meson decays to Kπ shows the fit to the invari-
ant mass distribution of Dϕ candidates obtained using
the sPlot technique Ref. [11].

An extended unbinned maximum-likelihood fit is
performed to obtain the yields for the B0

s → D0ϕ and
B0

s → D̃(∗)0ϕ. After performing fit, the number of
yields obtained for Kππ0 are given in the Table 1, this
gives the comparison for the yields from the previous
analysis [6] and ongoing analysis.

Figure 2: Dalitz Plot of the selected sample D0 →
K−π+π0 for signal MC Run 2 before DW selection plot
(top left) and after selection (top right) for background
Data Run 2 before DW selection(bottom left) and after
selection (bottom right).

From the Table, it can be seen that the signal yield is
improved the purity is very competitive wrt to the Kπ
mode. The dataset for the B0

s → D̃(∗)0ϕ is multiplied
by almost a factor of 2.4. Next step of the analysis will
be to combine the Kπ, K3π, KK and ππ sub-decays
to measure γ.

D decay mode B0
s → D0ϕ B0

s → D̃(∗)0ϕ
Kππ0 (Run 1+Run 2) 58 34
Kππ0 (Run 1+Run 2) 136±13 147±19

Table 1: Obtained event yields for the Kππ0 with
Run 1 and Run 2 dataset. (Top) gives the expected
event yields for the Kππ0 from the study in the sen-
sitivity paper published in 2021 [6].(Bottom) gives the
event yields from the ongoing study on Kππ0.

B− → D0K∗− Analysis

This part reports the study on more conventional B± →
D0K∗± decay, where D is either a D0 or D0 with D de-
cays to 2 body final states (Kπ, KK, and ππ). The
B−→ DK∗− channel has previously been investigated
by the BaBar collaboration using a variety of two-
body D decay modes [8]. In 2017, LHCb published
the B− → D0K∗ results using two- and four-body D0

final states using Run 1, 2015 and 2016 LHCb samples
which K∗− decays to K∗− → K0

Sπ
−. This study will

be improved with another mode which K∗− decays to
K∗− → K−π0 which has a larger branching fraction,
but the π0 reconstruction efficiency is much low. How-
ever, the two K∗− channels are same mode and the
same physical parameters can be shared, like rB , δB
and γ. Therefore this mode could make a large contri-



Halime SAZAK 253

Figure 3: Fit to the mD0K+K− invariant mass distribu-
tion of D0ϕ candidates obtained using sPlot technique.
Data is shown as black points. The total function is dis-
played as a red solid line. Different contributions are
given dashed lines and shadowed areas. Blue dashed
line is given for the B0

s → D0ϕ and B0 → D0ϕ signals.
Green shaded area is for the combinatorial background.
B0

s → D̃(∗)0ϕ is represent with the cyan long dashed
with longitudinal polarisation and pink middle dashed
for transverse polarisation factor [3]

bution to the γ measurement at LHCb. Furthermore,
we optimized the selection and reconstruction approach
for B− → D0K∗ with K∗− → K−π0 channel, the recon-
struction efficiency is improved significantly. Figure 4
shows the contour plots of gamma angle as a function
of the physics qualities : strong phase δB and the rB
is for the ratio of the amplitudes of the two interfering
mechanism.

From the Figure 4, dashed lines are drawn at 1σ and
the solid lines continue at 2σ. The dark green zone
corresponds to the combination of the two channels at
1σ, the light green one at 2σ. We can see that, the
result for the K∗− → K−π0 is quite competitive with
the published result of K∗− → K0

Sπ
− decay. This will

be improved with the full Run 1 and Run 2 dataset.

Results

Updates on the measurement of γ angle through the
B0

s → D̃(∗)0ϕ and the B± → D0K∗± decays are re-
ported. The dataset for the B0

s → D̃(∗)0ϕ is multi-
plied by almost a factor of 2.4 with the ongoing study.
Analysis will be finalized soon for Kππ0 to extract the
γ phase with the Kπ, K3π, KK and ππ sub-decay
modes. By using the expected event yields, a precision
on γ of about 8 to 19◦ can be achieved with Run 1
and Run 2 data. With the more data, the precision on
γ of 3-8◦ can be reached with the LHCb Run 1 to 3
dataset(23 fb−1 in 2025).

Figure 4: γ angle as a function of the value of δB(left)
and rB (right).The red colour is given for the K∗− →
K−π0 and the blue colour is for K∗− → K0

Sπ
− The

combination of the two decay mode is given in green
curve.
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Abstract — The calibration of the liquid argon electromagnetic calorimeter at the ATLAS experiment is
performed with Z → ee data and MC. While the continuous efforts of the collaboration have improved the
agreement between both samples, there is a remaining non-negligible discrepancy between the data and MC
dilepton invariant mass lineshape that has not been accounted for by existent corrections. As measurements
coming from the tracker (and their simulation) are highly precise, the energy measurement at the calorimeter
seems to be the most likely culprit. This study aims to better understand the mass lineshape discrepancy by
performing energy resolution corrections on MC. These are performed on an event-by-event basis with scalings of
∆ = Ereco − Etruth via some parametrization ∆′ = fη(∆, E

T
truth), where the explicit dependence on ET

truth seeks
to account for the changing kinematics of the electron-pair across different regions of the calorimeter. As the
∆′ correction translates into a shape deformation of the energy resolution distribution, it allows to account for
specific effects, such as tails and negative smearing corrections, which have an important effect on the lineshape
agreement.

Introduction

In the ATLAS experiment, the energy of electrons and
photons is completely determined by the Liquid Argon
(LAr) electromagnetic calorimeter. Since these mea-
surements are of fundamental importance for any other
study, such as precision electroweak studies, the proper
calibration of the detector is imperative, which moti-
vates for continuous efforts to improve higher order ef-
fects.

Calibration is done sequentially by concentrating
on “easily” measurable phenomena, such as Z → ee,
where all the sub-products can be detected within the
calorimeter and the parent particle is completely re-
constructed. The particular study described through
this note is applied at a late stage of the calibration
sequence (shown in a red rectangle in Figure 1), right
before the data-driven scale validation.

The entirety of this study is described in detail in
Ref. [1].

Figure 1: Calibration chain for e/γ in the ATLAS
electromagnetic calorimeter.

Motivation

While many studies before this one have improved con-
siderably the agreement between the data and MC mass
lineshape, it is still not perfect (see, for instance, Fig-
ure 2). It is suspected that this disagreement may be
caused primarily by a miscalibration of the simulated
calorimeter, and thus many efforts have been done aim-
ing to improve the corresponding MC sample.

This particular work aims to calibrate the MC energy
resolution via scalings in order to better account for
specific effects, such as tails and small/negative smear-
ing corrections.

An initial study on this technique has already been
done by the USTC group [2], which was focused to-
wards the forward part of the calorimeter. This same
study serves as the initial reference for the following
work.

Energy resolution corrections

Along this study, data will be considered as a perfect
sample, and thus all corrections are done on the MC
side. We define the MC resolution ∆ as the difference
between the reconstructed energies Ereco (GEANT4 +
energy scale correction [3]) and their corresponding val-
ues at generation Etruth (truth = dressed level), i.e.

∆ = Ereco − Etruth. (1)

We define then a corrected resolution value ∆′ as

∆′ = f(∆), (2)
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Figure 2: Z → ee invariant mass lineshape, including
all the available sample, after the energy scale correc-
tion described in Ref. [3]. The bin-to-bin χ2 value be-
tween data and MC is shown.

such that the corrected energy E′
reco looks like

E′
reco = Etruth +∆′. (3)

One of the most simple parametrizations ∆′ looks like

∆′ = p0∆+ p1∆
2 + p2, (4)

and this will in fact be the basis for the more complex
forms explored ahead.

η dependency

In order to account for different effects as a function of
the region of the calorimeter, this calibration study is
performed in regions of pseudo-rapidity η. These are
defined following the physical sections of the calorime-
ter, with boundaries between regions located at

|η| = 0.00, 0.60, 1.00, 1.37, 1.55, 1.82, 2.47.

For simplicity, we use an integer number (running,
from negative to positive, from 1 to 12) to identify
each of the regions, s.t. 1 corresponds to the left-
most region (negative end-cap, −2.47 < η < −1.82),
6 to the center-most negative one (negative barrel,
−0.6 < η < 0.0), and 12 to the right-most one (pos-
itive end-cap, 1.82 < η < 2.47).

All the previous means that there are in total 12 (or
6, if the binning is defined for |η|) sets of parameters
p⃗η = (p0, p1, p2, ..) that must be determined in order to
calibrate all the calorimeter (not to be confused with
the momentum p⃗, which lacks the “η” sub-index).

Particularities of the study

Since this study looks at Z → ee samples, there are two
electrons per event, both of which are affected by the
resolution correction. In this study, we only differenti-
ate electrons by their pseudo-rapidity η1 and η2, so the
calibration runs on a grid of [η-1,η-2] bins. Figure 3
shows the mass line ratio in this grid, for the nomi-
nal data and MC. The naming convention in the grid
passes on from before, e.g.:

• Region 1-1: both electrons in −2.47 < η < −1.82

• Region 6-2 = 2-6: one electron in −1.82 < η <
−1.55 and the other in −0.6 < η < 0.0.
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Figure 3: Nominal data/MC Z → ee invariant mass
line ratios, in the [η-1,η-2] grid seen by the calibration
process. All ratio plots go from 0.9 to 1.1 (vertical axis),
in the 80 to 100 GeV range.

Minimization and parameter esti-
mation
Since the purpose of this study is to improve the agree-
ment between data and MC invariant mass lineshapes,
the best parameters ˆ⃗pη are determined by comparing
the shape of both distributions with a χ2 measurement,
and minimizing this quantity.

MINUIT
Due to the nature of this study, a large amount of pa-
rameters must be determined simultaneously in order
to calibrate the whole calorimeter. For this, the multi-
dimensional customizable numerical minimizer MINUIT
[4] is used through ROOT 6.08/02 [5], using the mini-
mization algorithm MIGRAD.

Minimization sequence
As mentioned, the current study aims to minimize the
shape difference between the data and corrected MC
mass lines. This means that, for each proposed set
of parameters p⃗η (provided by MINUIT), the dilepton
mass distribution must be obtained using e.g. a his-
togram. Nevertheless, the ∆′ correction acts on the in-
dividual energy of each of the electrons Ereco (and their
original resolution ∆), and there are 2 electrons per Z-
boson event. Figure 4 shows a simplified schematic
representation of this process.

Due to the nature of this study, each individual
event is corrected before generating the correspond-
ing histogram, which leads to an event migration be-
tween bins, and translates to non-physical fluctuations



Juan Salvador TAFOYA VARGAS 257

MINUIT 
params.

χ2 function:

- reads parameters, define corresponding Δ'

- correct all MC events by Δ'=f(Δ)

- compute corrected mee, fill to a new hist.

- normalize Reco' hist. to Data

- compute χ2 between Reco' and Data hists.

- return χ2 value 

 MINUIT:
compute
   EDM 

χ2

stop
if EDM < threshold

if EDM > threshold

new parameters

Figure 4: Schematic representation of the minimiza-
tion process used to estimate the best ∆′ parameters.

of the χ2 curve (in it’s typical bin-to-bin definition, i.e.,∑
[Data - MC]2/Unc2). In order to overcome this, we

proposed a new method capable of recovering a curve
with a well defined minimum, which is described in de-
tail in a separate note [6].

Mixing multiple channels

As the entire calorimeter is split into several
[η-1,η-2] bins, each providing measurements for each
set of parameters p⃗η of the ∆′ correction, it generates
strong correlations that call for a simultaneous estima-
tion. This is achieved by minimizing a global χ2 value,
defined as

χ2
global = χ2

η-1-1 + χ2
η-2-1 + χ2

η-3-1 + ..., (5)

which includes all the relevant η-bins.

Checks on Kinematics

In order to not do blind tests, it is of use to know
the quantities relevant for the mass computation, and
potentially contribute to the data/MC disagreement.
Thus, let us look at Eq. (6), which gives a clear in-
sight of the relationship between the dilepton mass and
individual electron kinematics:

m2
ee = 2E1E2(1− cos θ12)

= 2ET
1 E

T
2 [cosh(η1 − η2)− cos(ϕ1 − ϕ2)] .

(6)

Several checks were performed on each of the quan-
tities, seeking to understand whether there could be
other (major) sources of mis-calibration (this is de-
scribed in detail in the complete report [1]). We were
able to discard additional sources, such as the angular
quantities measured by the tracker. Moreover, we also
noticed that the transverse momentum ET is a good
indicator of the change in kinematics across different
bins, as it remains (roughly) constant for both electrons
within the same η-bin, but changes between different
regions. Figure 5 shows the transverse momentum dis-
tributions for few η-bins, both for data and MC. As
a consequence, ET dependence is explicitly included
in the definition of the ∆′ correction in a polynomial
manner.
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Figure 5: Data and nominal Reco MC distributions of
ET for regions 6-6, 2-2, and 6-2. The integral of all the
distributions has been normalized to 1.

Main results

After testing several definitions of the ∆′ function, the
best data to MC agreement with a combined ET depen-
dence. That is, with linear ET dependence in the barrel
(|η| < 1.37), and cubic one in the endcap (|η| > 1.37).
It is defined as:

∆′ =
[
p0 + p3(E

T
truth − 45 GeV)

]
∆

+
[
p1 + p4(E

T
truth − 45 GeV)

]
∆2

+


[
p2 + p5(E

T
truth − 45 GeV)

]
if |η| < 1.37

[p2 + p5(E
T
truth − 45 GeV) + p6(E

T
truth − 45 GeV)2

+ p7(E
T
truth − 45 GeV)3] if |η| > 1.37.

(7)
The effects of the resolution correction (after opti-

mization of the parameters for all η-regions) are shown
in Figure 6. The impact of this correction is seen the
best in the top plot, which shows the Dada/MC mass
ratio over all the calorimeter before (green) and after
(red) applying ∆′.

First, it shows that it is possible to obtain an almost
perfect agreement over the whole mee range, correct-
ing both the core (around 90 GeV) and tails of the
distribution (where the discrepancy goes from ∼ 5% to
∼ 1.5%, almost within the data statistical uncertainty).
Moreover, the χ2 value between the (normalized) data
and MC distributions also improves considerably: for
a 100 bin histogram, it goes from χ2

initial = 2323.70 to
χ2
final = 122.61.
While energy resolution corrections seem capable of

explaining most of the remaining data/MC mass dis-
tribution disagreement, one must notice that the cali-
bration is done in the 80 to 100 GeV mee range, and
as such, extrapolating to higher energies must be done
with care. If not, it could lead to undesired effects, such
as non-physical deformation of the resolution distribu-
tions σE/E, or degradation of other quantities.

Finally, it is of interest to check the impact of res-
olution corrections on precision studies, such as the
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Figure 6: Data/MC mass lineshape ratios, for ∆′ defined as in Eq. (7). Top: ratios and corresponding χ2

values before (green) and after (red) the ∆′ energy resolution correction, over all the calorimeter. Bottom: grid
of individual [η-1,η-2] bins, before and after the same resolution correction. The relative statistical uncertainties
corresponding to data are shown with blue bars (centered around 1).

W -boson mass measurements. Now that the potential
of this method has been briefly explored, it could lead
to further studies of interest.

Conclusions

The newly explored energy resolution corrections via
scalings of ∆ = Ereco −Etruth shows promising results,
being capable of compensating almost perfectly the re-
maining discrepancy between data and MC Z → ee
invariant mass.

While the parameter optimisation process is not triv-
ial, further studies are encouraged, specially in order
to inspect the impact of such calibration on precision
measurements.
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Vector boson polarisation
measurement in WZ production
using the ATLAS detector at the
LHC
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Abstract — The electroweak symmetry breaking mechanism being responsible for the appearance of a
longitudinal polarisation mode in the massive W± and Z vector bosons, the study of their polarisation modes
is an interesting probe of the Standard Model. The measurements of the polarisation modes of the W± and Z
bosons are performed separately in WZ production with leptonic decay using a template fit. The data originates
from pp collisions at

√
s = 13TeV recorded in the ATLAS detector at the Large Hadron Collider (LHC) with

139 fb−1 of integrated luminosity. These polarisation measurements are additionally performed separating in the
charge of the W± boson. In all cases, no deviation from theory prediction is found.

Introduction

In spite of the discovery of the Higgs boson in 2012, the
study of the Standard Model is not complete. Precision
measurement of triple or quartic gauge couplings in the
electroweak sector is an important physics goal, as a
probe of its non-abelian structure. In particular, this is
studied in di-boson processes, that is processes produc-
ing two bosons among the W± and Z vector bosons
of the electroweak sector. This has been done since
the Large Electron Positron collider (LEP) operated
at CERN in WW production, as a means of studying
anomalous triple gauge couplings. Di-boson processes
are still a hot topic in particle physics as the increased
energy reached in the center of mass of proton–proton
collisions in the LEP successor, the Large Hadron Col-
lider (LHC), allowed recently the quartic gauge cou-
plings of the electroweak sector to be studied. Nev-
ertheless, these processes are very rare, and their low
cross section translates in a low production rate in the
multi-purpose detectors ATLAS and CMS used to de-
tect them at the LHC. The data collected during the
Run-2 of the LHC in the years 2015-2018 now allows
to perform precision measurements on these rare pro-
cesses. As can be seen on Figure 1, these processes are
comparable in cross-section to the total Higgs produc-
tion.

Moreover, the vector bosons of the electroweak sec-
tor have an interesting property which sets them apart
from the other gauge bosons of the Standard Model:
they are massive. This mass could be incorporated to
the Standard Model by adding an electroweak spon-
taneous symmetry breaking process in the form of
the mechanism of Brout-Englert-Higgs (BEH). On the
other hand, this mass allows these bosons to have three

degrees of freedom for their polarisation vector, when
massless gluons and photons can only have transverse
polarisation modes. As a result, the additional longitu-
dinal polarisation mode is a quite unique feature of W±

and Z vector bosons which is ultimately linked to the
BEH mechanism. This has interesting consequences,
such as the Goldstone equivalence theorem [1] or am-
plitude zeros [2]. It is therefore of interest to study
di-boson processes through the prism of their polarisa-
tion to get a more detailed test of the Standard Model.

The study of the polarisation of one boson in the
di-boson WZ production has already been done in AT-
LAS with partial Run-2 data [3], and in CMS with full
Run-2 data [4]. It will be presented here with full Run-2
ATLAS recorded data as a first step toward the simul-
taneous measurement of both bosons polarisations.

The WZ leptonic channel in Run-2

Among these diboson processes, the WZ process is an
interesting compromise between a sizeable section and
a clean experimental signature, as can be checked on
Figure 1. The ZZ process can have a very clean four
leptons signature in the detector, but with a compara-
tively low cross section. The WW process on the other
hand has a higher cross section, but a signature im-
paired by the neutrinos or the heavy jets of the W
decay, leading to an incomplete access to its final-state
kinematics.

TheWZ production with fully leptonic decay is stud-
ied to ensure an almost complete access to its final state
kinematics. The experimental signature in proton-
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Figure 1: Cross sections as predicted by the Standard
Model and measured by ATLAS.

proton collisions in ATLAS is thus the following,

pp→ ℓ ℓ ℓ ν + X,

where the ℓ denotes either an electron or a muon, ν is a
neutrino detected as missing transverse momentum in
the detector, and X are other objects, typically from
initial or final state radiations. Decays to τ -leptons are
not considered being harder to reconstruct in ATLAS.
Among the various signal Feynman diagrams, the main
ones in Figure 2 feature resonant W and Z bosons.
They are the diagrams of the Double Pole Approxima-
tion (DPA) used in theoretical calculations [5].
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µ−

Figure 2: Main signal Feynman diagrams for the WZ
production with leptonic decay.

As can be seen on Table 1, the signal over background
ratio is fairly good, at 3.47. The main backgrounds
originate from ZZ events where one lepton would be
missed, or backgrounds producing less than two lep-
tons but with additional misidentified leptons recon-
structed in the detector. Other backgrounds include a
top-anti-top tt̄ pair produced with a vector boson V ,
a top t produced with a Z and WZ events where one
decay lepton is a τ -lepton subsequently decaying to an
electron or muon.

Extracting polarisation with a
template fit

The inclusive WZ signal corresponds to all WZ events
in leptonic decay independently of their polarisation.
The next step would be to separate this signal among

Data 21 242
Total Expected 21 715
WZ in e/µ 16 861
Total Bkg. 4 855
ZZ 1 425
Misid. leptons 1 109
tt̄+V 885
WZ in τ 618
tZ 394
Others 425
Signal/Background 3.47

Table 1: Observed and expected event yields for the
W±Z signal and background processes.

all polarisations configurations to extract polarisation
fractions. As a first step, only the polarisation of one
boson at a time is studied. The electroweak vector
bosons W± and Z have three degrees of freedom for
their polarisation vector: one longitudinal mode is la-
belled 0 and two transverse modes are called Left L
and Right R. An effect of the polarisation can be seen
in the distribution of the cosine of the polar decay an-
gle cos θ∗. As can be seen in Figure 3, θ∗ is the angle
between the direction in the decaying boson rest frame
of the negatively charged lepton (except for W+ decay
where the positively charged lepton is used), and the
boson flight direction, which has to be defined in a given
frame. This is intrinsically linked to the fact that po-
larisations vectors are not Lorentz invariant quantities;
the choice of a different frame yields different polarisa-
tion fraction. Here, the direction of the vector boson
will be taken in the WZ rest frame.

q̄ q

Rest Frame
of the WZ

W

Z

θV

z

ν

`

θ∗W

Rest frame of the W

`

¯̀

θ∗Z
Rest frame of the Z

Figure 3: Definition of the polar decay angles θ∗W and
θ∗Z in the WZ rest frame.

The theory predicts [6] for the variable cos θ∗W a dif-
ferential cross section depending on the polarisation
fractions f0, fL and fR:

1

σW±Z

dσW±Z

d cos θ∗W
=

3

8
fL

(
1 ∓ cos θ

∗
W

)2
+

3

8
fR

(
1 ± cos θ

∗
W

)2
+

3

4
f0

(
1 − cos θ

∗
W

2
)
.

(1)

This means that aW+ polarised Right (resp. Left) will
tend to have its decay fermion forward (resp. back-
ward), while a longitudinally polarised W+ will have
its decay fermion more transverse. Ultimately this is
only statistical: it is impossible to determine the po-
larisation of the boson of a given event. The definition
of cos θ∗W depends on qW the charge of the W boson.
Still, W+Z and W−Z events can be combined by using
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instead the variable qW · cos θ∗W with the formulas for
a W+ boson in equation (1).

For Z bosons the formula is similar [7] :

1

σW±Z

dσW±Z

d cos θ∗Z
=

3

8
fL

(
1 + 2Cw cos θ

∗
Z + cos θ

∗
Z

2
)
+

3

8
fR

(
1 − 2Cw cos θ

∗
Z + cos θ

∗
Z

2
)
+

3

4
f0

(
1 − cos θ

∗
Z

2
)
.

(2)

where Cw = (2cvca) /
(
c2v + c2a

)
. This constant is

expressed in terms of cv = −1/2 + 2 sin2 θW and
ca = −1/2, the vector and axial vector couplings of
the Z boson to leptons, with sin2 θW the weak mix-
ing angle, a parameter of the electroweak theory. From
the formulas (1) and (2), it appears that the cos θ∗ can
be used as a discriminative variable between the three
polarisation modes. The distribution of the cos θ∗ ob-
servable is represented in Figure 4 (left) separately for
each polarisation state of the W± boson.

Monte-Carlo samples are generated for unpolarised
signal events and processed through detector simula-
tion softwares to reach detector-level. Using equa-
tion (1) or (2) depending on the boson considered, frac-
tions are extracted from the generator-level distribution
of cos θ∗ of that boson with an analytical fit. These
fractions can in turn be used to reweight event by event
the unpolarised Monte Carlo sample to obtain three
samples called polarisation templates. The generator-
level distributions of the cos θ∗ from these templates
can be seen for boson W± in Figure 4 (left). The same
reweighting applied to the Monte Carlo detector-level
events provides the expected cos θ∗ distributions at de-
tector level for each polarisation state, as can be seen
for boson W± in Figure 4 (right). These distributions
can be used as templates to extract polarisation frac-
tions from a fit to data.
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Figure 4: Distributions of qW · cos θ∗W normalised to
the same area of the three polarisation templates at
generator level (left) and at detector level (right).

Results

The polarisation templates are stacked along with
Monte Carlo samples of the background processes. This
gives the expected distribution of cos θ∗ in data. It
is compared to the actual Run-2 data distribution of
cos θ∗ and the proportion of polarisation templates are
adjusted in order for the expected distribution to fit
the data. This template fit is performed using a binned
likelihood maximization using the HistFactory frame-
work [8]. The result of such a template fit is shown for

W+ polarisation measurement in Figure 5. The ratio of
a given polarisation template integral over the sum of
all the templates integrals gives the corresponding po-
larisation fraction. The sum of fractions is normalised
to one by definition. As a result, of the three fractions,
only two parameters of interest are considered in the
fit: f0 and fL − fR.

1− 0.5− 0 0.5 1W

*
θ cos⋅ 

W
q

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

E
ve

nt
s 

/ 0
.2

ATLAS Work in progress 0W LW

RW τWZ in 

ZZ +Vtt

Misid. leptons Others

Data MC sum unc.

WZSR Post-Fit
-1 = 13 TeV, 139 fbs

1− 0.5− 0 0.5 1

W

*
θ cos⋅ 

W
q

0.9

1

1.1

D
at

a 
/ P

re
d.

Figure 5: Post-fit distribution of qW · cos θ∗W in W+Z
events. The points represent the data with the error
bar representing the statistical uncertainties. The solid
histograms represent the polarisation template W0, WL

andWR scaled by the template fit. The pale histograms
represent the various background processes estimated
through Monte Carlo. The dashed band is the total
post-fit uncertainty of the sum of these Monte Carlo
predictions. The lower panel represents the ratio of the
data points to the sum of Monte Carlo histograms.

Systematic uncertainties are implemented for each
sample. Such systematics can be shape variations of
the samples histograms due to uncertainties on the re-
construction of some particles in the detector, theoreti-
cal uncertainties of parameters used in the Monte Carlo
generation, or modelling uncertainties originating from
the method to obtain polarisation templates. These
systematics in conjunction with the statistical uncer-
tainties yield the total uncertainty on the parameter of
interest.

The measured values of f0 and fL−fR is represented
in Figure 6 in a plane f0x(fL − fR). It compares to
the theoretical prediction extracted through a fit of a
Monte Carlo unpolarised sample at the generator level.
From these results, no deviations from theoretical pre-
dictions are found. The numerical values represented
in table 2 show that the polarisation fraction f0 is mea-
sured with a relative uncertainty below (or almost be-
low when there is W charge separation) 20%. Similar
precisions are achieved for fL and fR, but the differ-
ence between them is so small that fL−fR is measured
with a poor precision. This is especially true for the Z
boson where the difference between Left and Right po-
larisation modes is less stark in the templates.



264 Standard Model

0.1− 0.05− 0 0.05 0.1 0.15 0.2 0.25 0.3

R - fLf

0

0.1

0.2

0.3

0.4

0.5

0.60f

Data

68% Confidence Level

95% Confidence Level

Powheg+Pythia

ATLAS Work in progress
-1 = 13 TeV, 139 fbs

Z± polarisation in W±W

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6

R - fLf

0

0.1

0.2

0.3

0.4

0.5

0.60f

Data

68% Confidence Level

95% Confidence Level

Powheg+Pythia

ATLAS Work in progress
-1 = 13 TeV, 139 fbs

Z±Z polarisation in W

0.1− 0.05− 0 0.05 0.1 0.15 0.2 0.25 0.3

R - fLf

0

0.1

0.2

0.3

0.4

0.5

0.60f

Data

68% Confidence Level

95% Confidence Level

Powheg+Pythia

ATLAS Work in progress
-1 = 13 TeV, 139 fbs

Z+ polarisation in W+W

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6

R - fLf

0

0.1

0.2

0.3

0.4

0.5

0.60f
Data

68% Confidence Level

95% Confidence Level

Powheg+Pythia

ATLAS Work in progress
-1 = 13 TeV, 139 fbs

Z+Z polarisation in W

0.1− 0.05− 0 0.05 0.1 0.15 0.2 0.25 0.3

R - fLf

0

0.1

0.2

0.3

0.4

0.5

0.60f

Data

68% Confidence Level

95% Confidence Level

Powheg+Pythia

ATLAS Work in progress
-1 = 13 TeV, 139 fbs

Z
-

 polarisation in W
-

W

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6

R - fLf

0

0.1

0.2

0.3

0.4

0.5

0.60f

Data

68% Confidence Level

95% Confidence Level

Powheg+Pythia

ATLAS Work in progress
-1 = 13 TeV, 139 fbs

Z
-

Z polarisation in W

Figure 6: Measured value of f0 and fL − fR for boson
W (left) and Z (right), for W±Z events (top plots),
W+Z events (middle plots) and W−Z events (bottom
plots). The black point is the measured value from the
template fit. The triangular point is the theoretical pre-
dictions from Powheg+Pythia Monte Carlo. The solid
line ellipse corresponds to the 68% confidence level re-
gion for the joint measurement of f0 and fL− fR. The
dashed line ellipse is the 95% confidence level region.

It seems that the sign of fL − fR of the Z boson
is the opposite as the one for the W . This could be
an emergent effect of the polarisation correlations be-
tween the bosons due to angular momentum conserva-
tion. The separation with the charge of the W boson
yields no significant change in the longitudinal polar-
isation f0, neither in theory or data. Nevertheless, it
appears that W+ bosons favour slightly the Left polar-
isation, fL − fR > 0, while W− bosons favour slightly
the Right polarisation, fL − fR < 0. This is proba-
bly linked to the differences in the initial states, W+Z
events coming from ud̄ quarks, and W−Z events com-
ing from ūd quarks.

Conclusions

In conclusion, WZ events were studied in the leptonic
channel using data from the full Run-2 recorded with
the ATLAS detector. In particular, the polarisation
fractions of separately the W and the Z bosons are
measured through a template fit. The key step in this
analysis was the generation of templates for the three
polarisations of the measured bosons. This was per-
formed through a reweighting taking advantage of the
theoretical distribution of the polarisation observable
cos θ∗ linked to the decay of the considered vector bo-

Parameter
of Interest Value Absolute

uncertainty
Relative

uncertainty
W±

fW
±

0 0.220 0.039 18 %
(fL − fR)W

±
0.037 0.016 43 %

height Z with W±

fZwithW±
0 0.214 0.021 10 %
(fL − fR)ZwithW±

-0.137 0.081 59 %
height W+

fW
+

0 0.222 0.048 22 %
(fL − fR)W

+

0.058 0.024 41 %
height Z with W+

fZwithW+

0 0.207 0.026 13 %
(fL − fR)ZwithW+

-0.206 0.105 51 %
height W−

fW
−

0 0.208 0.044 21 %
(fL − fR)W

−
-0.006 0.028 450 %

height Z with W−

fZwithW−
0 0.225 0.030 13 %
(fL − fR)ZwithW−

-0.039 0.128 330 %
height

Table 2: Measured polarisation fractions f0and fL−fR
for both W± and Z bosons, separating by charge of the
W± boson. The third column represents the absolute
uncertainty. The fourth column represents the relative
uncertainty.

son. The results of these measurement show no devia-
tions from theory, even when separating by the charge
of the W± boson.

This measurement hints at correlations between the
polarisation of W and Z bosons. The next step would
be the measurement of the polarisations of the W and
Z bosons simultaneously. It is however more challeng-
ing as the cross section of a given polarisation config-
uration is typically one order of magnitude below the
single boson polarisation cross section, itself one order
of magnitude below the inclusive cross section.
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Measurement of the CP properties of the Higgs
boson with the CMS detector

Mario SESSINI

Institut Pluridisciplinaire Hubert Curien - Strasbourg

Abstract — This paper aims to present some measurements of the CP properties of the Higgs boson through
several of its couplings to other Standard Model (SM) particles. In particular, results of an analysis of the coupling
to a pair of neutral Z0 bosons will be shown, as well as studies of two Yukawa couplings, one to the top quark and
the other to the τ lepton. To this day, all measurements are consistent with the SM prediction of a purely scalar
neutral Higgs boson. Pure pseudo-scalar hypothesis is excluded at 3.8σ confidence level through Z0 coupling, 3.2σ
through top quark coupling and 3.0σ through τ lepton coupling.

Introduction

The discovery of a new particle with properties similar
to the Higgs boson as predicted by the Standard Model
[1, 2, 3, 4, 5, 6] was announced in 2012 by the CMS [7, 8]
and ATLAS [9] collaborations. Further studies are now
performed to give a better description of several of its
properties, including mass measurements, decay width
and CP properties. Even though the Higgs boson is
described as a purely scalar boson by the SM, the dis-
covery of any non-purely scalar state would have im-
portant implications in the search for new physics, as
some SM extensions can also include a pseudo-scalar
Higgs boson. Such properties can be studied with the
CMS detector through the final products issued from
the several decay channels of the Higgs boson produced
in pp collisions at the LHC. The first section of this pa-
per will aim to introduce some basic understanding of
the couplings of the Higgs boson to other SM bosons
and fermions. The second section will show the tech-
niques used to performed CP measurements for three
of these couplings, and at last results of these studies
will be presented.

Decay rates and couplings of the
Higgs boson

In its SM description, the Higgs boson is able to
couple to any massive particle with a coupling strength
proportional to the particle’s mass (Fig.1). As a
consequence, decay rates to light particles are greatly
suppressed. In addition, the Higgs boson is also able to
indirectly couple to massless particles such as the pho-
ton or the gluon through virtual loops of top quarks,
providing in particular the di-photon (H0 → γγ) final
state. This channel is of great interest as it offers a
well measured and easy to identify final state, but also
a way to measure the coupling of the Higgs boson to
the top quark in the production mode ttH0 since the

Figure 1: Measurement of the Higgs coupling parame-
ters in pp collisions at

√
s=13TeV with the CMS detec-

tor.

latter is too heavy for the decay modeH0 → tt to occur.

For a complete understanding of the CP properties of
the Higgs boson, all of its decay channels (Fig.2) should
be studied. However, the choice of the decay mode in
the frame of a CP analysis at the LHC is also limited by
other factors, such as the loss of spin information in the
final state (H0 → bb) or the missing observation of the
decay mode (H0 → cc). Finally, CP-violating effects
are expected to have minor contributions in couplings
to gauge bosons whereas they appear at tree level in
Yukawa couplings. This specific type of coupling will
be discussed in the following part.
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Figure 2: Various decay modes of the Higgs boson and
their branching ratio.

Yukawa couplings

Every coupling of the Higgs boson with a fermion
is described by a unique interaction called Yukawa
coupling. This coupling can be described by a la-
grangian (Eq.1) itself made of a CP-even and a CP-odd
coupling. Each part is depending on a specific coupling
constant κl and κ̃l respectively.

LY = −mlϕ

v
(κlψlψ + κ̃lψliγ5ψl) (1)

In this lagrangian, ml stands for the mass of the
lepton, ψl for its Dirac field, ϕ for the scalar Higgs field
and v = 246 GeV for the vacuum expecation value.
From κl and κ̃l a CP-odd fraction of the Yukawa
coupling can be defined (Eq.2), which can also be
related to an effective mixing angle αHll.

fHllCP =
|κ̃l|2

|κl|2 + |κ̃l|2
= sin2(αHll) (2)

Therefore, the coupling appears to be purely scalar
for an effective mixing angle αHll = 0◦, purely pseudo-
scalar for αHll = 90◦ and a mixture of both CP states
for any other value with a maximum mixing state for
αHll = 45◦.

Analysis strategy

This section aims to give an overview of several strate-
gies used to extract and measure the CP properties of
the Higgs boson for three different couplings. The first
analysis [10] relies on the kinematic description of the
four-leptons final state in the H0 → ZZ → 4l decay
channel. The pure pseudo-scalar Higgs boson hypothe-
sis is tested against the SM pure scalar hypothesis. In
the second analysis [11], the Yukawa coupling to the top
quark is studied in the ttH0 production mode whereH0

decays to a pair of photon. At last, an analysis of the
CP properties of the Higgs boson in the H0 → ττ chan-

nel [12] to which the Strasbourg CMS team contributed
will be introduced.

H0 → ZZ → 4l

The event selection for this study is performed in a
way the signal is composed of events from one of the
three following final states : 4e, 2e2µ or 4µ. Both Z0

candidates must be formed with two oppositely charged
leptons of same flavour, and also need to be isolated
and properly identified to avoid mis-identifications due
to the Z + jet and tt backgrounds.

Figure 3: Production and decay of a Higgs boson in
the H0 → ZZ → 4l decay mode. θ∗ and Φ1 stand for
the production angles in the Higgs rest frame and θ1,
θ2 and Φ for the three production angles in the Z1, Z2

and H rest frames respectively.

Since there is no neutrinos in this decay channel, the
event kinematic can be fully described. Therefore kine-
matic discriminants are built from kinematic variables
(Fig.3) and used to categorize events. This allows to
discriminate the background from the signal in the first
place but also to test several spin-parity JD hypothesis
of the Higgs boson against the 0+ SM hypothesis.

ttH0 production mode

This analysis did not only focus on measuring the
CP structure of the Yukawa coupling in the ttH0

production mode. It also focused on measuring the
signal strength µttH of the process defined as the ratio
of σttHBγγ , the product of the cross section of the
ttH0 production mode and the branching ratio of the
H0 → γγ decay mode, and the SM expected value of
this product σttHBγγ=1.13+0.08

−0.11fb [13].

By the presence of a top quark pair in the process,
the final state can either be hadronic or leptonic each
one with its own background. For this reason, two
dedicated BDT ("BDT-bkg") are trained to separate
signal events from background events. Kinematic
properties of jets, leptons and photons are used as in-
put features, as well as the jet and lepton multiplicity,
the b-tagging scores of jets and the missing transverse
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Figure 4: BDT-bkg output distributions for
the hadronic final state (left) and leptonic fi-
nal state (right). Events are satisfying either
100< mγγ <120GeV or 130< mγγ <180GeV. Events in
the grey shaded regions are rejected from the analysis.

energy pmissT . The di-photon mass mγγ is not used to
avoid inducing bias. Non-rejected events are further on
classified into eight categories, four for each final state
(Fig.4), in order to maximize the expected significance.
A simultaneous binned maximum likelihood fit of the
distribution of the di-photon invariant mass mγγ is
then performed (Fig.5) to extract σttHBγγ and µttH .

In the next part of the analysis, a second BDT is
trained to identify CP-odd events from CP-even events.
Events are then classified according to their BDT score
called D0− in three separated bins (Fig.6) and a fit is
performed to extract the CP-odd fraction of the cou-
pling as defined in equation 2.

H0 → ττ

In this study, a new CP sensitive observable ϕCP is
introduced. Each τ will decay shortly after being pro-
duced and ϕCP is defined as the angle between the taus
decay planes (Fig.7) in the Higgs boson rest frame. The
H0 → ττ differential cross section can be parametrized
as follow :

dΓ

dϕCP
∼ 1− b(E+)b(E−)

π2

16
cos(ϕCP − 2αHττ ). (3)

As a result, the ϕCP distribution gives a direct in-
formation about the Higgs boson CP state (Fig.7) and
a CP-even(odd) Higgs boson will be more likely to de-
cay when the angle between the taus decay planes is
180◦(0/360◦) due to spin correlations. Oppositely, the
Z0 boson will produce a flat ϕCP distribution. How-
ever, in a experiment such like the LHC reconstructing
the Higgs boson rest frame can be a tough task because
of the composite nature of the proton and the presence
of neutrinos in every tau decays. Consequently, op-
timized methods are needed and will be presented in
what follows.

Figure 5: Invariant mass distribution for the selected
events (black points) weighted by S/(S + B), where
S(B) is the numbers of expected signal (background)
events in a ±1σeff mass window centered on mH . The
σeff is defined as the smallest interval containing 68.3%
of the mγγ distribution and ranges from 1.2% to 1.6%
for different categories.

Figure 6: Distributions of events as in (Fig.5) in three
bins of D0− . All previous categories are combined in
the mass range 115<mγγ<135GeV and the background
estimation determined in the previous fit is subtracted.
The inner panel shows the likelihood scan for the CP-
odd fraction of the coupling |fHttCP |.
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Figure 7: Representation of the taus decay planes in the Higgs boson rest frame, ϕCP represents the angle between
the planes (left). Distribution of ϕCP for the CP-even scenario (solid red), CP-odd (dashed blue), maximum mixing
(dash dotted green) and for Z0 (flat black line) (right). The τ+τ−(ντντ )→ π+π− decay mode is considered.

Figure 8: (a) Representation of the impact parameter
(IP) method in the τ±(ντ ) → π± decay mode, each
plane is spanned by the momentum of the pion and its
respective IP. (b) Representation of the neutral pion
method in the τ±(ντ ) → π± + π0 decay mode, each
plane is spanned by the momentum of the charged pion
and the neutral pion.

Impact parameter method

The impact parameter method is designed for decay
modes where one charged track is reconstructed, like
τ± → π±, µ±. The decay planes between which ϕCP
is measured are spanned by the pions or the muons
and their own impact parameter in the rest frame built
from the two charged particles (Fig.8). The impact
parameter of a track is defined as the vector between
the primary vertex and the point of closest approach
from the primary vertex on the extrapolated track.

Neutral pion method

This method offers an optimal sensitivity in the
τ±(ντ ) → π± + π0 decay mode. It relies on the mea-

surement of the angle between the planes spanned by
the charged pions and their associated neutral pion,
boosted in the rest frame of the two charged pions
(Fig.8). This method can be applied in any decay mode
with at least two pions in the final state. In the case
of the three-prong decay mode through a charged a1
resonance, we use the decay plane spanned by the in-
termediate neutral ρ resonance decaying to two charged
pions with opposite charges.

Polarimetric vector method

This last method developed in Strasbourg is based on
the estimation of the most probable direction of the
spin from taus called the polarimetric vector. ϕCP is
then calculated from the planes spanned for each tau
by its polarimetric vector and its own direction in the
Higgs boson rest frame. This method could be applied
to any hadronic decay, but the need to reconstruct
both taus makes it challenging. To this day, the
polarimetric vector method combined with the Global
Event Fit (GEF) algorithm [14] led to an improvement
of the sensitivity in the ττ → a+1 a

−
1 decay channel [15]

compared to the initial neutral pion method (Fig.9).

All of these methods can be applied separately on
each tau and mixed together for decay modes where
the taus are not decaying the same way. The next step
for this analysis is to extract the signal from the back-
ground using a MVA with kinematic variables as in-
put. This MVA will then give three possible output
categories, namely :

• Higgs (signal)

• Genuine τh background (embedded samples [16])

• Fake τh background (misidentified jets)

The background estimation consistency is checked
in the first place using the two background categories.
The signal category is then "unblinded" lastly in order
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Figure 9: ϕCP distributions in the ττ → a+1 a
−
1 decay

mode in the CP-odd scenario (up) and CP-even sce-
nario (down). |a/b| values are defined as the ratio of
fitting parameters from the function a cos(x) + b (Re-
sults from G. Bourgatte PhD ??).

to perform a fit of the data using a likelihood function.
The parameters extremizing this function are defined
as "best fit" parameters.

Results

H0 → ZZ → 4l

From the method described in the previous section, re-
sults are summarized in Fig.10. From the first line, the
pure CP-odd hypothesis 0− is excluded at 3.8σ.

ttH0 production mode

From the fit to data performed in Fig.5, the cross sec-
tion is measured to be σttHBγγ=1.56+0.4

−0.32fb with a sig-
nificance of 6.6σ, leading to the first single-channel ob-
servation of the ttH0 process. The pure CP-odd hy-
pothesis of the coupling is excluded at 3.2σ and the
CPP-odd fraction of the coupling is constrained to be
fHttCP =0.00±0.33 at 68% CL.

H0 → ττ

Following the fit to data providing the "best fit" param-
eters of the likelihood function L(αHττbest fit), a negative
log-likelihood scan is performed (Fig.11) :

−2∆ lnL = −2(ln(LαHττ )− ln(LαHττbest fit) (4)

Figure 10: Results for various JP hypothesis. The third
column shows the expected separation with the signal
strength value from the fit to data or the value from
the Standard Model (µ=1). The observed separation
columns show results for the 0+ or JP model with µ set
as a free parameter in the fit. The last column stands
for the confidence level value for the JP model.

Observation in data led to an exclusion of the
pure CP-odd hypothesis αHττ=±90◦ with 3.0σ. The
observed (expected) value for αHττ is -1±19◦ (0±21◦)
at the 68.3% CL, ±41◦ (±49◦) at the 95.5% CL, and at
the 99.7% CL the observed range is ±84◦. Therefore,
all previous measurements are consistent with the
Standard Model prediction of a purely scalar Higgs
boson.
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Perturbative renormalization of the Euclidean
ϕ44 theory with flow equations
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Abstract — The flow equations of the renormalization group allow to analyse the perturbative n-point functions
of renormalizable quantum field theories. Rigorous bounds obtained from the flow equations permit to control
large momentum behaviour, infrared singularities and large order behaviour in the number of loops and arguments
n. We use this method to give a rigorous proof of the renormalizability of the massive ϕ44 theory on a half-space.
We choose a suitable class of test functions and prove bounds for the amputated n-point distributions folded with
these test functions. These bounds are uniform in the cutoff and thus directly lead to renormalizability.

Introduction

Quantum field theory was originally developed as a the-
oretical framework that combines classical field theory,
special relativity, and quantum mechanics and has be-
come the general theoretical framework to study physi-
cal systems with an infinite (or large) number of degrees
of freedom.

A rigorous mathematical analysis of quantum field
theories is faced with the problem that path integrals
describing systems in field theory are generally not de-
fined. There exists a complete theory of Gaussian mea-
sures that apply to free theories. However, for the inter-
acting case, a rigorous mathematical description starts
from regularized versions of the theory, where the num-
ber of degrees of freedom in space and momentum has
been made finite. This is a task common to all regular-
izations, such as simple momentum cutoff, Pauli-Villars
and lattice cutoff. One then studies correlation func-
tions and proves that these have uniform limits in the
cutoffs.

The scalar field theory in d = 4 (i.e ϕ44) is renor-
malizable in the sense that when the momentum cutoff
is sent to infinity, the correlation functions stay finite.
Several proofs exist to prove the renormalizability of ϕ44
theory [9]-[12]. Among them, the perturbative proof of
renormalization based on Wilson Flow equations per-
formed by Polchinski in the seminal paper [8] in 1984.
The flow equations allow to describe theories by an
effective action LΛ,Λ0 , depending on a scale Λ with
0 ≤ Λ ≤ Λ0 < ∞ for Euclidean quantum field theo-
ries in the continuum with a momentum cutoff. Here
Λ plays a similar role as an infrared cutoff, Λ0 denotes
the ultraviolet cutoff. LΛ,Λ0 should satisfy the follow-
ing conditions:
• At the ultraviolet cutoff Λ = Λ0, LΛ,Λ0 coincides with
the bare action.
• For Λ < Λ0, LΛ,Λ0 is obtained upon integration of
the field-degrees of freedom which propagate with mo-
menta p between Λ and Λ0.

• As Λ → 0, LΛ,Λ0 approaches a theory without in-
frared cutoff.

A promising application of the flow equations is the
proof of renormalizability of quantum field theories.
Conventional proofs of renormalizability are based on
an approach in terms of Feynman diagrams. In pertur-
bation theory, the correlation functions are represented
as a sum of Feynman integrals. This approach is com-
plicated for two reasons. First, the convergence of a
Feynman integral is determined by a criterion called
the power counting theorem. It allows one to deter-
mine the convergence of Feynman integrals in the large
cutoff limit by counting suitably defined UV-divergence
degrees so that the Feynman integral is absolutely con-
vergent. Second, a systematic procedure is required to
achieve convergence to all orders in perturbation the-
ory, that is to substract the divergences from all Feyn-
man integrals of the theory. It is the combinatorics
of counting divergence degrees and of removing diver-
gences which makes the proof rather cumbersome. The
flow equations give an alternative proof based on a tight
inductive scheme wherefrom bounds on the regularized
Schwinger functions implying renormalizability can be
deduced. Renormalizability of a quantum field theory
implies that the unregularized n-point correlation func-
tions at loop order l

lim
Λ→0,Λ0→∞

LΛ,Λ0

l,n (p1, ..., pn)

exist in the sense that they are both IR (in the limit
of very small momenta) and UV finite (in the limit of
very large momenta). Finite limits are achieved by im-
posing a finite set of renormalization conditions on a
physical scale that is independent of the UV cutoff Λ0.
For simplicity, we will consider the case in which all
fields are massive to avoid any IR problems. Proving
renormalizability then amounts to show the existence
of the large UV-cutoff limit Λ0 →∞.

In [13], we used the method of the flow equations
to investigate the renormalizability of the massive ϕ44

275



276 Theoretical Physics

scalar field theory on the semi-infinite space, which is
the simplest model to study surface effects in quantum
field theory. R3 × R+.

It is defined starting from the massive ϕ44 model in
infinite space, with the difference that it is defined on
a half space bounded by a plane. In this model, three
types of boundary conditions are considered in the liter-
ature, namely Dirichlet, Neumann and Robin boundary
conditions.

Boundary conditions and the pos-
sible propagators

The self-adjoint extensions of the Laplacian operator
in R3×R+ define all the possible boundary conditions.
However, not all self-adjoint extensions lead to bound-
ary conditions with classical interpretation. The mas-
sive propagators associated to Robin, Neumann and
Dirichlet boundary conditions are defined from func-
tional calculus by

C• ((z, x); (z
′, x′)) =

∫ ∞

0

dλe−λ(−∆•+m
2) ((z, x); (z′, x′)) ,

(1)
where • ∈ {D,R,N} for respectively Dirichlet, Robin
and Neumann boundary conditions. In the pz-
representation, which corresponds to taking the par-
tial Fourier transformation with respect to the variable
x ∈ R3, the Dirichlet, Neumann and Robin propagators
simply read

CD(p; z, z′) =
1

2
√

p2 +m2

[
e−

√
p2+m2|z−z′|

−e−
√

p2+m2|z+z′|
]

,

CN (p; z, z′) =
1

2
√

p2 +m2

[
e−

√
p2+m2|z−z′|

+e−
√

p2+m2|z+z′|
]

,

CR(p; z, z
′) =

1

2
√

p2 +m2

[
e−

√
p2+m2|z−z′|

+

√
p2 +m2 − c√
p2 +m2 + c

e−
√

p2+m2|z+z′|
]

.

The Dirichlet boundary condition corresponds to c → ∞
and the Neumann boundary condition to c = 0. We study
the Robin boundary condition since the other two condi-
tions are limit cases of the former. One can easily verify
that we have

CD(p; 0, z′) = CD(p; z, 0) = 0 ,

lim
z→0

∂zCN (p; z, z′) = lim
z′→0

∂z′CN (p; z, z′) = 0 ,

lim
z→0

∂zCR(p; z, z
′) = c CR(p; 0, z

′) ,

lim
z′→0

∂z′CR(p; z, z
′) = c CR(p; z, 0).

The method of flow equations: A
simple example
Here, we elucidate the method of flow equations used in the
proof of perturbative renormalizability of the simple case of
ϕ4 in R4.

The regularized propagator
The starting point to define an Euclidean quantum field the-
ory is the Gaussian measure, since it is the support of this
measure that allow to define the field. A Gaussian measure
with mean zero is uniquely defined by its covariance opera-
tor. This operator can be defined through the propagator,
which plays the role of its kernel. For the massive scalar
field theory in R4, the propagator in Fourier space is given
by

C(p) =
1

p2 +m2

The Gaussian measure associated to this propagator has its
support included in S ′ (

R4
)

(i.e. the space of tempered dis-
tributions). The support of the Gaussian measure is what
defines the space to which the field belongs. The bare inter-
action includes powers and derivatives of the field. However,
It can not be given any mathematical meaning if the field
is a distribution. Therefore, we regularize the propagator
to make the support of the associated Gaussian measure in-
cluded in at least C2

(
R4
)

(i.e. the space of functions with
continuous zeroth, first and second derivatives). We choose
the following regularization

CΛ,Λ0(p) =
1

p2 +m2

(
e
− p2+m2

Λ2
0 − e

− p2+m2

Λ2

)
, (2)

where Λ0 is the UV-cutoff and Λ a flow paramater 0 ≤ Λ ≤
Λ0 which plays the role of an infrared cutoff. For Λ → 0
and Λ0 → 0, the full propagator of the theory is recovered.

The flow equations
The theory we consider is the massive Euclidean ϕ4-theory
on R4. This means that we start from the bare interaction

LΛ0,Λ0(ϕ) =

∫
R4

d4x

(
f

4!
ϕ4(x) + a(Λ0)ϕ

2(x)

− b(Λ0)ϕ(x)∆ϕ(x) + c(Λ0)ϕ
4(x)

)
.

The first term is formed of the field’s self-interaction with
real coupling constant f having mass dimension equal to
zero. The second part contains the related counterterms,
determined according to the following rule. The canonical
mass dimension of the field is one, the counterterms allowed
in the bare interaction are all local terms of mass dimension
≤ 4 that can be formed of the field and of its derivatives
respecting the euclidean symmetries. From the bare interac-
tion and the flowing propagator (2), we may define Wilson’s
flowing effective action LΛ,Λ0 by integrating out momenta
in the region Λ ≤ |p| ≤ Λ0:

e−
1
ℏLΛ,Λ0 (ϕ) := N

∫
dµΛ,Λ0(Φ)e

− 1
ℏLΛ0,Λ0 (Φ+ϕ) (3)

and can be recognised to be the generating functional of
the connected amputated correlation functions of the theory
with propagator CΛ,Λ0 and bare action LΛ0,Λ0 . For the
normalization factor N to be finite, we have to restrict the
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theory to finite volume. All subsequent formula are also
valid in the thermodynamic limit since no longer involve
the vacuum functional [5].
The fundamental tool for our study of the renormalization
problem is the functional flow equation

∂ΛL
Λ,Λ0 =

ℏ
2
⟨ δ

δϕ
, ĊΛ,Λ0

δ

δϕ
⟩LΛ,Λ0−1

2
⟨δL

Λ,Λ0

δϕ
, ĊΛ,Λ0

δLΛ,Λ0

δϕ
⟩.

(4)
where ĊΛ,Λ0 := ∂ΛC

Λ,Λ0 . It is obtained by deriving both
sides of the equation (3) with respect to Λ and performing
an integration by parts in the functional integral on the RHS
using the properties of the Gaussian measure [1], and finally
rearranging the powers of ℏ coming from LΛ,Λ0/ℏ and from
ℏĊΛ,Λ0 . To derive the flow equations verified by the n-point
Schwinger (correlation) functions, we first expand LΛ,Λ0 in
moments with respect to ϕ,

∀(pi)1≤i≤n ∈ R4,

(2π)4(n−1)δϕ(p1) · · · δϕ(pn)L
Λ,Λ0 |ϕ=0

= δ4(p1 + · · ·+ pn)LΛ,Λ0
n (p1, · · · , pn)

and also in a formal powers series with respect to ℏ to select
the loop order l,

LΛ,Λ0
n =

∞∑
l=0

ℏlLΛ,Λ0
l,n .

From the functional flow equation (4), we then obtain the
perturbative flow equations for the n-point correlation func-
tions by identifying coefficients

∂Λ∂
wLΛ,Λ0

l,n (p1, · · · , pn)

=
1

2

∫
k∈R4

∂wLΛ,Λ0
l−1,n+2(k, p1, · · · , pn,−k)∂ΛC

Λ,Λ0(k)

− 1

2

′∑
l1,l2

′∑
n1,n2

∑
wi

cwi

[
∂w1LΛ,Λ0

l1,n1+1(p1, · · · , pn1 , p)

∂w3∂ΛC
Λ,Λ0(p)∂w2LΛ,Λ0

l2,n2+1(−p, pn1+1, · · · , pn)
]
rsym

p = −p1 − · · · − pn1 = pn1+1 + · · ·+ pn

where the prime on top of the summation imposes the re-
striction to n1 + n2 = n and l1 + l2 = l and the sym-
bol "rsym" means summation over those permutations of
the momenta p1, · · · , pn, which do not leave invariant the
(unordered) subsets (p1, · · · , pn1) and (pn1+1, · · · , pn), and,
therefore, produce mutually different pairs of (unordered)
image subsets.
Here we wrote the equation directly in a form where a num-
ber |w| of momentum derivatives, characterized by a multi
index w, act on both sides. Derivatives of the LΛ,Λ0

l,n are
needed to obtain a closed inductive scheme. We set

∂w =
∂|w|

∂pw1
1,1∂p

w2
1,2...∂pn,4

w4,n
|w| = w1,1 + ...+ wn,4.

Moreover, the combinatorial factor c{wi} =
w!(w1!w2!w3!)

−1 comes from Leibniz’s rule. In the
loop order l = 0, the first term on the RHS is absent.

Boundary conditions

The bare interaction implies that at Λ = Λ0, we have for all
n+ |w| ≥ 5,

∂wLΛ0,Λ0
l,n (p1, · · · , pn) = 0, LΛ0,Λ0

l,2 (p,−p) = 0 .

For the relevant terms, which corresponds to n + |w| ≤ 4,
they are fixed by the renormalization conditions at Λ = 0

LΛ,Λ0
4 (0, · · · , 0) = f,

LΛ,Λ0
2 (0, 0) = 0, ∂p2LΛ,Λ0

2 (0, 0) = 0 .

The renormalization point is chosen at zero momentum for
simplicity (BPHZ renormalization conditions).

Proof of perturbative renormaliz-
ability
Perturbative renormalizability of the regularized field the-
ory (3) amounts to the following: for given coupling con-
stant f in the bare interaction LΛ0,Λ0 , the coefficients a(Λ0),
b(Λ0) and c(Λ0) of the counterterms can be adjusted within
a loop expansion of the theory,

a(Λ0) =

∞∑
l=1

ℏlal(Λ0), · · · , c(Λ0) =

∞∑
l=1

ℏlcl(Λ0) ,

in such a way that the limits of the n−point correlation
functions exist when Λ goes to 0 and Λ0 goes to ∞ in every
loop order l.

∀ (pi)1≤i≤n ∈ R4, n ∈ N, l ∈ N∗

L0,∞
l,n (p1, · · · , pn) := lim

Λ→0,Λ→∞
LΛ,Λ0

l,n (p1, · · · , pn).

A simple inductive proof of ϕ4
4 theory regularized by a

UV-cutoff has been exposed several times in the literature
[4]-[7]. It is based on proving the following induction hy-
potheses. For all l ∈ N∗, n ∈ N, w and for 0 ≤ Λ ≤ Λ0

holds
A) Boundedness in the UV-cutoff∣∣∣∂wLΛ,Λ0

l,n (p1, · · · , pn)
∣∣∣

≤ (Λ +m)4−n−|w| P1

(
log

Λ +m

m

)
P2

({ |pi|
Λ +m

})
.

(5)

B) Convergence in the UV-limit∣∣∣∂Λ0∂
wLΛ,Λ0

l,n (p1, · · · , pn)
∣∣∣

≤ (Λ +m)5−n−|w|

(Λ0 +m)2
P3

(
log

Λ0 +m

m

)
P4

({ |pi|
Λ +m

})
.

(6)

Here and in the following the P denote polynomials with
nonnegative coefficients. The coefficients depend on l, n, |w|
but not on {pi}, Λ, Λ0. For l = 0, all polynomials P1 reduce
to 1. The statement (6) implies for small values of Λ0 only,∣∣∣∂Λ0∂

wLΛ,Λ0
l,n (p1, · · · , pn)

∣∣∣
≤ Λ−2

0 (Λ +m)5−n−|w|
(
log

Λ0 +m

m

)ν

P4

({ |pi|
Λ +m

})
.

(7)

Integration of the bound (7) over the lattice cutoff Λ0 im-
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mediately proves the convergence of all LΛ,Λ0
l,n (p1, · · · , pn)

for fixed Λ to finite limits with Λ0 → ∞. In particular, one
obtains for all Λ̃0 < Λ0 ,∣∣∣LΛ0,∞

l,n (p1, ..., pn)− LΛ̃0,∞
l,n (p1, ..., pn)

∣∣∣
< Λ0m

5−n

(
log

Λ0 +m

m

)ν

P5

({ |pi|
m

})
.

(5)-(6) imply also that the connected amputated Schwinger
(CAS) n-point functions are C∞ w.r.t. momenta, Λ and Λ0.
Thus, due to the Cauchy criterion in C∞(R+) (w.r.t. to Λ0)
finite limits exist to all loop orders l.

Results: Perturbative renormal-
ization of the massive ϕ44 in the
half-space R3 × R+

Since the translation invariance is broken by the presence
of the surface R3 ×{0}, we perform a partial Fourier trans-
formation w.r.t. the directions in which the translation in-
variance is preserved (x ∈ R3). This defines what we call
the mixed representation (p, z) ∈ R3×R+. In [13], we stud-
ied the perturbative renormalizability of the semi-infinite ϕ4

4

theory with Robin boundary condition. It will be proved by
analyzing the generating functional LΛ,Λ0 of CAS distribu-
tions, which are no more functions because of the mixed pz-
representation . The upper indices Λ0 and Λ enter through
the regularized propagator. We choose the following regu-
larization

CΛ,Λ0
R (p; z, z′) =

∫ 1
Λ2

1
Λ2
0

dλ e−λ(p2+m2)pR(λ; z, z
′) .

where pR denotes the one-dimensional Robin heat kernel

pR(λ; z, z
′) := pN (λ; z, z′)−2

∫ ∞

0

dw√
2πλ

e−w e−
(z+z′+w

c )
2

2λ .

Here pN denotes the one-dimensional Neumann heat kernel

pN (λ; z, z′) :=
1√
2πλ

e−
(z−z′)2

2λ + e−
(z+z′)2

2λ

2

 .

To establish bounds on the CAS, which are distributions,
they have to be folded first with test functions. In [13],
a suitable class of test functions is introduced, together
with tree structures that will be used in the bounds on
the CAS to be derived. Let 1 ≤ s ≤ n, we define
τ := inf τ2,s where τ2,s = (τ2, · · · , τs) with τi > 0 and
similarly z2,s = (z2, · · · , zs). Given y2, · · · , ys ∈ R+, we
define

ϕτ2,s,y2,s(z2,s) :=

s∏
i=2

pR(τi; zi, yi)

n∏
i=s+1

χ+(zi) , (8)

where χ+(zi) is the characteristic function of the semi-line
R+. This definition can be generalized by choosing any
other subset of s coordinates among z2, · · · , zn . Using these
test functions, we introduced a tree structure that emerges
naturally from the flow equations in the position space. Af-
ter introducing all the necessary tools, we state and prove
inductive bounds on the amputated Schwinger distributions
folded with the introduced test functions which, being uni-
form in the cutoff, directly lead to renormalizability.

Conclusions
We introduced the method of the flow equations using the
basic example of the massive scalar field theory with a ϕ4

interaction in R4. For a boundary field theory, such as ϕ4

in R3 × R+, the first problem one encounters is that the
translation invariance is broken, and we can no more work
in Fourier space. This imply that the CAS are distributions
rather than functions. To deduce perturbative renormaliz-
ability by proving inductive bounds, we need to introduce
test functions to which the CAS are folded. An additional
difficulty compared to the renormalization of the scalar field
theory in a space without boundary [4] comes from the fact
that the renormalization of amputated and non-amputated
diagrams is not equivalent. This is a consequence of the
presence of a surface.
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Abstract — In the Standard Model electroweak interactions are strictly lepton flavour universal. In view
of the emerging hints for the violation of lepton flavour universality in several B-meson decays, we conduct a
model-independent study (effective field theory approach) of several well-motivated new physics scenarios. Taking
into account the most recent LHCb data, we provide updates to New Physics fits for numerous popular hypotheses.
We also consider a promising model of vector leptoquarks, which in addition to explaining the B-meson decay
anomalies (RK(∗) and RD(∗)) would have an extensive impact for numerous flavour observables.

Introduction
In the Standard Model (SM), charged leptons are only
distinguishable due to their masses. In particular, all
electroweak (EW) couplings to gauge bosons are blind
to lepton flavour, leading to an accidental symmetry
called lepton flavour universality (LFU), whose valid-
ity has been determined to a very high accuracy for
instance in Z → ℓ+ℓ− and W± → ℓ±ν (ℓ = e, µ, τ)
decays [1]. However, during the last decade, hints on
the violation of LFU in b → cℓν and b → sℓℓ de-
cays have begun to emerge, in tension with respect
to the SM expectations. In particular, measurements
of the “theoretically clean” ratios of branching ratios
RD(∗) = BR(B → D(∗)τν)/BR(B → D(∗)ℓν) [2] and
RK(∗) = BR(B → K(∗)µµ)/BR(B → K(∗)ee) [3, 4] de-
viate around 2 − 3σ from the theoretical predictions,
expected to be unity in the SM (up to phase space sup-
pression). Current averages of experimental measure-
ments and the SM predictions can be found in Table 1.

RK RK∗ RD RD∗
SM ≃ 1 ≃ 1 0.299 ± 0.003 0.258 ± 0.005
Exp. 0.845 ± 0.06 0.69 ± 0.12 0.340 ± 0.030 0.295 ± 0.014

Table 1: SM predictions and experimental measure-
ments of the “theoretically clean” LFU observables.

Additionally, measurements of angular observables in
B0,+ → K∗µ+µ− decays exhibit (local) deviations of
2− 3σ in several q2 bins [5, 6].

Very recently, the LHCb Collaboration updated their
measurement of RK = 0.846+0.044

−0.041 [7] with the devia-
tion to the SM prediction now reaching 3.1σ, thus pro-
viding the first evidence of LFU violation. 1

These curious, persisting tensions with the SM seem
to indirectly hint towards the presence of new physics
(NP), likely at the TeV-scale. Many different ap-
proaches have been explored to identify which NP

1For an (animated) overview of how the fit to b → sℓℓ
data has evolved upon inclusion of the new measurements see
http://moriond.in2p3.fr/2021/EW/slides/ani_fit_evo.mp4.

models better succeed in reconciling theoretical pre-
dictions with experimental data. Before addressing
the prospects of vector leptoquark (LQ) extensions
of the SM (one of the preferred scenarios to simulta-
neously explain both anomalies), we will consider a
model-independent effective field theory (EFT) based
approach. This will allow to generically identify which
classes of NP models offer the most appropriate content
and interactions to explain the anomalous data.

EFT and global fits

The EFT approach relies in parametrising NP effects
in terms of higher-order non-renormalisable operators
(vestigial traces in the low-energy theory of heavier
states, which are integrated out). Starting from the rel-
evant subsets of the effective Lagrangian, cast in terms
of semileptonic Wilson coefficients (WC) Cqq

′;ℓℓ′ and
effective operators, we identify scenarios of (sets of)
Cqq

′;ℓℓ′ significantly favoured by current data.
The subset of the effective Lagrangian for charged

current dk → ujℓνi transitions is given by

Leff ≃ −
4GF√

2
Vjk

[
(1 + CjkℓiVL

)(ūjγµdk)(ℓ̄γ
µPLν

i)
]
+H.c. ,

(1)
where Vjk are elements of the Cabibbo-Kobayashi-
Maskawa (CKM) quark mixing matrix. While the
charged current anomalies RD(∗) can be explained with
NP contributions to the left-handed vector coefficient
CcbτνVL

, the neutral current ones – especially due to the
deviations in the angular observables – call upon a ded-
icated EFT analysis to identify which operator struc-
ture (or combination of structures) is preferred by ex-
perimental data. A subset of the low energy effective
Lagrangian in b→ sℓℓ transitions can be cast as

Leff ⊇
4GF√

2
V3j V

∗
3i

∑
k = 7, 9,
10, S, P

(
Ck(µ)Ok(µ) + C

′
k(µ)O

′
k(µ)

)
,

(2)
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in which the relevant operators (and their chirality-
flipped counterparts) are given by

Oij
7 =

emdj

(4π)2
(d̄i σµν PR dj)F

µν ,

Oij;ℓℓ′
9 =

e2

(4π)2
(d̄i γ

µ PLdj)(ℓ̄ γµ ℓ′) ,

Oij;ℓℓ′
10 =

e2

(4π)2
(d̄i γ

µ PL dj)(ℓ̄ γµ γ5 ℓ
′) ,

Oij;ℓℓ′
S =

e2

(4π)2
(d̄i PR dj)(ℓ̄ ℓ

′) ,

Oij;ℓℓ′
P =

e2

(4π)2
(d̄i PR dj)(ℓ̄ γ5 ℓ

′) , (3)

where the primed operators O′
7,9,10,S,P correspond to

the exchange PL ↔ PR. New Physics contributions to
the coefficients C(′)

7 are already strongly constrained by
b→ sγ and low-q2 b→ see data and will therefore not
be considered in the following. Current measurements
of the Bs → µµ decay disfavour NP contributions to
the coefficients C(′)

S and C
(′)
P (small NP contributions

to C(′)
10 are still viable). Therefore we exclusively focus

on NP contributions to the coefficients C9 and C10.

NP “scenario” best-fit 1σ range pullSM p-value

∆Cbsµµ
9 −0.92 [−1.07,−0.77] 6.1 29.2%

∆Cbsµµ
9 = −∆Cbsµµ

10 −0.39 [−0.47,−0.32] 5.5 18.3%

∆Cbsµµ
9 −0.86 [−1.03,−0.66] 5.8 28.7%

∆Cbsµµ
10 0.10 [−0.02, 0.22]

∆Cbsµµ
9 = −∆Cbsµµ

10 −0.33 [−0.41,−0.25] 6.4 41.9%

∆Cuniv.
9 −0.86 [−1.05,−0.66]

Table 2: Fits of minimal New Physics hypotheses to
b→ sℓℓ data inspired by model building.

In Table 2 we display our results for several hypothe-
ses of NP present in left-handed vector operators O9

and O10. Sizeable NP contributions to the coefficient
Cbsµµ9 are preferred by b→ sℓℓ data, leading to an im-
provement over the SM predictions of ∼ 6σ. If the
underlying NP exclusively couples to SU(2)L-doublets,
one is led to to the relation C9 = −C10, replicating the
V −A structure of the SM. This restriction gives a rea-
sonable fit to the data, with an improvement of ∼ 5.5σ
over the SM (see Table 2), slightly worse than assuming
NP contributions to C9 exclusively. This stems from
data on the Bs → µµ decay restricting NP contribu-
tions to C10 to small values, while larger values for C9

are necessary to accommodate RK(∗) and the angular
observables2.

Relaxing the condition C9 = −C10 leads to a slight
improvement of the fit. As can be seen in the top panel
of Fig. 1, there is however a slight tension between the
angular data and the LFU ratios RK(∗) in this scenario.

This tension can be alleviated by considering NP cou-
pled additionally to right-handed quark currents, which
is however difficult to achieve in realistic models.3

2For more information on the statistical procedure and a com-
plete list of observables taken into account, see Appendices A
and B of Ref. [13] respectively.

3For example in Z′ and leptoquark models right-handed cou-
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Figure 1: Results of fits to b → sℓℓ data assuming NP
coupled to left-handed quarks. The results are shown
as two-dimensional likelihood contours.

A somewhat different idea, first proposed in [8], relies
on introducing a lepton flavour universal contribution
to C9, in addition to ∆Cbsµµ9 = −∆Cbsµµ10 . Thus, the
relevant NP contributions to the WC are given by

CbsµµNP
9 = ∆Cbsµµ9 +∆Cuniv

9 ,

∆Cbsµµ10 = −∆Cbsµµ9 , ∆Cbsee9 = ∆Cuniv
9 . (4)

As can be seen in Table 2, a fit of this scenario leads
to an excellent description of the data, which is also
shown in the bottom panel of Fig. 1. In principle, the
universal contribution can also be envisaged in Cbsττ9 .
Should this be the case, it could be mimicked by under-
estimated or unknown long distance charm-loop effects,
a possibility that was recently studied in [9], in which a
lepton flavour universal contribution to C9 is treated as
a nuisance parameter in the fit (also taking into account
“look elsewhere effects”).

However, a more interesting possibility is that the
universal contribution arises via operator mixing due to
renormalisation group evolution from a large ∆Cbsττ9 at
the EW scale (or NP matching scale)[10]. Since tree-
level matching of SMEFT preserves SU(2)L, a large
∆Cbsττ9 at the EW scale could then be connected to
the charged current RD(∗) anomalies, since ∆Cbsττ9,10 and
CcbτνVL

then depend on the same SMEFT coefficient.

plings to quarks inevitably lead to large contributions to Bs →
µµ decays and Bs − B̄s mixing, in conflict with current experi-
mental data.
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In order to analyse this interesting possibility we will
now consider semi-leptonic (dimension-6) SMEFT op-
erators, focusing on the following (left-handed) opera-
tors

LSMEFT ⊇ (C1)
αβij
ℓq (L̄αLγµL

β
L)(Q̄

i
Lγ

µQjL)

+ (C3)
αβij
ℓq (L̄αLγµτ

αLβL)(Q̄
i
Lγ

µταQjL) ,(5)

in whichQL and LL respectively denote the left-handed
SM quark and lepton doublets, and τα are the SU(2)L
generators defined via the Pauli matrices as τα =
σα/2. Matching the SMEFT operators at tree-level
onto WET [11, 12], leads to neutral and charged cur-
rent WET operators, which are related by SU(2)L in-
variance. The matching conditions relevant for b→ sℓℓ
and b → cℓν transitions can be schematically written
as [12] (up to the appropriate normalisations)

C
bsℓαℓβ
9 = −Cbsℓαℓβ10 ∝ (C1)

αβ23
ℓq + (C3)

αβ23
ℓq ,

C
bcℓανβ
VL

∝ −(C3)
αβ23
ℓq . (6)

However, due to SU(2)L invariance, a sizeable contri-
bution to (C1)

αβ23
ℓq and (C3)

αβ23
ℓq also leads to signif-

icant New Physics contributions in B → K(∗)νν̄. It
can be shown [12] that this decay is proportional to
B → K(∗)νν̄ ∝ (C1)ℓq − (C3)ℓq, and so we impose the
condition (C1)ℓq = (C3)ℓq to evade this constraint. A
large LFU contribution to Cbsℓℓ9 is then generated via
RGE above and below the EW scale by having a contri-
bution in (C1)

3323
ℓq = (C3)

3323
ℓq , leading to a large Cbsττ9

(below the EW scale), in addition to CbcτνVL
, which is

necessary to accommodate the b→ cτν data.
Motivated by the reach of LHC, we set a moderate

matching scale at 2 TeV and carry out a fit combining
b → cℓν and b → sℓℓ data (see Appendix B of [13]).
We obtain a best fit point given by

(C1)
2223
ℓq = (C3)

2223
ℓq = (3.0+0.7

−0.6)× 10−4 TeV−2 ,

(C1)
3323
ℓq = (C3)

3323
ℓq = −0.059± 0.01 TeV−2 , (7)

amounting to a pull of 7.4σ with respect to the SM pre-
diction, and a p-value of 59.4%. Interestingly, as can
be seen in Fig. 2, the agreement between the differ-
ent observables is excellent. Should the B-meson decay
anomalies be a low-energy manifestation of NP, this
can be interpreted as a hint that both the charged and
neutral current anomalies could be accommodated in
a model with a single mediator that preserves SU(2)L,
and thus be taken as a guide for model building.

Despite the large number of model-building alterna-
tives, only a few select scenarios can successfully put
forward a simultaneous explanation for both charged
and neutral current B-meson decay anomalies. Stan-
dard Model extensions relying on a V1 vector lepto-
quark transforming as (3,1, 2/3) under the SM gauge
group have received considerable attention in the liter-
ature, being currently the only single-leptoquark solu-
tion capable of simultaneously addressing both charged
and neutral current anomalies; at tree-level, V1 gener-
ates (C1)ℓq = (C3)ℓq and such constructions can be
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Figure 2: Results of a fit of SMEFT Wilson coefficients
to b → sℓℓ and b → cτν data assuming a minimal
realistic New Physics hypothesis.

realised at sufficiently low scales.

Vector leptoquarks
Gauge vector LQs, such as V1, naturally arise in (grand)
unified theories, specifically from quark-lepton unifica-
tion, as it occurs in Pati-Salam models. In our study of
Ref. [14], and instead of exploring a specific UV comple-
tion for V1 leptoquarks, we chose to find requirements
on the couplings of V1 to the SM fermions in an effec-
tive way. The subset of the relevant (left-handed 4) LQ
couplings to SM fermions can be parametrised as

L ≃
3∑

i,j,k,l=1

V µ1

(
d̄iLγµK

ik
L ℓ

k
L + ūjLV

†
jiγµK

ik
L U

P
klν

l
L

)
+H.c. ,

where Kij
L denote the effective LQ couplings and UP

is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) lep-
tonic mixing matrix. The matching of the LQ couplings
(at the LQ mass scale, mV1

≃ 1.5TeV) to the WCs sin-
gled out by the EFT analysis can be done as follows:

Cij;ℓℓ
′

9,10 = ∓ π√
2GF αem V3j V ∗

3im
2
V1

(
Kiℓ′
L Kjℓ∗

L

)
,

CVL

jk,ℓi =

√
2

4GF m2
V1

1

Vjk
(V KL U

P )jiK
kℓ∗
L . (8)

Sizeable V1 couplings of second- and third-generation
quarks to different lepton flavours can lead to strongly
enhanced rates in lepton flavour violating (LFV) pro-
cesses, such as B → Kτµ, which put stringent con-
straints on the model’s parameter space. As shown in
our analysis in [14], in order to evade those bounds, ef-
fectively non-unitary couplings to the SM fermions are
necessary (achieved by considering mixings of vector-
like leptons to SM leptons).

In a second analysis we have taken the 9 left-handed
LQ couplings as independent parameters and we have

4Due to the absence of strong hints suggesting non-vanishing
right-handed contributions to the WET operators, we restrict the
LQ couplings to be left-handed.
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fit them to more than 350 observables (for a com-
plete list see [13]), for three mass benchmark points
of mV1 ∈ [1.5, 2.5, 3.5] TeV; this allows finding a re-
gion in the 9-dimensional parameter space in which the
B-anomalies can be explained while evading cLFV con-
straints [13]. We then sampled the global likelihood in
terms of the LQ couplings using Markov-Chain Monte-
Carlo techniques (see [13] for details). From the Monte-
Carlo samples we have then computed posterior ranges
for the observables around the best fit point(s), based
on the currently preferred parameter space.

Several rare B-decays involving tau-leptons and nu-
merous LFV tau-decays are expected to be searched for
by the Belle II experiment [15] with improved sensitiv-
ities. Due to sizeable couplings of the LQ to b, s- and
c-quarks, and to charged leptons, a priori we expect
sizeable enhancements of b → sτ+τ− and LFV pro-
cesses. In Fig. 3 we show the 1σ ranges of the posterior
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Figure 3: Posterior ranges of the vector LQ predictions
for several observables searched for by Belle II, COMET
and Mu2e. Figure taken from Ref. [13].

distributions for several such observables, together with
current experimental limits and future sensitivities. In
particular, B → Kτµ and τ → ϕµ decays are promising
channels at Belle II. Additionally, the predicted range
of neutrinoless µ−e in Aluminium will be (almost) fully
probed by COMET and Mu2e [16, 17].

The results of this analysis are by no means a guaran-
tee to discover LFV signals in those channels. Thus, we
have studied the impact of null results in LFV channels
at Belle II, Mu2e and COMET - thus replacing current
LFV bounds with future sensitivities in our fit. Results
of such a hypothetical future fit are presented in Fig. 4,
where we show predictions of the LQ model for RD(∗)

based on current and future LFV limits. Moreover, we
have extrapolated the current measurement of RD(∗)

by Belle to Belle II’s anticipated accuracy with 50 ab−1

integrated luminosity, and combined it with all other
measurements available, denoted via the green and pur-
ple (dashed) ellipses [13]. Curiously, in the absence of
LFV signals the LQ expected best fit point (in orange)
overlaps with the 1σ contour of the extrapolated Belle
II sensitivity, although moving closer to the SM predic-
tion. On the other hand, should future measurements
coincide with the central value of the current global av-
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Figure 4: Posterior ranges for LQ predictions for RD(∗)

based on current (future) limits on LFV processes rele-
vant for the test of the vector LQ hypothesis presented
in blue (orange). The predictions for different masses
coincide. Also shown are the extrapolations of the cur-
rent Belle measurement to the sensitivity of Belle II
(dashed contourlines). Figure taken from Ref. [13].

erage (with improved accuracy), a V1-LQ explanation
of the RD(∗) anomalies would be in conflict with future
bounds on LFV processes (again in the absence of any
LFV discovery at Belle II). Thus, the evolution of fu-
ture measurements of RD(∗) will prove instrumental in
falsifying the vector LQ hypothesis.

Conclusions and outlook

Numerous hints for the presence of LFU violation in
charged and neutral current semi-leptonic B-meson de-
cays have recently emerged in association with several
observables. Current EFT analyses appear to favour
minimal models that can simultaneously address both
tensions, due to a preference of universal contributions
to Cbsℓℓ9 at the b-quark mass scale. This interpreta-
tion is further strengthened by the very recently up-
dated measurement of RK . Following the recent LHCb
measurement [7], we have updated fits of several NP
hypotheses leading to a good agreement with the data.

In view of the absence of tree-level couplings between
down-type quarks and neutrinos, SU(2)L-singlet vec-
tor LQs are excellent candidates for a combined ex-
planation of the B-meson decay anomalies, although
subject to stringent constraints from LFV observables.
We have shown that a non-unitary flavour structure of
the LQ couplings to SM matter is necessary in order
to comply with numerous bounds from flavour observ-
ables, which have been measured to be in good agree-
ment with the SM; such a structure can be generated
via mixings of SM leptons with heavy vector-like dou-
blet states. We have further explored the flavour phe-
nomenology of this simple vector LQ model, carrying
a dedicated statistical analysis; this allowed identifying
several “golden modes” that have excellent chances to
be observed by upcoming experiments in the near fu-
ture. Finally, we highlighted the importance of future



RD(∗) measurements for the model’s viability.
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Abstract — Persistent tensions between experimental measurements and the SM predictions in b → sℓ+ℓ−

transitions are one of the most promising venues for New Physics searches. We present a study of non-minimal
flavour violating MSSM scenarios contributing to the relevant Wilson coefficients to address the observed flavor
anomalies using the Mass Insertion Approximation and the public code SuperIso. We show that after imposing
theoretical constraints on the flavour violating parameters we can find scenarios in agreement with the experimental
measurements.

Introduction

Tensions between the Standard Model (SM) and the
experimental predictions in the b → sl+l− transitions
have kept on increasing. A series of measurements have
shown 2 − 3σ disagreements with the SM predictions,
which started with the angular observables (in partic-
ular P ′

5) in the B0 → K∗0µ+µ− decay (see e.g. [1]),
followed by the measurement of ratios testing lepton
flavour universality [2, 3, 4]. The LHCb collaboration
has also recently measured the B+ → K∗+µ+µ− an-
gular observables using the full data coming from the
Runs 1 & 2 corresponding to an integrated luminosity
of 9 fb−1 [5] which confirms the previously observed
tensions in the similar neutral decay modes. Model in-
dependent global fits to all available b→ sℓℓ data seem
to consistently indicate New Physics (NP) compatible
with a single negative shift in C9 from its SM value by
about 25% (see e.g. [6, 7, 8, 9]).

In this context of strong and persisting flavour
anomalies, one promising NP model is the Minimal Su-
persymmetric Standard Model (MSSM). Until the re-
cent development of computational capabilities, the full
105-dimensional MSSM parameter space was hardly ex-
plored. Instead, practical simplifications were made for
instance by taking most of the parameters to be zero
or assuming the so-called Minimal Flavour Violation
(MFV) hypothesis. These approximations of the (R-
parity conserving) MSSM have not proven to be enough
to explain the B anomalies so far. Moreover, no sig-
nal predicted by such models as the constrained MSSM
(cMSSM, 5 free parameters), or the phenomenological
MSSM (pMSSM, 19 free parameters) has been detected
so far at

√
s = 13 TeV at the LHC, or elsewhere. In this

study we present a more general approach to b → sll
transitions, by looking at the impact of the phenomeno-
logical MSSM (pMSSM, 19 free parameters) with Non

Minimal Flavor Violation (NMFV) [10] through the
Mass Insertion Approximation (MIA) approach [11].
We then discuss the obtained contributions, and com-
pare them to the pMSSM.

Theoretical Context

In the search for NP models, one relevant approach is
Effective Field Theory, which allows to define an effec-
tive Hamiltonian describing the underlying process by
current operators and encapsulating higher scale NP
effects in the so-called Wilson coefficients. The fits to
these Wilson coefficients are an efficient approach to
test BSM models against experimental measurements.
The effective Hamiltonian for the decay B → Xsℓ

+ℓ−

in the SM and in the MSSM is given by (in the basis
of Ref. [12]):

Heff = −4GF√
2
V ∗
tsVtb

10∑
i=1

Ci(µ)Oi , (1)

where GF is the Fermi constant, Vts, Vtb are CKM ele-
ments, and αs is the strong coupling constant evaluated
at the Z mass.
The relevant operators for b → sγ and b → sℓℓ transi-
tions are:

O7 =
e

16π2
mbsLσ

µνbRFµν ,

O9 =
e2

(4π)2
(sLγµbL)lγ

µl ,

O10 =
e2

(4π)2
(sLγµbL)lγ

µγ5l .

The global best-fit to the associated Wilson coeffi-
cients C7, C9, and C10 can be found in e.g. [7] and
corresponds roughly to δC9 ∼ −1 and δC7 ∼ 0.
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The pMSSM is known to be unable to shift C9 by
a sufficient amount without violating the constraints
on C7 coming from b → sγ [13]. Relaxing the MFV
hypothesis allows for substantial new flavour changing
neutral currents processes (see e.g. Figure 1) that can
significantly increase the 1-loop supersymmetric contri-
butions to C9.

To express the new contributions, we make use of
the MIA, which provides a simple way of expressing
all relevant quantities [14] (amplitudes, Wilson coeffi-
cients, etc.) in term of the flavour violating off-diagonal
entries of the squark soft-breaking masses. The main
advantage is to allow for a study of flavour violating
quantities directly at the Lagrangian level, and evades
the reconstruction of flavour effects after the final spar-
ticle spectrum mixing.
In particular for the relevant processes, the FCNC are
allowed by the flavour violating entries in the squark
squared mass matrices. For example for the ũ-sector
(following the notation from [15]):

M2
d̃

=

(
M2
Q̃
+m2

d +Dd̃,L
vd√
2
T †
d −mdµ tanβ

vd√
2
Td −mdµ

∗ tanβ M2
D̃
+m2

d +Dd̃,R

)
,

(2)

and similarly for the down squarks. In our study, we
follow the convention in [11, 16] and define the relevant
dimensionless Mass Insertions (MI) as:

δf̃ij ≡
(∆f̃

ij)AB

Msq
, (3)

where (∆f̃
ij)AB is an off-diagonal element of the f̃ = ũ, d̃

squark squared mass matrix, while the indices (i, j) ∈
{2, 3} span generation space, (A,B) ∈ {L,R} are chi-
rality indices, and Msq is the average squark mass.
The MI parameters can then be considered as addi-
tional free parameters of the model. They can be con-
strained a posteriori and a comprehensive discussion
of their experimentally allowed ranges can be found
in [17]. In our case, we keep

∥∥∥δf̃AB∥∥∥ < 0.85 to avoid
scenarios with tachyonic spectra, and impose the con-
straints from vacuum stability [16], i.e.:

∥(δu23)LR∥ < mt

√
2M2

sq + 2M2
sl

M2
sq

, (4)

where mt is the top quark mass, and Msl is the average
slepton mass.
Finally, let us say that no particular limits on the spar-
ticle masses are considered, apart from the model inde-
pendent ones in [18].

Results

We perform a uniform sampling of all the 19 parame-
ters of the pMSSM and the 9 additional MI parameters
from the ranges in Table 1 and Table 2 respectively.

We compute the associated pMSSM spectrum using
Softsusy [19] and the Wilson coefficients are obtained
using SuperIso [12]. The MI NMFV contributions are
computed from the formulae in [16, 20]. The results for
the total Wilson coefficients are then run down to the
mb scale. For comparison purposes, we also compute
the pMSSM Wilson coefficients for the same points by
turning off the MI parameters.

Parameter Range
M1 [50, 5000]
M2 [50, 5000]
M3 [50, 5000]
mA [50, 5000]
tanβ [2, 60]
µ [−104, 104]
At, Ab, Aτ [−104, 104]
Mq̃1L ,Mq̃3L [50,5000]
MũR

,Md̃R
,Mt̃R

,Mb̃R
[50,5000]

MẽL ,Mτ̃L ,MẽR ,Mτ̃R [50, 5000]

Table 1: Allowed ranges for the 19 pMSSM soft-
breaking parameters.

Parameter Range
(δũ23)LR [-1,1]
(δũ23)LL [-1,1]
(δũ33)LR [-1,1]
(δd̃23)LL [-1,1]
(δd̃23)RR [-1,1]
(δd̃23)RL [-1,1]
(δd̃23)LR [-1,1]
(δd̃33)RL [-1,1]
(δd̃33)LR [-1,1]

Table 2: Additional NMFV input parameters in the
MIA.

In Figure 2, the results in term of C9(µb) and
C7(µb) for about 2 million model points are shown.
We can see an oyster-shaped spread of the pMSSM
distribution upon turning on the NMFV contributions
in the (C9, C7) plane. The largest contribution to
C9 can be obtained by shifting C7 significantly from
its SM value, which is strongly constrained by the
b → sγ data. However, it is clear from the impressive
spread that the flavour anomalies can be given a
satisfying answer using this framework, whilst still
having reasonable values for C7.

In Figure 3, a zoom in the region of interest in the
(δC9, δC7) plane is presented, together with the global
best fit patches from [7], after imposing constraints for
vacuum stability and tachyonic spectra. δCi is defined
as : CNMFV

i − CSM
i . The pMSSM distribution is

shown in red, and the corresponding NMFV points are
shown in blue. Imposing the constraints leaves 1 721
remaining points. We can see that even if the highest
density of model points can be found away from the C7

best fit region, the presented NMFV model succeeds in
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Figure 1: Examples of additional diagrams within the Mass Insertion Approximation to the NMFV MSSM. The
red cross indicates a Mass Insertion and therefore a flavor change.

Figure 2: Distributions of sampled points in the
(C9, C7) plane. The NMFV model points are shown
in blue and the pMSSM ones in red.

Figure 3: Distribution of the scanned model points it
the (δC9, δC7) plane. The orange bands represents the
1σ best fit region from [7].

proposing valid scenarios. In particular, several points
seem to completely account for the flavour anomalies
in the B sector, but further exploration of the full
model spectrum is necessary.

The lightest electroweakinos mass distribution with
the corresponding C9 value is shown in Figure 4. The
vast majority of the surviving points are in compressed
spectra scenarios, i.e. the masses of the lightest neu-
tralino (Dark Matter candidate) and chargino are ex-
tremely degenerate, allowing them to evade most direct
search results. On the other hand, some model points
can drive up the mass of lightest chargino well-in the
TeV scale, which can also be challenging to exclude
from direct searches.

Finally, all the previous results should be considered
with particular care, as the recast of LHC limits for
general MSSM models is a non trivial task [21, 22, 23],
which goes beyond the scope of this study.

Figure 4: Distribution of the sampled points in the
(mχ±

1
,mχ0

1
) plane, keeping only the points that signif-

icantly shift C9 and satisfy tachyonic and vacuum sta-
bility constraints .

Conclusions
We presented an overview of the effect of NMFV scenar-
ios on the pMSSM contributions to the relevant Wilson
coefficients for the b → sll anomalies. The NMFV al-
lows to shift the C9 coefficient enough to fully explain
the anomalies. Imposing theoretical constraints on the
flavour violating parameters leaves compatible bench-
mark scenarios to further explore, in particular with
respect to collider searches. This shows the interest of
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NMFV models with respect to more constrained models
such as the cMSSM and the pMSSM in the context of
flavor anomalies. Finally, we refer the interested reader
to our recent complete study of NMFV models [24].
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Abstract — Since decades, our knowledge of fundamental physics is being challenged by astrophysical and
cosmological observations, thus leading us to the hypothesis of the existence of the so-called dark matter. In the
frameworks in which dark matter is made of one or more stable particles not yet detected by particle physics
experiments, a crucial aspect is the computation of its relic density. We present ongoing work to add features to
the software SuperIso Relic, in order to study the evolution of the density of particles in new physics models
and allow the computation of the evolution of the number density of more than one species.

Definition of relics

According to the ΛCDM model, the Universe has al-
ways been in an expansion phase. In the past all
matter species were in thermal equilibrium as a con-
sequence of large temperature and reduced distances.
As long as the Universe expands, distances become
larger and temperature decreases. This leads less in-
teracting species to go out of equilibrium sooner than
the more interacting ones. In what follows, we will
refer to FLRW metric as the Friedmann-Lemaître-
Robertson-Walker metric, that describes the universe
in the ΛCDM model.

As an example, let us consider a stable particle X of
mass mX . Typically, X is in thermal equilibrium1 with
its anti-particle X̄ and with the rest of the thermal bath
as long as the temperature of the Universe T is greater
than mX . Moreover, being X stable, the annihilation
reactions are the only ways through which its number
density nX can change. If X remains in equilibrium
all the time, then its number density will eventually
become negligible. Indeed, since X is in thermal equi-
librium, its number density must scale with the thermal
bath temperature as

nX ∼ (mX/T )
3/2 exp(−mX/T )→ 0forT → 0.

We call this behaviour Boltzmann suppression.
Therefore, if we have a New Physics model with a

stable particle, it could be a candidate for dark matter
only if it decouples from the other species for some
temperature. Then its temperature, and its number
density accordingly, evolve in a different way. We call
this particle a relic.

1We define kinematical equilibrium as the situation in which
a particle’s number density follows the Maxwell-Boltzmann dis-
tribution. The thermal equilibrium is achieved when a particle in
kinematical equilibrium has the same temperature of the thermal
bath.

The Boltzmann equation
The Boltzmann equation is the equation that governs
the evolution of the number density n of a particle X.
In this section we will show how such equation is de-
rived and how its solutions behave. To have more de-
tails about the Boltzmann equation and its derivation,
see refs [1] and [2].

Let us call f the distribution function of X, thus the
number of particle per unit of volume n(t) that occupy
a volume of phase space (x + [3]x, p + [3]p) at time t
can be written as

n(t) = f(t, x, p)[3]x[3]p.

Therefore, we can start from an equation for f in order
to obtain n. The Boltzmann equation is

L[f ] = C[f ]

where L[f ] is the Liouville operator and the C[f ] is
the collisional operator. The former is nothing but the
total time derivative of f :

L[f ] ≡ ft = xαtfxα + pαtfpα,

and it is completely determined by the FLRW metric
and the assumption that f depends only on the energy
f = f(E, t).2 The latter is the number of particles per
phase space volume which is lost or gained per unit of
time under collisions with other particles. In order to
compute it, several assumptions are made:

• The species follow the Maxwell-Boltzmann distri-
bution

• The initial chemical potential of the species under
consideration is negligible.

2This ansatz is true for sure if we consider species in thermal
equilibrium. In any case, stronger assumptions have to be made
in order to write C[f ] in a suitable form, as we will see soon.
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• Only reactions of the kind 1, 2→ 3, 4 are relevant,
with X being particle 1, 2 being a new physics
particle, and 3,4 being Standard Model particles

• After decoupling, the species under consideration
remains in kinematical equilibrium.

After some manipulations, the Boltzmann equation
reads

x

Yeq
Y x = −Γeq

H

[(
Y

Yeq

)2

− 1

]
(1)

where x = m/T is an adimensional parameter that
measures time, Y = n/s is a “comoving density”3, H is
the Hubble parameter, and

Γeq = neq⟨σv⟩

is the interaction rate. We have used neq the number
density of X at thermal equilibrium, while ⟨σv⟩ is the
average value of the products σ(1, 2→ 3, 4)v12, where σ
is the total cross section and v12 is the relative velocity
of the initial particles. Altogether, Γeq is the interac-
tion rate of X with any other NP particle leading to
their annihilation into SM particles. The behaviour of
a solution of the equation (1) can be easily obtained by
looking at the ratio Γeq/H. When Γeq/H ≫ 1, i.e. if
the particles interact faster than the Universe expands,
the variation of Y is such that, at some point, Y is
brought very close to the equilibrium value Yeq. On the
other hand, if Γeq/H ≪ 1 then the right hand side of
(1) is close to 0 and Y remains constant. As long as the
temperature decreases, there is a moment xF in which
Γeq(xF ) = H(xF ) and we can consider the species de-
coupled and the Y constant.4 We call this moment the
freeze out. In figure 1 we show the typical behaviour of
a solution of (1) computed numerically. The solid line
is Yeq, and the dashed line in Y . Solving with an ini-
tial condition Y (x0) = Y0 ≈ Yeq we have that the two
curves are superposed until the freeze-out. Then Yeq
becomes negligible due to the Boltzmann suppression
and Y is roughly constant. The moment xF where the
freeze out happens is shifted later and later in time the
more ⟨σv⟩ increases, i.e. the more the species interacts.

Present and future of SuperIso
Relic

In this section we will briefly mention some of the fea-
tures of SuperIso Relic relevant to the computation
of relic densities. More details can be found in refs [4]
and [5]. In SuperIso Relic, a more general form of (1)
is implemented, in order to have the following features:

3We recall that for a massive particle the density scales as the
third inverse power of the scale factor a−3, same as the entropy
density s.

4We would like to point out that the behaviour of H is H ∝√
geff(T )T 4, where geff(T ) is the number of effective degrees of

freedom at the temperature T . Moreover Γeq scales with a power
of the tempertature: Γeq ∝ σ ∝ Tn. So the equation Γeq(xF ) =
H(xF ) admits (most of the times) a solution.

Figure 1: General behaviour of the solutions of (1)
(source [3]).

• Choosing a model among the MSSM and the
NMSSM

• Following the evolution of the density of the light-
est supersymmetric particle (LSP)

• Considering non-thermal production of dark mat-
ter, i.e. production of dark matter particles outside
of thermal equilibrium

• Considering entropy injection, i.e. fluctuations of
the entropy density due to unknown properties of
the early universe

• Considering variable dark energy, i.e. a cosmolog-
ical constant Λ that varies in time.

Let us briefly comment these features. Concerning
the choice of the model, we recall that in supersymmet-
ric theories proton decay is in principle possible, unless
a fine tuning of the parameter is made, or unless a
symmetry called R-parity is imposed. Most supersym-
metric models, including the MSSM and the NMSSM,
posses the R-parity. This symmetry is defined as a mul-
tiplicative quantum number, conserved in all reactions,
equal to +1 for Standard Model particles, and to −1 for
new physics particles. In this way a Standard Model
particle cannot decay into a supersymmetric particle
and vice versa. The consequence is that the LSP is
stable, and, if electrically neutral, is a candidate for
dark matter. It is our goal to overcome this restriction
to only two NP models and allow the computations in
user-defined models.

For the second feature, since the LSP is stable, equa-
tion (1) is implemented in a way that Y contains the
sum of all the number densities of all the supersym-
metric species. This allows simplifications in the col-
lisional term and thus in the computation of ⟨σv⟩. It
can be useful, however, to follow the evolution of the
species separately. In fact, having direct information
on when one or more specific species decouples, can
give us relevant information to better explore the pa-
rameter space of the model under consideration, such



Marco PALMIOTTO 291

Figure 2: Schematic representation of the structure of MARTY .

as how couplings affect the relic density. Therefore, our
current work aims to overcome this limitation. This is
complicated by the fact that the term ⟨σv⟩ is computed
thanks to a self-generated FORMcalc code, thus hardly
human readable and editable.

The last three features are all achieved by properly
modifying the Boltzmann equation, since they are ob-
tained by relaxing some of its hypothesis. For instance,
the non-thermal production of DM is achieved by man-
ual modifications of n, while for the entropy injection a
manual modification of the entropy density s and vari-
able dark energy by adding a variable dark energy den-
sity in the second Friedmann equation.

In the future version of SuperIso Relic, the limita-
tions to the computation of ⟨σv⟩ will be overcame by
using MARTY [6]. MARTY is a completely open source
software, whose principle of working is schematised in
figure 2. Thanks to MARTY, the user can define a La-
grangian density in a C++ file, and then perform sym-
bolic manipulations to get a C++ library. In our case,
this library contains the code to perform the numerical
computations to get squared matrix elements, that we
than use to compute single cross sections or ⟨σv⟩, by
defining functions that handle kinematics. Other soft-
ware that do this are already on the market. However
they require passages of inputs among them, and they
rely on Mathematica, which is closed-source. In the
framework we are working on, the code to obtain ⟨σv⟩
is easier to read and to modify, allowing new features.
This code is written with the purpose of providing what
is missing to make an interface among the libraries gen-
erated with MARTY and SuperIso Relic.

We have therefore computed ⟨σv⟩ in the MSSM us-
ing this technique and validated it against the existent
FORMcalc code. On the about 3400 squared amplitudes
needed for the calculations, only about 15 disagree, and
only at the 10% level. Once these discrepancies are
fixed, the same setup will be used to reproduce the
code for the NMSSM. Next, the new code will be inte-
grated into SuperIso Relic to replace the old one. We
will eventually implement in SuperIso Relic the pos-

sibility to solve the different Boltzmann equations in-
dependently for different particles in the thermal bath.
Furthermore, once this is done, the feature to get the
DM density in user-defined NP models can be added.

Conclusions

Studying the relic density of a stable particle of a Be-
yond Standard Model (BSM) theory tells us if such a
particle can be a dark matter candidate or not. Among
the BSM scenarios, the ones in the framework of super-
symmetry with R-parity have been and still are studied
because in such theories the lightest supersymmetric
particle is stable, thus, if chosen to be neutral, it is
a candidate for dark matter. SuperIso Relic, in its
current version, gives the evolution of the total den-
sity of supersymmetric particles until today. In the fu-
ture versions, separate equations will be solved for sep-
arate species, providing more detailed information on
the model under consideration and its parameters. This
goal will be achieved thanks to the software MARTY, that
allows to get quantities starting from the Lagrangian
density. This feature provides a high flexibility that we
hope to use further in the future, for instance to give
the user the chance to work in models different from
supersymmetric ones, or maybe even user-defined. The
flexibility of the code may be used also to add more
predictions related to direct and indirect detection of
dark matter. Finally, we will handle performance opti-
misation in a better way, since the code will be easier
to modify and effectively parallelise.
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Abstract — Focusing on the tensions associated with the anomalous magnetic moment of charged leptons (muon
and electron), we minimally extend the Standard Model via a new light gauge boson (Z ′) and work under the hy-
pothesis of strictly flavour violating couplings to leptons. Taking into account several flavour observables, we derive
stringent constraints on the model’s parameter space, and subsequently carry out predictions for several observables.

Introduction

Despite its success, the Standard Model (SM) cannot
account for neutrino oscillation phenomena, dark mat-
ter and the origin of the baryon asymmetry of the Uni-
verse. The first also implies that Lepton Flavour Vio-
lation (LFV) occurs in the neutral lepton sector. Fur-
thermore, numerous tensions between SM predictions
and observations have emerged, such as those regard-
ing the anomalous magnetic moment of charged lep-
tons (aℓ), the Cabibbo-angle anomaly, B-meson decay
anomalies,. . . . Many of these deviations, pointing to-
wards the need of New Physics (NP), are related to the
flavour sector.

Numerous extensions of the SM have been studied
to explain the long-standing tensions in the anomalous
magnetic moments (see [1] for a detailed review on NP
scenarios for aµ). Among them, minimal Beyond the
Standard Model (BSM) constructions extending the
SM gauge group via U(1) gauge groups are very appeal-
ing as they offer a particularly simple solution to these
anomalies. Focusing on Z ′ boson extensions, several
models can successfully account for the observed dis-
crepancies in aµ,e. The new boson can then be heavy [2]
or light, with flavour conserving and/or violating inter-
actions (see for instance Refs. [3, 4, 5]).

Here we will discuss the implications of a light Z ′

with strictly flavour violating couplings to leptons, con-
sidering all the three leptonic generations [6]. We first
review the magnetic moment and the observed tensions,
then describe the minimal model under consideration.
The third section will be devoted to the NP contri-
butions and the constraints from flavour observables.
Finally we will present the results before summarising
with the concluding remarks.

Magnetic moment

The magnetic moment of a charged lepton measures its
tendency to align with a magnetic field and is given by:

µ⃗ℓ = gℓ
e

2mℓ
s⃗ , (1)

where s⃗, mℓ are the spin and the mass of the lepton and
gℓ is the Landé factor. The latter can be computed from
Dirac equation, leading to gℓ ≡ gDirac = 2. In order to
take quantum corrections into account, let us first start
with the electromagnetic lepton current:

Jµ = ℓ(p′)

[
γµF1(q

2) +
iσµνq

ν

2mℓ
F2(q

2)

+ γ5
iσµνq

ν

2mℓ
F3(q

2) + γ5(q
2γµ − /qqµ)F4(q

2)

]
ℓ(p), (2)

with q the photon momentum, Fi the electromagnetic
form factors and gℓ = 2(F1(0) + F2(0)). Computing
these form factors at tree level leads to gℓ = gDirac; the
higher order contributions will arise from corrections to
F2(0) at the loop level. Defining the anomalous mag-
netic moment:

aℓ ≡
gℓ − gDirac

gDirac
=
gℓ − 2

2
= F2(0) , (3)

the first correction at next-to-leading order in Quan-
tum Electrodynamics (QED), was obtained in 1948.
Currently, QED contributions to (g − 2)µ are known
at 5-loops, the electroweak ones (interactions involving
W , Z and Higgs bosons) at 2-loops; the non perturba-
tive Quantum Chromodynamics (QCD) contributions
arise from light-by-light scattering and hadronic vac-
uum polarization.

The SM expectation for the muon anomalous mag-
netic moment given by the “Muon g − 2 Theory initia-
tive” [7] is:

aSM
µ = 116 591 810 (43)× 10−11. (4)

The combined measurements from the BNL E821 ex-
periment [8] and the recent “g-2” E989 experiment at
FNAL [9] give the experimental average:

aexp
µ = 116 592 061 (41)× 10−11, (5)

leading to the 4.2σ discrepancy

∆aµ ≡ aSM
µ − aexp

µ = 251 (59)× 10−11. (6)

293
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The accuracy of both theoretical predictions and ex-
perimental measurements render this observable very
sensitive to NP and it can then be used to test and
constrain BSM models.

Even if less precise, the electron anomalous mag-
netic moment also suffers from tensions between the-
ory and observation: ∆ae is known from the precise
measurement of the electromagnetic fine structure con-
stant αe with Caesium atoms [10, 11]. The theory pre-
diction [12] based on Cs exhibits a −2.5σ tension with
observation:

∆aCs
e ∼ −0.88 (36)× 10−12, (7)

while a more recent measurement using Rubidium
atoms [13] shows a 1.7σ deviation:

∆aRb
e = 0.48 (30)× 10−12. (8)

Explaining both the muon and the electron discrepan-
cies turns out to be difficult, since the ratio ∆aµ/∆ae
does not exhibit the behaviour which would be ex-
pected from the scaling of effective dipole operators
(mµ/me), or from symmetry arguments (m2

µ/m
2
e).

Moreover, considering ∆aCs
e , there is also a sign differ-

ence between the two anomalous magnetic moments.
To account for these tensions, one can extend the SM

content by a single field (scalar leptoquark, dark pho-
ton, or Z ′ as we will discuss in the next section), two or
three-fields (such as vector-like leptons or scalar(s) plus
fermion(s)), or even consider supersymmetric models.

The model
We consider here a minimal extension of the SM via one
new light neutral gauge boson Z ′ (without specifying
the new gauge group). Such a model is subject to strin-
gent constraints from direct searches and electroweak
precision observables (EWPO). The non-observation
of a Z ′ at electron beam dump experiments (SLAC
E141, Orsay, NA64 [14, 15]), in dark photon produc-
tion searches (KLOE-2 experiment [16], BaBar [17])
or at parity-violation experiments (SLAC E158 [18])
sets severe bounds on Z ′ee couplings. The other diago-
nal couplings are also constrained by neutrino-electron
scattering.

In order to evade these severe bounds one can con-
sider strictly flavour violating couplings to leptons
(not considering quark couplings allows circumventing
hadronic constraints). Gauge kinetic mixing then only
arises as a 2 loop effect and is neglected in the follow-
ing.

In what follows, we study an intermediate mass
mZ′ = 10 GeV and consider the interaction Lagrangian:

L = Z ′
µ

[
ℓ̄iγ

µ(gijXPX)ℓj + ν̄iγ
µ(gijLPL)νj

]
+ H.c. , (9)

where the sum runs over the indices i, j = e, µ, τ ,
with i ̸= j; PX = PL,R are the chiral projectors and
gijX = gijL,R are the new coupling constants. Notice that
we only consider left-handed (LH) neutrinos, which

(a) (b)

Figure 1: Feynman diagrams for: (a) the one-loop con-
tribution to charged lepton anomalous magnetic mo-
ment mediated by a Z ′; (b) the tree-level contributions
to Muonium oscillations mediated by a Z ′.

couple to the Z ′ as LH charged leptons, due to SU(2)L
gauge invariance.

We can see from the Lagrangian in Eq.(9) that the
neutral boson couples to charged leptons with both left
and right couplings, potentially at the source of size-
able contributions to the different anomalous magnetic
moments.

NP contributions and constraints

We now proceed with the new physics contributions
induced by this model, as well as the constraints set by
the different processes under consideration.

Anomalous magnetic moment

The new physics contribution to aℓ from an additional
neutral Z ′ boson arises at one-loop (see Fig. 1a) and,
following [19, 20, 21], can be expressed as:

∆aℓ =
∑
i

[ |gℓiV |2
4π2

m2
ℓ

m2
Z′
F (λ, ϵi) +

|gℓiA |2
4π2

m2
ℓ

m2
Z′
F (λ,−ϵi)

]
,

(10)
with gV , gA = (gL ± gR)/2 the hermitian vector and
axial-vector couplings, mZ′ the mass of the exchanged
vector boson, and with the sum running over the inter-
nal leptons. The function F (λ, ϵi) is defined:

F (λ, ϵi) =
1

2

∫ 1

0

dx

[
2x(1− x)[x− 2(1− ϵi)]
(1− x)(1− λ2x) + ϵ2iλ

2x

+
λ2x2(1− ϵi)2(1 + ϵi − x)
(1− x)(1− λ2x) + ϵ2iλ

2x

]
, (11)

with ϵi = mi/mℓ, mi being the mass of the internal
fermion and λ = mℓ/mZ′ . The different sign between
the vector and axial-vector loop functions leads to par-
tial cancellations, allowing for an explanation of both
∆aµ and ∆ae.

From the known measurements of aℓ we will be able
to constrain the Z ′ LFV couplings to leptons gℓ,ℓ

′

L,R, de-
pending on the internal fermion ℓ′.

Muonium oscillations

Another relevant observable to consider is the sponta-
neous Muonium-anti-Muonium oscillation. Muonium
is a bound state of an electron and an anti-muon,
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Mu = µ+e−. In presence of charged lepton flavour
violation (cLFV), this system can oscillate into anti-
Muonium Mu = µ−e+. In the model under consider-
ation Mu−Mu conversion can occur at tree-level (as
shown in Fig. 1b), from s and t-channels, so one can
expect stringent bounds on geµ. Indeed the PSI exper-
iment [22] set bound on the oscillation probability

P < 8.3× 10−11 . (12)

The relevant effective Lagrangian can be cast as [23]:

−LMu−Mu =
∑

i=1,...,5

Gi√
2
Qi, (13)

where Qi are the four-fermion operators inducing
Mu−Mu transitions

Q1(2) = 4
(
µγαPL(R)e

) (
µγαPL(R)e

)
,

Q3 = 4 (µγαPRe) (µγ
αPLe) ,

Q4(5) = 4
(
µPL(R)e

) (
µPL(R)e

)
. (14)

The presence of an external magnetic field will also in-
duce an energy splitting, leading to Mu−Mu mixing.
The transition probability in our model (i.e. consider-
ing only vector couplings so that Q4, Q5 = 0) can be
written as

P =
2.57× 10−5

G2
F

{
|c0,0|2

∣∣∣∣−G3 +
G1 +G2 − 1

2G3√
1 +X2

∣∣∣∣2

+ |c1,0|2
∣∣∣∣G3 +

G1 +G2 − 1
2G3√

1 +X2

∣∣∣∣2
}
, (15)

where |cF,m|2 denote the population of Muonium states
and the factorX encodes the magnetic flux density. For
hermitian couplings geµL,R, one finds

G1(2)√
2

=
|geµL(R)|2

4m2
Z′

,
G3√
2
=

2geµL geµ,∗R

4m2
Z′

, (16)

suggesting that Mu−Mu oscillations can indeed play
a relevant role in constraining geµL,R.

Z-boson decays

Z-decays to charged leptons offer another experimental
probe of the new boson. At one-loop level, Z ′ mediates
lepton flavour conserving (LFC) decays Z → ℓ+ℓ− and
LFV ones Z → ℓ+i ℓ

−
j .

In both cases, one has to consider loop diagrams
which are ultraviolet (UV)-divergent and must thus be
renormalized. For this purpose we follow the fermion
diagonal (for LFC decays) and off-diagonal (for LFV
decays) self-energy renormalizations from [24, 25, 26].
The remaining divergences are then taken into account
in the vertex counter-term in the MS scheme.

LFC Z-decays and lepton flavour universality (LFU):
Even if the NP contribution occurs at one-loop (versus
tree-level in the SM) the interference between NP and
SM processes is non-negligible and sets constraints on

all off-diagonal new boson couplings. Besides, the one-
loop contribution of the Z ′ induces modifications of the
Z coupling constants.

To constrain both effects, we will study the ratio of
LFC decays (allowing the cancellation of the QED cor-
rections). Since the quantum charges are the same,
both the Z boson and the photon have universal cou-
plings to leptons. Thus the LFU of Z decays will allow
constraining NP contributions due to the existing tight
bounds [27]:

Γ(Z → µ+µ−)exp

Γ(Z → e+e−)exp = 1.0001± 0.0024,

Γ(Z → τ+τ−)exp

Γ(Z → e+e−)exp = 1.0020± 0.0032. (17)

LFV Z-decays: The presence of the new boson allows
for cLFV Z-decays (also at the loop-level). The current
limits from ATLAS on Z → e±µ∓ [28] and OPAL on
Z → e±τ∓ and on Z → µ±τ∓ [29] are not sufficiently
strong to constrain the different Z ′ couplings due to the
loop suppression. The NP contributions to the decay
rate turn out to be small: BR(Z → ℓ+i ℓ

−
j ) ∼ O(10−14).

Leptonic τ decays

In the SM, τ → ℓντνℓ decays are mediated by a W -
boson and occur at tree-level. In the present SM ex-
tension, these decays can also be mediated by a Z ′ at
tree level, thus potentially competing with the SM pro-
cesses. The measured τ leptonic decay ratio Rτ from
ARGUS [30], CLEO [31], BaBar [32] is found to be con-
sistent with the SM, allowing to set bounds on BSM
scenarios. The HFLAV collaboration global fit [33] is
given by:

Rτ ≡
Γ(τ− → µ−ντνµ)
Γ(τ− → e−ντνe)

= 0.9761± 0.0028. (18)

Experimentally, it is not possible to disentangle the dif-
ferent neutrino flavours, so any LFV tree-level decay
τ → ℓνiνj , with i, j = e, µ, τ , mediated by the Z ′ will
contribute to this observable.

cLFV

Since neutrino oscillations break the lepton flavour
symmetry in the neutral sector, it is natural to look
for processes that violate this symmetry in the charged
lepton sector. The non-observation of such processes,
and the several experimental upper bounds on cLFV,
can be used to constrain NP models. Among these
observables, one has muon and tau three-body decays
(µ → 3e, τ → 3e, τ → 3µ, τ− → µ−e+e−, τ− →
µ−e+µ−, τ− → e−µ+µ− and τ− → e−µ+e−), most of
them being mediated by Z and photon-penguin, and
the more stringent radiative decays (µ → eγ, τ → eγ
and τ → µγ). In the muon sector, there are also Muo-
nium oscillations (as previously discussed) and decays,
as well as µ− e conversion (not considered here).

At high energies, cLFV can appear in Z-decays (as
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Figure 2: From left to right, gαβR vs. gαβL (with αβ = eµ, eτ and µτ), setting all other couplings to zero. Coloured
surfaces correspond to the regions in agreement with experimental constraints at 1σ: ∆aRb

e in green, ∆aCs
e in red,

(g− 2)µ in orange, the blue areas are those allowed by τ → µνν and τ → eνν while the purple ones are allowed by
the ratio of leptonic τ decays. The cyan region in Fig.2a denotes those allowed by Muonium oscillations.

previously mentioned) and in Higgs-decays, also me-
diated by loop diagrams. As for the Z-boson, due to
the loop suppression, the NP contributions to Higgs
LFV decays will be negligible. Concerning LFC Higgs-
decays, the new boson will also contribute at one-loop,
but even if enhanced by the tau Yukawa couplings, the
branching ratios receive small corrections from the Z ′.
Altogether, we thus found that the NP contributions to
the LFC Z and Higgs boson-decays, Z/H → ℓ+ℓ− are
not sizeable enough to impose significant constraints on
the flavour-changing gauge couplings.

Results

Having discussed the several contributions, as well as
the constraints, we now address the viable parameter
space for the Z ′ couplings (see [6] for a full discussion).
Muonium oscillations constrain the eµ couplings to be
smaller than 3 × 10−3, and geµL and geµR can be of the
same or opposite sign. Unfortunately in order to ex-
plain the electron anomalous magnetic moment, one
needs these couplings to be of opposite sign and larger
than what is allowed by the bounds on Mu−Mu transi-
tions (see Fig. 2a). Moreover these couplings lead to a
negative shift in (g−2)µ, making the discrepancy worse
than in the SM.

To account for the deviation in (g− 2)e one can also
consider a τ in the loop, i.e. relying on the eτ couplings
to the new gauge boson. Considering only geτX ̸= 0, the
τ -decays set stringent bounds. Explaining ∆aCs

e then
requires left/right couplings of opposite-sign or one of
them to be zero, while the explanation of ∆aRb

e de-
mands same-sign couplings. Combining the τ -decays
and the anomalous magnetic moment, one can never-
theless find some allowed regions, as can be seen in
Fig. 2b. (These couplings also induce a negative con-
tribution to ∆aτ of order O(10−9).)

Concerning aµ, we have seen that geµ cannot account
for the observed positive discrepancy, but this process
can also be mediated by a Z ′ and a τ in the loop. In this
case, one should explore the gµτ parameter space. As

for the eτ couplings, τ -decays set stringent limits, but
there exists a tiny window allowing to explain the ten-
sion of the muon magnetic moment. As can be seen in
Fig. 2c, the left and right couplings need to be non-zero
and of the same sign (also leading to a negative contri-
bution to (g − 2)τ ). The couplings needed to explain
∆aµ being bigger than geτ , the NP contribution to the
tau magnetic moment will be driven by µτ couplings.

Finally we can also attempt to explain both the
charged lepton magnetic moment anomalies, with two
different couplings eτ and µτ , each one giving the nec-
essary contribution to ae (from CS or Rb) and aµ. Un-
fortunately, if we consider the couplings to be simulta-
neously non-zero, the contribution to the cLFV µ→ eγ
decay (mediated by the Z ′ and a τ in the loop) is exces-
sively large, rendering the explanation of both ae and
aµ impossible within this minimal model.

Conclusions

We have considered a minimal NP Z ′ model, with
flavour-changing interactions to SM leptons. The con-
straints from several flavour observables (such as ra-
diative and three-body cLFV decays, boson decays and
Mu−Mu oscillations) imply that we can only explain
one of the muon or electron anomalous magnetic mo-
ment. In particular, the joint explanation of both elec-
tron and muon g−2 requires sizeable geτ and gµτ which
turn out to be excluded by the bounds on µ → eγ
branching ratio.

The next step will be to extend this model, includ-
ing a new scalar responsible for symmetry breaking
and thus giving mass to the Z ′ boson. The Yukawa
couplings will then contribute to the processes de-
scribed above, and one should investigate if one can
then solve both of the (g − 2)e,µ without an extremely
large BR(µ→ eγ).

Further extensions are also possible in the fermion
sector, such as introducing RH neutrinos (and a po-
tential neutrino mass mechanism and/or dark matter
candidate) or exploring the couplings to quarks.
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Analytic and Numerical Bootstrap for
One-Matrix Model and “Unsolvable”
Two-Matrix Model

Zechuan ZHENG
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Abstract — We propose the relaxation bootstrap method for the numerical solution of multi-matrix models in
the large N limit. It gives rigorous inequalities on the single trace moments of the matrices up to a given “cutoff”
order (length) of the moments. The method combines usual loop equations on the moments and the positivity
constraint on their correlation matrix. We have a rigorous proof of applicability of this method in the case of the
one-matrix model.

Introduction
Matrix integrals play an important role in numerous
physical and mathematical subjects. A rather general
class of matrix integrals has the form

Z =

∫
dN

2

AdN
2

B dN
2

C . . . e−trV(A,B,C,... ) (1)

where A,B,C, . . . are Hermitian N ×N matrices with
U(N) invariant integration measure and the potential
V(x, y, z, . . . ) is an analytic function (often a polyno-
mial) of the variables x, y, z, . . . .

The N → ∞ limit, with the appropriately adjusted
parameters of the potential and of the averaged quan-
tity, is of a special importance in multiple applications
since it describes the thermodynamical limit of macro-
scopically many degrees of freedom for various physical
systems. Such a limit deals with an infinite number of
integrals, thus the matrix integral becomes a functional
integral.

Virtually the only universal general method of nu-
merical computation of functional integrals is the
Monte-Carlo (MC) method. It has been applied to
some matrix integrals with more or less of success. Its
main drawbacks are well known: i) the result comes
with a statistical error; ii) it is sometimes difficult to
reach the numerical equilibrium state in a reasonable
time; iii) MC is bad for the systems with sign-changing
Boltzmann weights or non-local interactions; iv) the
size of the system (the number of integrals) is limited
by computational facilities v) The precision is usually
rather modest, maximum about 3-4 digits.

For a alternative, recently, an impressive progress has
been made in the computations of multi-point correla-
tors in conformal field theories in various dimensions,
due to the conformal bootstrap method [1]. It appeared
to be far more efficient and precise than other numeri-
cal approaches, giving the critical exponents of 3d Ising
model with the record 6-digits precision.

Inspired by this success a few authors applied the
philosophy of the numerical bootstrap to the computa-
tions of various matrix integrals [3, 4] and even of the
lattice multi-color QCD and N = 4 SYM theory [2].
Instead of the direct study of the matrix integrals they
proposed to study the large N Schwinger-Dyson equa-
tions which are often also called loop equations. They
are easily obtained by the obvious Ward identities re-
sulting from insertion of the full matrix derivative under
the matrix integral:

0 =

∫
dN

2

AdN
2

B . . .
1

N
tr(

∂

∂A
AmBn . . . )e−trV(A,B,... )

(2)
where the matrix derivative inside the trace ∂

∂A acts on
all A-matrices, including the potential. All other loop
equations correspond to all possible “words” of matrices
under the trace and to all insertions of various matrix
derivatives at any place in the “words”.1 Then the pos-
itivity conditions are imposed stating that the inner
product2 of any operator with itself is positive. Rigor-
ous bounds on the dynamical quantities of the theory
can be derived from these positivity conditions and loop
equations.

This new approach has, in our opinion, a great po-
tential for the precision computations of physically im-
portant matrix integrals in the ’t Hooft limit. But at
the same time it is very much perfectible at this stage.

Firstly, the numerical matrix bootstrap approach
based on the loop equations and positivity constraint, is
not well understood analytically. Its efficiency, and the
power of positivity, still looks quite mysterious. Sec-
ondly, the matrix bootstrap has a very distinguished
feature comparing to most of the other bootstrap prob-
lems commonly addressed in the literature: it is in gen-

1In the ’t Hooft limit, the single trace “words” are enough due
to the factorization property which we will describe in the next
section.

2Here inner product of an operator O means ⟨trO†O⟩.
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eral non-convex. Generally solving a large scale non-
convex optimization problem is pretty challenging.

In our recent work [5], we advance the matrix boot-
strap approach trying, on the one hand, to understand
analytically the role of positivity conditions, and on the
other hand, to overcome, at least partially, the above-
mentioned limitations of the method. The report given
in JRJC contains basic introduction to the element of
our work.

Toy model

For a illustration of the bootstrap framework, we con-
sider the following single-variable integral:

Z =

∫ ∞

−∞
exp

(
−x

2

2
− gx

4

4

)
dx, g > 0, (3)

We want to compute its k-moment for a given g:

Wk =
1

Z

∫ ∞

−∞
xk exp(−x

2

2
− gx

4

4
)dx (4)

It is straightforward to notice that all the moments are
related with W2 by the partial integration:

(k + 1)Wk =Wk+2 + gWk+4, (5)

which we call loop equations in the bootstrap frame-
work.

For W2, we have the known closed-form solution:

−I− 1
4

(
1
8g

)
+ (4g + 1)I 1

4

(
1
8g

)
− I 3

4

(
1
8g

)
+ I 5

4

(
1
8g

)
2
√
2gK 1

4

(
1
8g

)
/π

(6)
A crucial element of bootstrap method is that the ex-

pectations of square of polynomials are always positive
semi-definite:

1

Z

∫ ∞

−∞
(
∑

αix
i)2 exp(−x

2

2
− gx

4

4
) ≥ 0, ∀α (7)

This is a quadratic form in α, its positivity is equivalent
to:

W =


W0 W1 W2 . . .
W1 W2 W3 . . .
W2 W3 W4 . . .
...

...
...

. . .

 ⪰ 0 (8)

This condition will be referred as the positivity of cor-
relation matrix.

We can solve the Semi-Definite Programming (SDP)
maximizing or minimizing W2 constrained by a trun-
cation of the positivity of correlation matrix:

min ormax W2 (9)
WΛ ⪰ 0 (10)

Here WΛ is the top (Λ+ 1)× (Λ+ 1) sub-matrix of W.
For g = 1, Λ = 10, we can get the numerical boot-

strap result:

0.4679137 ≤ W2 = 0.4679199170 ≤ 0.4679214 (11)
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Figure 1: The bootstrap result for quartic integrals.

Large N one-matrix model

We first briefly review the main points of Ref. [3], the
Hermitian one-matrix model is defined by matrix inte-
gral:

ZN =

∫
dN

2

M e−NtrV (M) (12)

where the invariant Hermitian measure is dN
2

M =∏N
i,j dMij . The potential is usually taken polynomial :

V (x) =

d+1∑
k=2

gk
k
xk. (13)

The main “physical observable” is the k-th moment:

Wk = ⟨TrMk⟩ =
∫
dN

2

M

ZN

1

N
trMke−NtrV (M). (14)

The bootstrap method works exactly in parallel to the
previous example of toy model, except the loop equa-
tion is now quadratic:

d∑
j=1

gj Wk+j =

k−1∑
l=0

Wl Wk−l+1. (15)

Non-linear equation is non convex, so this will grow into
a serious problem when the level of difficulty goes up.
But for the quartic model V (z) = 1

2z
2+ g

4z
4, this is not

a problem since all higher moments are polynomials of
the lowest moments W2. Using the bootstrap method,
we get the Figure 2 which shows perfect agreement be-
tween bootstrap results and analytic results.
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Figure 2: The allowed region for quartic model V (z) =
1
2z

2 + g
4z

4 for different cutoff Λ, compared with the
analytic solution. Here we assuming W1 = 0, we also
note that for g > 0, we didn’t plot Λ ≥ 5 since they
are almost indistinguishable from the analytic solution
on the figure. Here gc is the critical value of this model
beyond which we cannot define a sensible large N ma-
trix model.

Relaxation

Very few large N matrix models share the same simplic-
ity as the above one matrix model, so the non-convexity
will eventually make the bootstrap method intractable.
3 So we proposed the relaxation method to relax the
non-linearities in the loop equations to convex inequal-
ities.

More precisely, we make in the loop equation the sub-
stitution ⟨TrOi⟩⟨TrOj⟩ = Xij , or in matrix notations:

X = xxT (16)

where again x is the column vector whose components
are ⟨TrOi⟩. Formally, this changes the loop equations
to a linear form:

TrXAi + bTi x+ ai = 0 . (17)

To apply the relaxation method, we relax (16) by
imposing the inequality:

(αTx)2 ≤ αTXα, ∀α ∈ RL (18)

which is equivalent to:

X ⪰ xxT . (19)

By Schur’s complement, this can be re-arranged into a
more compact form:

R =

(
1 xT

x X

)
⪰ 0. (20)

Here we introduced the relaxation matrix by Rij = Xij

and R0i = Ri0 = ⟨TrOi⟩ = xi. This step concludes our
translation of the nonlinear bootstrap problem into an

3In general, the non-convex optimization problem is a NP
hard problem

SDP. This SDP takes now a numerically much more
tractable, convex form:

minimize cTx

such that XAi + bTi x+ ai = 0 ,

and M0 +

L∑
j=1

Mjxj ⪰ 0 ,

and
(
1 xT

x X

)
⪰ 0 .

(21)

It has now two types of variables to bootstrap: a col-
umn vector variable x and a symmetric matrix variable
X.

“Unsolvable” two-matrix model

In this section, we implement the relaxation bootstrap
method described in the previous section to the case of
generically unsolvable large N two-matrix model:

lim
N→∞

∫
dAdB e−Ntr(−h[A,B]2/2+A2/2+gA4/4+B2/2+gB4/4)

(22)
where the integration goes over Hermitian matrices A
and B. This model is unsolvable analytically for generic
parameters h and g, at least with the known meth-
ods, such as reduction to eigenvalues or the charac-
ter expansion. It is still analytically solvable for some
particular values: for g = 0 it can be reduced to a
specific one-matrix model and solved via saddle point
method or via the reduction to a KP equation [6]; for
h = 0 it reduces to two decoupled one-matrix models;
for h = ∞ we have [A,B] = 0 and it reduces again
explicitly to another eigenvalue problem. These partic-
ular solvable cases are useful to test the power of our
numerical method.
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Figure 3: The allowed region of t2 − t4 of model (22)
with parameter g = 1, h = 1 for the cutoff Λ =
7, 8, 9, 10, 11. We recall the definition of Λ: the longest
operators in the correlation matrix and in the loop
equations have the length 2Λ.

Let us demonstrate our results for various values of
the length cutoff Λ. We summarized the allowed re-
gions for the first two correlators t2 = ⟨TrA2⟩ and
t4 = ⟨TrA4⟩ in Fig 3. The regions for Λ = 10 and
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Figure 4: Comparison with the exact analytic solution
of model (22) with h = 0, i.e. two decoupled quartic
one-matrix model. The lower plot is for Λ = 8.
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Figure 5: Comparison of the numerical bootstrap re-
sults with the exact analytic solution of the model with
g = 0. The lower plot is for Λ = 8.

Λ = 11 are too small to be plotted on the figure, so we
give here the upper and lower bound of t2 and t4. For
Λ = 10: {

0.421780275 ≤ t2 ≤ 0.421785491

0.333339083 ≤ t4 ≤ 0.333343006
(23)

and for Λ = 11:{
0.421783612 ≤ t2 ≤ 0.421784687

0.333341358 ≤ t4 ≤ 0.333342131
(24)

We see here that for Λ = 11 we already have a six digits
precision at g = h = 1.

The comparison of our numerical results with ana-
lytic result is presented on Fig 4 and Fig 5. Indeed,
we see that our numerical results nicely agree with the
analytic formula. An apparent feature of these plots is
that when g < 0 or h < 0, the allowed region is much
larger than the one for the positive coupling case, thus
giving less of precision. In general we have the worst
convergence in the neighborhood of critical values.

Conclusions

In this work, we develop further the matrix bootstrap
method pioneered in the papers [2, 3] and propose a

crucial improvement – the relaxation procedure – appli-
cable to a large class of multi-matrix problems and al-
lowing to bootstrap them with a much higher precision.
The relaxation transforms a Non-linear SDP, with the
non-linearity due to the structure of loop equations, to
the usual, linear SDP. We demonstrate the efficiency of
our approach on the analytically unsolvable two-matrix
model and establish its phase structure with rather high
precision.
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Abstract — We present the formalism and numerical implementation of many-body perturbation theory as
an approach to derive microscopic effective interactions for the nuclear shell model. The sd-shell microscopic
effective interactions are derived from N3LO, CD-Bonn and Daejeon16 potentials using many-body perturbation
theory with up to second-order Feynman-Goldstone diagrams. The centroids of the derived microscopic effective
interactions are too attractive, which results in too small sub-shell gaps. This deficiency leads to overbinding
problems in the description of neutron-rich nuclei, and poor spectroscopy of nuclei in the vicinity of sub-shell
closures. By comparing different microscopic effective interactions, we found the effective interaction derived from
Daejeon16 is better than N3LO and CD-Bonn. It is worth investigating further with Daejeon16.

Introduction

To describe the structure and decay of an atomic nu-
cleus with A nucleons at low energies one needs to
solve a (possibly non-relativistic) quantum-mechanical
A-body problem, starting from the nucleon-nucleon in-
teraction. Several high-precision nucleon-nucleon po-
tentials are currently available. Among them are
more phenomenological potentials, obtained within the
meson-exchange concept, such as Bonn potentials [1],
or Argonne potential [2], together with the modern po-
tentials derived within the chiral effective field theory
[3] (e.g., N3LO potential [4]). The latter are advan-
tageous because of their clear connection to quantum
chromodynamics, as well as due to their capacity to
provide three- and higher-body interactions in a sys-
tematic way and to estimate theoretical uncertainties
at a given order of low-energy chiral expansion. To
solve the A-body Schrödinger equation, there have been
developed several ab initio approaches, namely, Quan-
tum Monte-Carlo methods [5], the no-core shell model
(NCSM) [6], Coupled Cluster (CC) theory [7], In-
Medium Similarity Renormalization Group (IM-SRG)
[8], self-consistent Green’s function methods [9], many-
body perturbation theory (MBPT) [10], etc. Most of
these approaches are applicable either to light nuclei,
or to closed-shell nuclei. The exact and accurate treat-
ment of intermediate-mass open-shell nuclei is still a
challenge.

The NCSM, being a full configuration-interaction ap-
proach, solves the A-body Schrödinger equation by
exact diagonalization of the Hamiltonian matrix con-
structed in a spherically-symmetric many-body basis.
Usually a harmonic-oscillator basis is used because of
its remarkable symmetry properties. The size of the
model space grows, however, very quickly, making a
solution computationally tractable only for nuclei with

A ≲ 20. For heavier nuclei, approximations have to
be made. Among them, the interacting shell model
[11] reduces the A-body problem to a valence-particle
problem, considering only a few valence nucleons mov-
ing in a restricted model space (usually being one major
harmonic-oscillator shell) outside an inert closed-shell
core. Because of this severely truncated model space,
one must use a so-called effective nucleon-nucleon in-
teraction, and not a bare nucleon-nucleon interaction
that would be appropriate for the NCSM.

An effective valence-space Hamiltonian is a one- and
two-body operator fully defined by a set of single-
particle energies and two-body matrix elements. The
single-particle energy for an effective Hamiltonian can
be extracted from experimental spectra of core-plus-
valence-nucleon systems. To get two-body matrix ele-
ments of an effective interaction is more difficult. They
can either be established empirically, from a fit to a
large wealth of data on spectra of nuclei from the model
space, or derived microscopically from the nucleon-
nucleon interaction. While the former approach is
able to provide excellent agreement with experiment,
the latter, however, is still challenging today. Several
methods were elaborated to construct microscopically
valence-space effective interactions, such as MBPT (see
[12, 13] and references therein), or the recently pro-
posed non-perturbative techniques based on the NCSM
calculations [14, 15, 16], CC solution [17, 18, 19] and
IM-SRG [20, 21].

In this work, we use MBPT to derive sd-shell mi-
croscopic effective interactions from different bare (or
renormalized) nucleon-nucleon potentials — CD-Bonn,
N3LO and Daejeon16 [22]. We use the derived in-
teractions to compute effective single-particle energies,
oxygen isotope ground-state energies and spectra of
selected sd-shell nuclei. A comparison of our results
with those obtained from an empirical effective inter-
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action USDB [23] and with the experimental data is
performed.

Formalism

An effective shell-model Hamiltonian can be written as

Heff =
∑
α

εαc
†
αcα +

1

4

∑
αβγδ

⟨αβ|Veff|γδ⟩c†αc†βcδcγ , (1)

where cα (c†α) is the annihilation (creation) operator
in the harmonic-oscillator basis, while the Greek let-
ters (α, β, γ and δ) denoting the full set of single-
particle quantum numbers in the valence space, i.e.
α ≡ {nαlαjαmα}. The single-particle energies, εα, can
be extracted from experiment. The effective two-body
interaction Veff can be obtained via the Lee-Suzuki sim-
ilarity transformation [24]

V
(n)
eff = Q̂(ω) +

∞∑
m=1

Q̂m(ω)
{
V

(n−1)
eff

}m
, n ≥ 1, (2)

where V (n)
eff is the effective interaction after n-th itera-

tion, and V (0)
eff (ω) = Q̂(ω). Q̂(ω) is the so-called Q̂ box,

which can be calculated using MBPT [25]

⟨αβ|Q̂(ω)|γδ⟩ = ⟨C|cβcαH1U(0,−∞)c†γc
†
δ|C⟩v, (3)

where H1 = V − Uaux is the residual interaction, Uaux

is an auxiliary one-body potential (the harmonic os-
cillator potential in our work), U(0,−∞) is the time
evolution operator, and |C⟩ is the unperturbed nuclear
core comprised of completely filled lowest harmonic os-
cillator states. The Q̂ box is given by a sum of irre-
ducible and valence-linked diagrams, indicated by the
subscript ‘v’, in the above formula. The correspond-
ing Q̂-box first- and second-order Feynman-Goldstone
diagrams are shown in Fig. 1. The wave lines repre-
sent a bare (or softened1) nucleon-nucleon interaction.
The lines with upward (downward) arrows stand for
particles (holes). Q̂m(ω) is related to the m-th order
derivative of Q̂(ω) over the starting energy ω of the
diagrams as

Q̂m(ω) =
1

m!

dmQ̂(ω)

dωm
. (4)

From Fig. 1 we can see clearly that a valence-space
shell-model effective interaction is not just the bare in-
teraction. It must effectively incorporate nucleonic ex-
citations between the restricted model space and the
excluded part of Hilbert space. The bare (or softened)
nucleon-nucleon interaction is the lowest-order approx-
imation for an effective interaction from the point of
view of perturbation theory. The diagrams beyond the
lowest order provide important contributions.

1A softening is needed to remove the hard core at short dis-
tances in order to facilitate convergence of a many-body ap-
proach.

α β

γ δ

p1 p2

βα

γ δ

p h

βα

γ δ

βα

γ δ

h1h2

Figure 1: First- and second-order Q̂-box Feynman-
Goldstone diagrams.

In this work, we use N3LO, CD-Bonn and Daejeon16
to derive the sd-shell effective interaction. The G-
matrix evolved N3LO and CD-Bonn are used as input
in Feynman-Goldstone diagrams, whereas Daejeon16 is
used directly in the calculation, since it is already soft-
ened by a similarity renormalization group technique.

Effective Interactions for the sd

Shell

The sd-shell microscopic effective interactions N3LO-2,
CD-Bonn-2 and DJ16-2 (DJ16-4) are derived from the
realistic nucleon-nucleon interactions N3LO, CD-Bonn
and Daejeon16 respectively, using MBPT with up to
second order Feynman-Goldstone diagrams. When re-
ferring to an effective interaction, the number follow-
ing the dash is Nmax, with NmaxℏΩ being the max-
imum unperturbed excitation energy of the interme-
diate states in Feynman-Goldstone diagrams. For in-
stance, Nmax = 2 is used in the derivation of N3LO-2,
CD-Bonn-2 and DJ16-2, whereas Nmax = 4 is used in
DJ16-4.

In order to assess the quality of the derived inter-
actions, we study first one-neutron separation energies
obtained from a valence-space Hamiltonian for nuclei
with closed sub-shells using a normal filling approxima-
tion. These quantities, referred to as effective single-
particle energies (ESPEs) [26, 27, 28], are known to
carry important information on the interaction cen-
troids. Fig. 2 shows neutron ESPEs for O-isotopes ob-
tained from the above derived microscopic effective in-
teractions and from USDB. The slopes of the segments
are given by the centroids of the two-body matrix ele-
ments, defined as

V ab =

∑
mαmβ

⟨αβ|V |αβ⟩∑
mαmβ

1
(5)

where summations run over Pauli allowed states, and
a ≡ {nαlαjα}, i.e. α ≡ {amα}. As seen from the figure,
the ESPEs from microscopic interactions indicate two
deficiencies compared to the USDB results. First, the
sub-shell gaps between 1s1/2 and 0d5/2 at N = 14, 16
and 20 are too small. Second, the slopes of 1s1/2 and
0d3/2 effective single-particle orbitals are very steep,
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Figure 2: Neutron ESPEs (effective single-particle en-
ergies) for oxygen isotopes calculated from microscopic
effective interactions (N3LO-2, CD-Bonn-2, DJ16-2
and DJ16-4) and the phenomenological USDB effective
interaction.

indicating that the corresponding centroids V 1s1/20d5/2

and V 0d3/20d5/2 of the microscopic interactions are too
much attractive. These are general problems of mi-
croscopic interactions derived from two-nucleon poten-
tials as was recognized first by Poves and Zuker [29].
Their consequences for the structure of nuclei will be
discussed below.

We also observe that centroids of DJ16s are slightly
better than those of N3LO-2 and CD-Bonn-2, and sim-
ilarly, we notice that centroids of DJ16-4 are slightly
better than those of DJ16-2.

Next, using the shell-model code Antoine [30], we
have calculated ground-state energies of O isotopes
(A = 17 − 28) and spectra of a few sd-shell nuclei
starting from the microscopic effective interactions and
from USDB. The results are consistent with the conclu-
sions based on the ESPE’s analysis. The oxygen iso-
tope ground state energies relative to 16O are shown
in Fig. 3. We observe that USDB provides a very
good agreement with experiment, whereas larger and
larger deviations appear as more and more nucleons
are involved in the calculations with microscopic effec-
tive interactions. This kind of overbinding arises from
too much attractive centroids, as was discussed above.
Again, we remark that DJ16s work slightly better than
N3LO-2 and CD-Bonn-2, and more precisely, DJ16-4
overbinds O isotopes less than DJ16-2. The spectra of
several sd-shell nuclei are shown in Fig. 4. It is remark-
able that for A = 18, all interactions show a very good
agreement with experiment. Interestingly, the agree-
ment stays fair for 24O because of the large N = 16
sub-shell gap. For 21O and 23O, however, we notice that
our microscopic effective interactions cannot reproduce
the ground state spin and parity for the former and a
sufficiently large excitation energy of the first excited
states for the latter. This is due to the small sub-shell
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Figure 3: Oxygen isotope ground-state energies rela-
tive to 16O calculated from microscopic effective inter-
actions (N3LO-2, CD-Bonn-2, DJ16-2 and DJ16-4) and
the phenomenological USDB effective interaction.

gaps between 0d5/2 and 1s1/2, as shown in Fig. 2. The
same reason underlies a certain discrepancy observed
for 22O (the spectrum is too much compressed). For
all nuclei, USDB sets a benchmark, being in very good
agreement with the data.

Summary

In this work, we have derived sd-shell microscopic ef-
fective interactions N3LO-2, CD-Bonn-2, DJ16-2 and
DJ16-4 from realistic nucleon-nucleon interactions us-
ing MBPT with up to second order Feynman-Goldstone
diagrams.

The neutron ESPEs for O isotopes, oxygen ground-
state energies and spectra of selected sd-shell nuclei ob-
tained with the newly derived effective interactions are
presented. The results confirm that microscopic effec-
tive interactions obtained from two-nucleon potential
have several deficient centroids, that are too attrac-
tive and, in addition, result in too small sub-shell gaps.
This leads to overbinding of neutron-rich nuclei and
to poor spectroscopy of nuclei in the vicinity of sub-
shell closures. According to a number of recent studies,
introduction of three-nucleon forces can improve this
situation [31, 32, 33, 34, 35, 36].

By comparing the results from different microscopic
effective interactions, we found that the effective inter-
action derived from Daejeon16 is slightly better than
those constructed from N3LO and CD-Bonn. Enlarging
the value of Nmax improves the overbinding problem,
but it is still far away from experiment.

Further investigations of the convergence properties
as a function of Nmax and the role of third-order dia-
grams in MBPT are in progress, especially for the ef-
fective interaction derived from Daejeon16.
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Figure 4: Energy levels of some sd-shell nuclei calcu-
lated from microscopic effective interactions (N3LO-2,
CD-Bonn-2, DJ16-2 and DJ16-4) and the phenomeno-
logical USDB effective interaction.
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Abstract — In this contribution, we present a snapshot on a work-in-progress parameter adjustment of
Skyrme-type effective interactions tailored for an improved description of the properties of heavy and super-heavy
nuclei. We will show that a slight modification of the fit protocol together with the inclusion of the often-neglected
two-body contribution to the center-of-mass correction greatly improves the results for shapes, barriers heights
and binding energies of heavy nuclei.

Introduction

The self-consistent mean-field approach and its exten-
sions such as the Random Phase Approximation (RPA)
and Generator Coordinate Method (GCM) allow for
the systematic study of properties and phenomena for
all, but the lightest, systems throughout the chart of
nuclei [1]. Using a universal energy density functional
(EDF) for the effective in-medium nucleon-nucleon in-
teraction, these techniques give access to numerous ob-
servables concerning ground and excited states of nu-
clei, such as binding energies, deformations shape co-
existence phenomena, isomeric states, rotational bands,
as well as the large-amplitude collective motion.

It is well established that a correct description of
shape isomeric states and fission barriers of heavy nu-
clei is strongly correlated with the value of the surface
energy coefficient asurf [5, 2, 3, 4] and also with the
surface symmetry energy coefficient assym [14].

The correlation between asurf calculated from an
EDF and deformation properties of nuclei has re-
cently been revisited [3]. It was shown that the
computational-friendly surface energy coefficient amtf

surf

obtained from semi-infinite nuclear matter in the Mod-
ified Thomas-Fermi (MTF) approximation [6] can be
used to tune the deformation properties during a pa-
rameter fit.

The optimal parameterization obtained in Ref. [3],
denoted SLy5s1, and having amtf

surf = 18.0MeV, is not
the first one that is adjusted with the aim of improving
the description of the surface properties of nuclei. One
can cite the Skyrme parameterizations SkM∗ [5] and
UNEDF2 [7] as well as the Gogny force D1S [8] as major
milestones from the past.

The work described here is in the continuity of the
one done for the adjustment of the SLy5sX series of pa-
rameterizations that SLy5s1 is part of [3]. Compared
to the earlier SLy5 parameterization [9], SLy5s1 repre-
sents a significant advancement for the description of
deformation properties of heavy and super-heavy nu-
clei [4]. This improvement, however, comes at the price

of deteriorating the predictive power for nuclear masses.
A possible route out of this dilemma is to reconsider

the treatment of the effect of spurious center-of-mass
(CM) motion [10]. This latter is usually done by sub-
tracting the average value of the kinetic energy of the
nucleus in its CM frame. The corresponding operator
reads [9]

1

2Am

(∑
i

p̂i

)2
=
∑
i

p̂2
i

2Am
+
∑
i<j

p̂i · p̂j
Am

(1)

where the sums run over single-particle states. The
first term in Eq. (1) is a one-body operator and leads
to a very simple modification of the functional which is
a scaling of the kinetic energy by a factor 1 − 1

A . The
second term, however, is a two-body operator that leads
to a non-local contribution to the total energy [10]. The
implementation of this term is quite cumbersome, and
its calculation comparatively costly in terms of CPU
time. Therefore, it has been omitted for the vast ma-
jority of parameterizations of Skyrme-type EDFs ad-
justed so far, examples being SLy5s1 [3], SkM* [5] as
well as SLy4 and SLy5 [9]. These parameterizations
only consider the one-body part of the operator (1).
Other parameterizations that aim at describing nuclear
dynamics were adjusted without any CM correction at
all, examples being SLy4d [11] and UNEDF2 [7]. The
motivation for the latter practice is that, because of
the 1/A factor, the CM correction cannot be consis-
tently defined for processes where two nuclei fuse or
one nucleus splits apart. Among the few Skyrme pa-
rameterizations that were adjusted considering the full
CM correction (1) are SLy6 and SLy7 [11], and the pa-
rameterizations of Refs. [12, 13]. The same was done for
the Gogny force D1S [8]. Not for all of these the full
correction has been included in the variational equa-
tions, but was added perturbatively to the total energy
after convergence.

It has been pointed out that the choices made for the
CM correction during a parameter fit have an impact on
the resulting surface properties [10]. Parameterizations
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that consider the complete operator (1) give system-
atically smaller fission barriers than parameterizations
that keep only the one-body part, but are otherwise
adjusted within the same fit protocol [3, 10, 14]. This
finding is not related to the deformation dependence
of the CM correction itself, which in general is quite
small [10]. Instead, the interaction part of the EDF
has to absorb the absent contributions from Eq. (1) to
the total binding energy. These roughly scale as A2/3,
which explains why considering or not terms in Eq. (1)
during the fit changes asurf [10].

The Strutinski theorem [15] relates deformation en-
ergies and the actual deformation of energetic minima
and barriers to the evolution of the bunching of single-
particle levels around the Fermi energy with deforma-
tion. As the overall level density scales with effective
mass, deformation properties might also be correlated
to the latter.

These observations have motivated the construction
of a new series of parameterizations that are adjusted
with each of the three different treatments of the CM
correction terms mentioned above, and this for three
different values of the isoscalar effective mass, m∗

0/m =
0.70, 0.80 and 0.85. Their thorough analysis is under-
way [16]; below we will report on preliminary results
obtained for the subset with m∗

0/m = 0.80.

The energy density functional

We consider the EDF generated from a standard
central+spin-orbit Skyrme effective interaction with a
density-dependent term

VSky(x1,x2;x3,x4) =
[
t0 (δs1s3δs2s4 + x0δs1s4δs2s3)

+ 1
2 t1 (δs1s3δs2s4 + x1δs1s4δs2s3)

(
k∗2
12 + k2

34

)
+ t2 (δs1s3δs2s4 + x2δs1s4δs2s3)k

∗
12 · k34

+ 1
6 t3 (δs1s3δs2s4 + x3δs1s4δs2s3) ρ

α
0 (R12)

+ iW0 (σs1s3δs2s4 + σs2s4δs1s3) · (k∗
12 × k34)

]
× δ(r3 − r1)δ(r2 − r4)δ(r2 − r1) δq1q3 δq2q4 , (2)

where we use standard notations for the generalized
coordinates x ≡ (rsq) for a nucleon at position r with
spin and isospin projections s and q, relative momenta
kij =

1
2 (kj − ki), CM position of two nucleons Rij and

matrix elements of the vectors of Pauli matrices σsisj .
The particle-hole part of the EDF can be written as

Eph = Ekin + ESky + ECoul + Ecorr (3)

where Ekin is the kinetic term and ESky is the part
of the EDF that models the strong interaction and
that is generated by (2). All particle-hole-type terms
are kept, in particular the ones bilinear in the spin-
current density, which is not always done as for exam-
ple for SkM* [5], SLy4 and SLy6 [9]. The term ECoul

is the Coulomb energy, and the term Ecorr approxi-
mately removes the excitation energy owing to spurious
motions caused by broken symmetries. In the present

work, it is limited to the correction for CM motion
Ecorr = E

(1)
cm + E

(2)
cm as obtained from (1) with

E(1)
cm = −

∑
i

⟨p̂2
i ⟩

2Am
(4)

and
E(2)

cm = −
∑
i<j

⟨p̂i · p̂j⟩
Am

. (5)

Where ⟨ ˆ̂O⟩ = ⟨ψ|Ô|ψ⟩ correspond to the mean value
of an operator Ô [23]. The actual parameter fit only
considers doubly-magic nuclei that are calculated in
HF approximation. For the HFB calculations of open-
shell nuclei and deformation energies reported below,
an isovector contact pairing EDF with suitable cou-
pling constants has been added [16].

Adjustment of the parameters

We have adjusted three sets of parameterizations with
different treatment of the CM correction. For the first
set, we have omitted the terms (4) and (5) altogether,
such that there is no CM correction at all. These will
be labeled by 1F2F in what follows. For the second
set of parameterizations, the correction was limited to
its one-body part only, i.e. the term (4). These will
be labeled by 1T2F in what follows. Finally, the third
set of parameterizations was adjusted considering both
the one-body and two-body terms in the CM correction.
These will be labeled by 1T2T. For each choice for the
CM correction and for each value for the effective mass,
we have adjusted a series of parameterizations with a
constraint on the surface energy coefficient calculated
at the MTF level with target values from 15.5 MeV to
20.0 MeV. The other constraints used in the fit are on

• binding energies of 40Ca, 48Ca, 56Ni, 100Sn, 132Sn
and 208Pb with a tolerance of 1 MeV and the (ex-
trapolated) one for 78Ni with a tolerance of 2 MeV;

• binding energy difference between 40Ca and 56Ni
with a tolerance of 1 MeV;

• energy per neutron in infinite neutron matter
(taken from [17]) below a density of 0.45 fm−3 with
a tolerance of 25 %;

• energy per nucleon in polarized symmetric and
neutron matter at density 0.1 fm−3 (taken
from [18]) with a tolerance of 25 %;

• properties in infinite nuclear matter at the satu-
ration point: energy per nucleon Bsym = −16.0 ±
0.1 MeV, symmetry energy coefficient J = 32 ±
1 MeV and its slope L = 50± 5 MeV;

• response functions [19] in all spin and isospin chan-
nels in order to avoid the appearance of finite-size
instabilities [19, 20].

In addition, two linear combinaisons of parameters from
the interaction (2) fix the saturation density at ρsat =
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Figure 1: Penalty function obtained for the series of
parameterizations using the recipes for CM correction
as indicated.

0.16 fm−3 and the isoscalar effective mass m∗
0/m to the

desired value. The power of the density dependence in
Eq. (2) is set to α = 1/6, such that the EDF contains
in total seven free parameters that have to be adjusted.

We emphasize that the constraints on linear re-
sponses were not used for any of the parameterizations
mentioned above other than the SLy5sX series, with the
consequence that SLy5 and SLy7 exhibit finite-size in-
stabilities in the spin channels when all time-odd terms
are kept in the same way as done here.

Results

Penalty function

As will be discussed in detail elsewhere [16], the op-
timal results are obtained with an isoscalar effective
mass of 0.80. The values of the penalty functions for
the parameterizations of type 1F2F, 1T2F and 1T2T
and m∗

0/m = 0.80 are plotted on Fig. 1 as functions of
the MTF surface energy coefficient amtf

surf .
Previous studies that we have conducted [3, 4] have

shown that the optimal values of amtf
surf for a satisfy-

ing description of the deformation properties of heavy
nuclei fall in an interval between 17.6 and 18.0 MeV.
It is striking to see that the minimum of the penalty
function χ2 as a function of amtf

surf is precisely in this in-
terval for the parameterizations of the 1T2T type while
it is well above (near 18.6 MeV) for parameterizations
1T2F and well below (near 16.8 MeV) for parameter-
izations 1F2F. This explains why existing parameter-
izations whose surface properties are not constrained
and that do not use the 1T2T recipe systematically
fail to describe fission barriers [3]: those of 1T2F type
(SLy4, SLy5, . . . ) tend to overestimate them, while
those of 1F2F type (SLy4d) underestimate them. This
also explains why the SLy5s1 parameterization, which
is of 1T2F type and very similar to the parameteriza-
tion with amtf

surf = 18.0MeV on Fig. 1 performs rather
poorly for binding energies of nuclei: bringing amtf

surf to
a realistic value has been done at the expense of other
features, mainly binding energies of nuclei.

Figure 2: Deformation energy curve of 240Pu as a func-
tion of β20 as defined in Ref. [4] for the parameter-
izations as indicated. The energies are normalized to
the respective ground-state energy. The horizontal grey
bars indicate experimental values for the excitation en-
ergy of the shape isomer and the height of the inner
and outer saddle points as used before in Refs. [3, 4],
and whose deformation is not known.

Energy landscape of 180Hg and 240Pu

Since the optimization of the parameters for the EDFs
of type 1T2T gives the lowest χ2 for a value of amtf

surf

that is close to the expected optimal value, we have
decided to produce one additional parameterization
of each type without a constraint on amtf

surf in the
penalty function. For the rest of the discussion, we
will use these parameterizations, labeled 1F2F(0.80),
1T2F(0.80), 1T2F(0.80), along with the previously ad-
justed parameterization SLy5s1.

Figures 2 and 3 show the deformation energy of 240Pu
and 180Hg as a function of the quadrupole deformation
parameter β20. The calculations allow for non-axial
and reflection-asymmetric shapes along the path in the
same way as described in Ref. [4].

For all four parameterizations, the ground-state
shape of 240Pu corresponds to β20 ≃ 0.3 in agreement
with data [4], while the isomeric state is at β20 ≃ 0.8.
The plot illustrates the correlation between the scheme
for CM correction used during the fit and deforma-
tion properties: the parameterization 1T2F(0.80) (with
amtf
surf ≃ 18.6 MeV) grossly overestimates the height

of the fission barrier, while 1F2F(0.80) (with amtf
surf ≃

16.8 MeV) underestimates it. By contrast, the param-
eterization 1T2T(0.80) (with amtf

surf ≃ 17.8 MeV) gives
a fair description of the empirical values for the saddle
point heights and the excitation energy of the isomeric
state that is very similar to what is found for SLy5s1
(with amtf

surf ≃ 18.0 MeV) [3, 4].
The energy landscape for 180Hg, which is among

the most neutron-deficient nuclei for which informa-
tion about the fission barrier is available, is displayed
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Figure 3: Same as Fig. 2 for 180Hg. See Ref. [4] for the
estimate of the experimental barrier height indicated
by the grey horizontal bar. The energy curves end at
the deformation at which the calculation jumps to a
solution with two separate fragments. The inset is a
zoom on the energy curve at small deformation that
allows to identify the shape of the absolute minimum.

on Fig. 3. The structure of the fission barrier of this
nucleus is quite different from the one of 240Pu: there is
one broad barrier that extends to very large deforma-
tions. Again, 1T2F(0.80) dramatically overestimates
the barrier height, whereas 1F2F(0.80) underestimates
it. The 1T2T(0.80) parameterization predicts a barrier
height that is reasonably close to the empirical data,
performing even better than SLy5s1. As will be dis-
cussed elsewhere [16], 1T2T(0.80) and SLy5s1 differ in
asurf and assym, which leads to a similar effective surface
energy coefficient in the very asymmetric 240Pu, but a
noticeable difference in the more symmetric 180Hg.

At small deformations, 180Hg also exhibits shape co-
existence with an oblate minimum at β20 ≃ −0.15 and
a prolate minimum at β20 ≃ 0.32. Experimental data
consistently point to an oblate shape of the ground
state [21], while many effective interactions predict a
prolate shape instead. Predicting the correct ground-
state shape for even-even Hg isotopes and providing a
fair description of the odd-even staggering of radii of
Hg isotopes is one of the successes of SLy5s1 [21] that
we hope to preserve for future fits. As can be seen from
the inset of Fig. 3, this is indeed the case for 1T2T(0.80)
and 1T2F(0.80), but not 1F2F(0.80).

Binding energies of spherical nuclei
As mentioned before, the improved deformation prop-
erties of SLy5s1 compared to SLy4 and SLy5 come at
the expense of a diminished predictive power for to-
tal binding energies. The results discussed so far in-
dicate that 1T2T(0.80) performs even slightly better
than SLy5s1 for deformation energies without compro-
mising standard observables for spherical nuclei. It is

25 50 75 100 125 150 175 200 225
Mass number A

−10.0
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0.0
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SL 5s1, mean =  0.393, rms = 5.126 1T2T(0.80),   mean =  1.169, rms = 2.101

Figure 4: Binding energy residuals for a set of 214
spherical or nearly spherical nuclei. Results in red
are for calculations done using the parameterization
SLy5s1 and results in black using 1T2T(0.80).

therefore instructive to compare predictions for binding
energies obtained with these two parameterizations.

To make this comparison, we have used a list of 214
nuclei which are expected to be spherical, or nearly
spherical, and for which the binding energies are either
known or extrapolated from experiment (see [22] and
references therein). The results are shown on Fig. 4.
The values of the mean and root mean square (rms)
deviation are indicated on the figure. On can see that
the 1T2T(0.80) parameterization, by far, gives a better
agreement with experimental data.

Summary and Conclusions

In this contribution, we reported on an ongoing work
that aims at an improved the description of the defor-
mation properties of very heavy nuclei. We have built
a series of parameterizations of the standard Skyrme
EDF that is free from finite-size instabilities, using
three different recipes for the CM correction. Results
obtained with this series of fits unambiguously demon-
strate that the inclusion of both the one- and two-body
contributions to the CM energy results in quite realistic
deformation properties of standard Skyrme EDFs with-
out the need to constrain the surface energy coefficient,
at least within our present fit protocol. Conversely, to
achieve the same good description of deformation en-
ergies with one of the other two schemes requires to
constrain asurf during the fit, which inevitably com-
promises the predictive power for binding energies and
possibly also other observables. A more detailed article
with results for even-even as well as odd-even nuclei is
in preparation [16].
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