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Abstract—Nowadays, the number of collaborative tools has
increased significantly. This makes it difficult for users to find the
collaborators that are most relevant to their needs among these
tools. Besides, their needs can also be influenced by the context
of collaboration (e.g., workplace, tools, and resources). This raises
an issue: how to help users find their collaborators within the
collaboration context. In our research, we propose an ontology-
based semantic similarity and employ it in a collaboration context
ontology to generate context-aware collaborator recommendations
for users. In this paper, we present how to calculate and apply the
semantic similarity in context-aware recommendation algorithms.

Keywords—Ontology-based semantic similarity, Context-aware
recommendations, Collaborator, Collaboration context.

I. INTRODUCTION

With the advancement of information technology, collabo-
rative tools have been rapidly developed (e.g. instant messag-
ing and resource management tools), leading to a significant
increase in their amount. This offers users with convenience
during collaborations [1] [2]. However, it also causes difficulties
for users in finding the most relevant collaborators to their needs
among these tools [3] [4]. Besides, due to the pandemic, users
collaborate remotely under different contexts (e.g., workplace,
tools, and resources) affecting users’ needs during collabora-
tions. This requires us to take the context of the collaboration
into account when searching for collaborators. Therefore, one
of the current issues is how to help users find their collaborators
within the collaboration context.

To bridge the gap, collaborator recommendations are gen-
erated and intended to aid users in seeking out and choosing
collaborators [3] [5]. However, due to the missing consideration
of the context, these recommendations are sometimes not
consistent with users’ needs. Thus, we intend to incorporate
the collaboration context into recommendation generation pro-
cesses for producing more relevant recommendations, context-
aware collaborator recommendations [6]. Among the different
methods of generating such recommendations [6], we decide to
employ contextual pre-filtering and post-filtering due to their
advantages in terms of cost and computational complexity.

Specifically, the collaboration context is defined in an on-
tology, where all information is specified through semantic
3-uples <Subject, Predicate, Object> [7] [8]. While dealing
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with such information, ontology-based semantic similarities can
be applied [9]-[15]. It allows us to measure the closeness
between two collections of semantic 3-uples, which represent
two collaborations and their contexts. Hence, we develop and
utilize a new ontology-based semantic similarity to process
information in the collaboration context ontology and thus
generate context-aware collaborator recommendations for users.

The remainder of this paper is constructed as follows. Section
IT studies context-aware recommendations and ontology-based
semantic similarities. Section III presents our contributions in
(1) developing a new ontology-based semantic similarity, (ii)
calculating it in a collaboration context ontology, (iii) employ-
ing it in two methods to generate context-aware collaborator
recommendations for users. We then discuss the strengths
and weaknesses of the ontology-based semantic similarity in
Section IV. Finally, some conclusions and future work are
shown in Section V.

II. RELATED WORK

This section introduces what are context-aware recommen-
dations and how they can be generated. We also investigate
existing ontology-based semantic similarities and analyze their
characteristics.

A. Context-aware recommendations

When generating recommendations for users, two dimen-
sions of data are usually applied: users and items' [16]. Here,
items are objects that are recommended to users [17]. In 2D
collaborator recommendations, a collaborator is an item. These
items are sorted by their ratings, indicating how a particular
user liked a specific item [17].

While producing context-aware recommendations for users,
the context is incorporated into recommendation generation
processes [6]. Such recommendations are generated by dealing
with at least three dimensions of data: User, Item and Context?.
Sometimes, it can even handle multi-dimensions. For example,
[16] utilized 5 dimensions: User, Item, Place, Time and Com-
panion for context-aware movie recommendations. Thus, with

ISuch recommendations are mentioned as 2D recommendations in the rest.
2Here, the context is any information that can be used to characterize the
situation of users, items, or interactions between users and items [18].



n-dimensional data and an initial set of ratings, users’ unknown
ratings for items can be predicted by (1) [16]:

R: Dy x Dy X ... x D, = Rating(n > 3,n € N*) (1)

where Dy, Ds, ..., D, represent the n dimensions of data: D =
User; Dy = Item; Ds..., D,, = Context (e.g., place, time).

Particularly, [6] proposed three methods to incorporate the
context in different phases of recommendation processes (see
Fig. 1)%, as follows:

o Contextual pre-filtering (PreF) starts by applying
Ds, ..., D, to filter ratings that are irrelevant to specific
contexts [16]. Afterwards, D, D, and approaches of 2D
recommendations are used to predict unknown ratings and
thus generate context-aware recommendations for users.

o Contextual post-filtering (PoF) first utilizes Dq, Do,
and approaches of 2D recommendations to produce 2D
recommendations. Then Ds, ..., D,, is employed to filter
out irrelevant 2D recommendations or adjust their orders,
resulting in context-aware recommendations [6].

o Contextual modeling (CM) directly processes
Dy,Dy,Ds,...;,D, inside each phase of the
recommendation  generation process, which gives

rise to truly multidimensional recommendations.

Produce 2D
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D,.D,...,D,
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Fig. 1. Main phases of PreF, PoF, and CM [6].

Among these methods, CM is too costly when data volume
and complexity are heavy. It can not handle the same amount of
users and items as other methods (i.e., PreF and PoF). In each
phase of the recommendation generation process, CM needs to
process n dimensions of data, whereas PreF and PoF only focus
on partial dimensions (either D x Dy or D3 x...x D,,). Besides,
as n increases, the computational complexity of CM becomes
higher. However, for PreF and PoF, only the phase of processing
Ds... x D,, becomes complicated. Thus, we concentrate on
applying PreF and PoF to generate context-aware collaborator
recommendations for users.

B. Ontology-based semantic similarity

An ontology is a formal and explicit specification of a shared,
agreed and detailed conceptualization [19] [20]. It applies
semantic 3-uples <Subject, Predicate, Object> to describe and
represent information. In ontologies, the closeness between two

3Fig. 1 also illustrates how D1, Da, ..., Dy, are utilized in different methods.

terms* is computed by ontology-based semantic similarities,
which can be classified into different types based on the
information contained in terms and/or the calculation method.

First, three types of semantic similarities are summarized,
depending on the information contained in terms [13]-[15]: 1)
Path-based similarities are calculated based on the shortest path
between two terms [14]. The longer the shortest path, the more
semantically different the two terms are [13]; 2) Feature-based
similarities consider an term as a set of ontological features [13]
[14]. The more common features and the less non-common
features two terms have, the more similar they are [21]. To
compare features, several coefficients on the sets are applicable,
such as Jaccard index J(O*,0Y) = \oz|+}gyp—o|o‘m0v|5 [22],
Dice coefficient D(O%,0Y) = %6 [23], and Tversky
index T(Oz70y) |Omr‘|0y|+(¥||(o)migy|‘+B|Oy_om‘7 [24], 3)
Information content-based similarities measure the amount of
information provided by a common ancestor of two temrs in
an ontology [13] [14]. Particularly for a term z, IC(z) =
—log p(z))? is utilized to identify the amount of x’s provided
information.

Particularly, when the compared terms are collections of
semantic 3-uples, semantic similarities can be divided into
pairwise and groupwise similarities, based on the calculation
method [9]. Pairwise similarity is a combination of similarities
between individual subjects, predicates, or objects in the two
collections, which can consider either every pair or only the
best-matching pair [10]. Secondly, groupwise similarities are
directly calculate by one of three collection presentations: set,
graph, or vector, such as the similarities between two graphs
[91-[12].

These ontology-based semantic similarities have their own
advantages and disadvantages. For example, path-based sim-
ilarities do not necessitate the detailed information of each
term, which is an advantage. However, they have a strong
dependence on the degree of completeness and coverage of
predicates in an ontology [25]. As for feature-based similarities,
they can be employed in cross ontologies (i.e. when the two
terms belong to different ontologies) [26], but require detailed
information about the features of each term. Besides, using in-
formation content-based similarities, infrequent terms are more
informative than the frequent ones [13]. But they request the
recursive computation of all subjects’, objects’ and predicates’
appearances in an ontology. If any subject, object, or predicate
changes, recalculations are mandatory. Pairwise similarities can
apply all the first types of similarities (i.e., path-based, feature-
based, and information content-based similarities) for each pair,

4A term may be a subject, a predicate, an object or a collection of semantic
3-uples.

SHere, z and y are two concepts (instances) in ontologies; O% and OY refer
to their sets of ontological features; |OF NOY| the number of common features
in the sets O% and OY; |O| denotes the number of features in the set O*.
The range of J(O®,0Y) is [0, 1].

The range of D(O%,0Y) is [0, 1].

"Here, O% — OY denotes the relative complement of OY in O%. a, 8 > 0
are parameters of the Tversky index.

8Here, p(x) is the probability of x’s appearance in the ontology.



while groupwise similarities are limited due to the collection
presentation.

Nevertheless, a common disadvantage is that they utilize
only partial information in ontologies. For instance, path-based
similarities employ information related to the shortest path,
while feature-based similarities only focus on features of each
term. This makes it hard to compare two terms with all
their detailed information. Therefore, inspired by feature-based,
information content-based, and groupwise similarities, a new
ontology-based semantic similarity is built and employed in
our research. It can not only compare the common and non-
common features of subjects (objects) in two collections of
semantic 3-uples, but also assess the amount of information
provided by different involved predicates.

III. CONTRIBUTIONS

This section explains how to generate context-aware col-
laborator recommendations by computing an ontology-based
semantic similarity in a collaboration context ontology and
implementing it in two methods (i.e., PreF and PoF). In
doing so, two corresponding context-aware recommendation
algorithms are constructed, separately following PreF and PoF.
Finally, these algorithms are presented.

A. A collaboration context ontology

The collaboration context ontology = MEMORAe-
Collaboration-Context (MCC) [7] employs a subject and
its involved semantic 3-uples to define the collaboration
context. Specifically, the subject itself indicates a collaboration.
Surrounding it, eight dimensions of the collaboration context
are represented by different predicates and objects, including:
Goal, Collaborator, Activity, Resource, Time, Location,
Relation, and Satisfaction [7]. Thus, a collaboration ¢ and its
context are formulated as a collection of semantic 3-uples in
MCC: {< < ot 00t > g < Gt <T,g,t e NTY.

Here, pg is a predicate that the collaboration ¢ contains,
belonging to the ¢ dimension; P**(= {po'}) is a set of
predicates that the collaboration ¢ contains in the tth dimension;

(= {p5}) is the set of all predicates that the collaboration
¢ contains; oS'(€ O%') is an object of the predicate p;’t
0%t (= {0”? is a set of objects that the collaboration c
contains through predicates in P¢t; O¢(= {0 } is the set of
all objects that the collaboration ¢ contams through predicates
in P¢, G, is the number of predicates that the collaboration
c contains; T represents the maximum number of dimensions
that the collaboration ¢ can contain.

Within such collections of semantic 3-uples in MCC, we are
able not only to compare the common and non-common objects
in two collections, but also to assess the amount of information
provided by a specific predicate in two collections. Thus, we
develop a new groupwise semantic similarity to measure the
closeness between two collections of semantic 3-uples.

B. An ontology-based semantic similarity

The ontology-based groupwise semantic similarity aims to
compare two collections of semantic 3-uples <Subject, Predi-
cate, Object>, which respectively stand for two collaborations

(represented by two subjects ¢ and d) and their contexts.
Inspired by the existing ontology-based semantic similarities
(cf. Section II-B), it is calculated from two aspects: Object
(built on feature-based semantic similarities) and Predicate
(built on information content-based semantic similarities).

a) Object: This aspect measures the common and non-
common objects that are related to the same predicates in two
collections of semantic 3-uples. Particularly, both qualitative
and quantitative objects are considered.

Qualitative objects contain non-numerical and descriptive
information. For example, when comparing whether the two
collections include the same collaborators, the collaborators are
qualitative objects. These objects can be associated with differ-
ent predicates in the two collections. When they are linked to
a same predicate p; (i=1,2,...,T), they constitute separately
two sets of objects: O;’; and OZ; , which are measured by (2)°.

IC(P*)

‘Pcd,i‘
S IC(Pe)

\ng N O;‘fé\ x

S’j’(c,d): - 2 _
1 ; |0p2m0g2|+a|opé—Og§|+6|og (?2)\

where p’ is a predicate that both ¢ and d contain, belonging
to the #*" dimension; Odv indicates a set of qualitative objects

that d relates through the predicate pq, |OC
the number of non-common objects in the relzttlve Complement
of Og; in O;; : |O;§ _
mon objects associated to ¢ and d through the predicate py;
|

ith dimension that both ¢ and d contain; IC(P®") expresses
the amount of information provided by the predicates that c
contains, belonging to the i*" dimension'?; 3.1, IC(P!) is
the sum amount of information provided by the predicates
that ¢ contains!!; «, 3(> 0) indicates the weights of ¢ and
d. The smaller the semantic similarity Si(c,d) is, the more
differences there are between c and d in the i** dimension of
the collaboration context.

Quantitative objects include numerical information, such as
start time and end time of a collaboration [7]. To compare two
such objects, the absolute difference |o;j —ozj (G =1,2,...,T)
is utilized. The smaller the absolute diffé]rencéqis, the greater the

similarity between o¢, and 023- . Equation (3)'? is thus applied.'?
g g
|Pcd,j ‘ .
; 1 1C(P¢7
S%(Cvd)zz |c_d‘_’_1>< T ( )ct (3
g=1 Opjg. Opg Zt:l IC(P ’ )
where o;'j indicates a quantitative object that c contains through
. g
Pl \o;j — ozj| denotes the absolute differences between two
g g
cd,i - (P
The range of S{™* is [0, W].
10The calculation of IC(P%*) will be presented later.

1C(P°") cd,i

ST IC(Pet)
j . 1C(P%I
12The range of S} (¢, d) is [0, W}

BEquation (3) intends to convert |o® j

Here, serves to normalize values of S

— o‘ij |, which is inspired from

. . . 9 Pg .
(2) and the discussion on the site https:/stats.stackexchange.com/questions/
158279/how-i-can-convert-distance-euclidean- to- similarity-score.



qualitative objects that ¢ and d contains through the predicate
p7 Notably, (3) is only suitable for op7 whose range of is

[0, +00). Particularly, if the range of o, ;s [0, L]', then (3) is
transformed into:

Pt
L+1 1

L
. —— ><
Z (|ocj —o% | +1 L)
vy ph

g=1

1C(P9)
23:1 IC(PC’t)

b) Predicate: This aspect computes the amount of infor-
mation provided by a specific predicate, reflecting the impor-
tance of this predicate. Particularly, the appearance frequency
and contribution of a predicate in one collection of semantic
3-uples matter in this computation. Thus, we decide to employ
TF-IDF [27]. Specifically, we replace “term, document, and
corpus” in TF-IDF as following for “predicate (factor), a
collaboration, and a collection of collaborations” (see Fig. 2).

S3(c,d) =

Aset of
Corpus collaborations
A
Document collaboration
Term Predicate

Fig. 2. Apply TF-IDF to measure the amount of information provided by
predicates.

For a predicate p in a collaboration ¢ (¢ € X, X represents
a set of collaborations) and the total number of collaborations
in the set is , we have!®

t.f(p7 C) - 421/6130' f(p/’Pc)
. X

tf ' de(pac7X) = tf(p,C) ' de(an)

where f(p, P¢) represents the appearance frequency of the

predicate p in c; Zp repe f(p', P€) denotes the appearance
frequencies of all predicates in c.

Then the amount of information provided by the predicate p

in the collaboration ¢ is IC(p) = tf - idf (p, ¢, X). As for the

amount of information provided by the predicates belonging to

f(p.P°)
(5

the #*" dimension: IC(P¢*)(t = 1,2,...,T), it is calculated
through (6)'°:
Pert]
1IC(PoY)y = > tf -idf (po', e, X) (6)
q=1

where |P?| is the number of predicates that the collaboration
¢ contains, belonging to the ' dimension; pof € P,

14Here, L represents the maximum value in the range of o -

SParticularly, the range of tf(p,c) is [0, 1] and the range of idf (p, X)
is [loglfl()‘(‘ + 1, log|X| + 1]. Thus, the range of tf - idf (p,c, X) is [0,
log| X| + 11

19The range of IC(P®?) is [0, 2(log| X | + 1)].

¢) Calculation: Combining eq. (2), 3, and 4, the semantic
similarity S(c, d) between ¢ and d can be computed as follows.
Its range is [0, 1].

I J
d)=> Si(e,d)+ > Si(c,d) ©)
=1 j=1

where [ represents the number of dimensions that contain
qualitative objects; J represents the number of dimensions that
contain quantitative objects; I + J = T. In MCC, we have
T = 8,1 = 6 (i.e.,, Goal, Collaborator, Activity, Resource,
Location, and Relation) and J = 2 (i.e., Time and Satisfaction)
[7]. Thus, the ontology-based semantic similarity S(c,d) in
MCC is calculated as shown in (8)!7.

6 2
d)=>_Si(e,d)+ > Si(c.d) ®)
i=1 j=1

Particularly, S22, Si(c,d) = ST L
articularly, > %, Sh(c,d) = >, o7y ot T X
Pgy  Pgy
1c(PeTh e 1 1C(P*5%) h
+(=—— — X =g ——mor, Where
1o 1 for s, —ots. 141 Ls.) X ST, 100

Lg, is the maximum value in the range of individuals’ satisfac-
tions to collaborations'®; 0°;, denotes the average of all given
satisfactions to the collaboration c.

Within this ontology-based semantic similarity S(c,d), the
closeness between two collections of semantic 3-uples can be
measured. Each collection contains information relevant to a
collaboration and its context. Therefore, through S(c,d), the
collaboration context in MCC can be processed to generate
context-aware collaborator recommendations for users.

C. Context-aware collaborator recommendation algorithms

Within the ontology-based semantic similarity S(c,d) in
MCC, the context-aware collaborator recommendation problem
is formulated as:

Given a rating matrix R and a user u in a collaboration ¢ (u €
0%C°), the top K collaborators v (v # u,v ¢ O%“°!) that can
facilitate u’s collaboration ¢ with the highest probabilities will
be recommended to u. Here, the context indicates the context
of u’s collaboration ¢, which is represented by a collection of
semantic 3-uples {< ¢,p", 05" > |g < G.,t <8,g,t € Nt }.

To address this problem, two methods (i.e., PreF and PoF)
are applied to generate context-aware collaborator recommen-
dations. Particularly, their main phases (see Fig. 1) can be
resumed below, regardless of their order:

o Employ D;(= User), Dy(= Item), and approaches of

2D recommendations to produce 2D recommendations

e Process Ds..., D, (= Context) (pre-process in PreF and

post-process in PoF)

e Produce context-aware recommendations based on the

previous results

Based on these phases, two corresponding algorithms are
constructed (see Algorithms 1 and 2).

1ts range is [0, 1].
8For example, if individuals® satisfactions to a collaboration belong to the
interval [0, 5], then Lg, = 5.



Algorithm 1: PreF algorithm.

Input: The rating matrix: R,

the user: u,

the collaboration: c,

the set of members in the collaboration c: Og,;,

the number of recommendations: K,

the number of known collaborations: | X]|,

the number of users: m.

Initialize: Two lists with zeros: SC' (of length | X|) and
VU (of length m).

1 for d € {1,2,..,|X|} do

2 if d == c then

3 | S(d.c)«+0;

4 else 4

s || SWe) & X Sildye) + 355, S5(d; )
6 SClinsert(S(d,c),d);

7 Rank SC' in decreasing order based on the value of
ontology-based semantic similarity and copy K
collaborations with K highest semantic similarities to
a new list SC’;

for k € {1,2,..,m} do

=

9 if R, is unknown then

10 | VU(k) + 1;

11 else

12 for d € {1,2,..,length(SC")} do
13 if k € O¢,, then

14 L | VU(k) 1

15 Filter R of m x m to R’ of m x (m — length(SC"))
by deleting all ratings of irrelevant collaborators v’

VU(') = 0);
16 for k€ {1,2,..,m} do
17 if R!, is unknown then
18 apply approaches of 2D recommendations to
predict users’ ratings r*(u, k);
19 ' VU(k) x r*(u, k);

20 Rank R/, in decreasing order and get K highest
ratings;
Output: User u’s ratings R
highest ratings.

/
Uk

K collaborators with K

Specifically, Algorithm 1 first calculates ontology-based
semantic similarities between the collaboration ¢ and other
collaborations d (d € X,d # c¢) (line 1-6). Then, it filters
out irrelevant collaborators v’ that did not participate in similar
collaborations with ¢ (line 7-15). Next, approaches of 2D rec-
ommendations are applied to predict users’ ratings for relevant
collaborators (line 16-19). Finally, the top K collaborators with
higher ratings will be recommended to the user u (line 20).
Briefly, Algorithm 1 first processes the collaboration context
by means of the ontology-based semantic similarity, then ap-
plies approaches of 2D recommendations, and finally generates

context-aware collaborator recommendations for users.

Algorithm 2: PoF algorithm.
Input: The rating matrix: R,
the user: u,
the collaboration: ¢,
the set of members in the collaboration c: Og,;,
the number of recommendations: K,
the number of known collaborations: | X]|,
the number of users: m.
Initialize: Two lists with zeros: SC (of length | X|) and
VU (of length m).
1 for he{1,2,...m} AND k € {1,2,..,m} do
2 if Ry is unknown then

3 apply approaches of 2D recommendations to
predict users’ ratings Ry < r*(h, k);

4 if h == u then

5 | VU(k) « 1

6 for d € {1,2,..,|X|} do

7 if d == c then

8 | S(d,c) < 0;

9 else

10 | S(d,e) « Y0, Si(d,e) + 35, Si(d, o);
1 | SCunsert(S(d, c);d);

12 Rank SC' in decreasing order based on the value of
ontology-based semantic similarity and copy K
collaborations with K highest semantic similarities to
a new list SC’;

13 for k € {1,2,..,m} do

1 for d € {1,2,..,length(SC")} do

15 L if k € O, then

£

[y
=)

| VU(k) + 1;

17 for k€ {1,2,..,m} do
18 L Rui, < Ry, x VU(K)

19 Rank R, in decreasing order and get K highest
ratings;
Output: User u’s ratings R,., K collaborators with K
highest ratings.

In Algorithm 2, we first employ approaches of 2D recom-
mendations to predict users’ unknown ratings for collaborators
(line 1-5). Then, it computes ontology-based semantic simi-
larities between the collaboration ¢ and other collaborations d
(d € X,d # ¢), and find similar collaborations with the K
highest semantic similarity (line 6-12). Next, irrelevant collab-
orators v’ that did not participate in these similar collaborators
are filtered out (line 13-18). Finally, the top K collaborators
with higher ratings will be recommended to the user v (line 19).
To summarize, Algorithm 2 starts by applying approaches of 2D
recommendations, then calculates the ontology-based semantic
similarity, and eventually generates context-aware collaborator
recommendations for users.



Using the above algorithms of PreF and PoF methods (Algo-
rithms 1 and 2), context-aware collaborator recommendations
can be generated for users. Particularly, both PreF and PoF
methods employ the ontology-based semantic similarities in the
recommendation generating processes, but in different orders.

IV. DISCUSSION

The new ontology-based semantic similarity, which is calcu-
lated by (7), measures the closeness between two collections
of semantic 3-uples representing two collaborations and their
contexts. This semantic similarity not only measures the objects
but also considers the importance of their related predicates,
which are reflected by the amount of information provided by
these predicates.

Besides, applying this semantic similarity in PreF and PoF
methods permit us to generate more accurate collaborator rec-
ommendations, context-aware collaborator recommendations'®.
This also enables us to identify users’ ratings for collaborators
within the whole context of collaboration, instead of the partial
context of user or item (collaborator). For instance, [28] only
took into account some of item context in their algorithm
following PreF method. Furthermore, since both users and items
belong to a collaboration, our algorithms collectively consider
users and items within the collaboration context, rather than
considering separately the context of user or item.

V. CONCLUSION AND FUTURE WORK

In this paper, we focus on how to recommend collaborators
for users within the collaboration context. To solve this issue,
we develop a new ontology-based semantic similarity, calculate
it in a collaboration context ontology, and utilize it in two
context-aware collaborator recommendation algorithms. Based
on the literature review, we explain context-aware recommen-
dations and compare existing ontology-based semantic similar-
ities. We also investigate how to compute the new ontology-
based semantic similarity in a collaboration context ontology
and employ it in two algorithms to generate context-aware
collaborator recommendations. Our future work is to finalize
and improve the experiments about the two algorithms.
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