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#### Abstract

The stationary reflected Brownian motion in a three-quarter plane has been rarely analyzed in the probabilistic literature, in comparison with the quarter plane analogue model. In this context, our main result is to prove that the stationary distribution can indeed be found by solving a boundary value problem of the same kind as the one encountered in the quarter plane, up to various dualities and symmetries. The main idea is to start from Fourier (and not Laplace) transforms, allowing to get a functional equation for a single function of two complex variables.
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## 1. Introduction

### 1.1. Reflected Brownian motion in a three-quarter plane

Since the introduction of reflected Brownian motion in wedges, in the eighties [15, 16, 25,26], the probabilistic community has shown a constant interest in this topic. Typical questions deal
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Fig. 1.1. Scaling limit of some queueing systems towards reflected Brownian motion. Top left picture: transition rates of a random walk (two coupled processors). Taking $\lambda_{i}(n), v_{i}(n) \rightarrow \frac{1}{2}, \sqrt{n}\left(\lambda_{i}(n)-v_{i}(n)\right) \rightarrow \mu_{i}$ and $v_{i}^{*}(n) \rightarrow \frac{r_{i}+1}{2}$, the discrete process converges to the reflected Brownian motion with parameters described as on the top right picture (with identity covariance matrix). See [22] for the original proof. For the exact same reasons, in the three-quarter plane, the discrete model on the bottom left picture converges to the reflected Brownian motion on the bottom right display.
with the recurrence of the process, the absorption at the vertex of the wedge, the existence of stationary distributions, its computation. A related problem was solved in [1], for a diffusion process in the positive quarter plane. For more details, we refer to the introductions of [11,14]. A precise semimartingale definition of reflected Brownian motion will be given in Section 2. In this work, we will restrict ourselves to the stationary case.

Generally speaking, an obliquely reflected Brownian motion in a two-dimensional wedge of opening $\zeta \in(0,2 \pi)$ is characterized by its drift $\mu \in \mathbb{R}^{2}$ and two reflection angles $(\delta, \varepsilon) \in(0, \pi)^{2}$, see Figs. 1.1 and 2.1 for examples. The covariance matrix is taken to be the identity. A suitable linear transform allows to reduce the whole range of parameter angles $\zeta \in(0,2 \pi)$ to three cases: the quarter plane $(\zeta \in(0, \pi)$ ), the three-quarter plane (when $\zeta \in(\pi, 2 \pi))$ and the limiting half-plane case $\zeta=\pi$. Doing so, the covariance matrix is no longer the identity matrix but has a general form (2.1).

While the early articles $[25,26]$ most dealt with the general case $\zeta \in(0,2 \pi)$, the case of convex cones $\zeta \in(0, \pi]$ has attracted much more attention [1,5,9,14-16]. However, as explained in the introduction of [11], there are numerous reasons to look at the non-convex,


Fig. 2.1. In green color, the three-quarter plane $S$, in blue the drift $\mu$ and in red the reflection vectors $R_{1}$ and $R_{2}$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
three-quarter plane situation. Our particular motivation is provided by the discrete framework of random walks (or queueing networks). Indeed, in the same way as in the quarter plane, reflected Brownian motion has been introduced to study scaling limits of large queueing networks (see Fig. 1.1), a Brownian model in a non-convex cone could approximate discrete random walks on a wedge having obtuse angle (see Fig. 1.1 for an example). Such random walks have an intrinsic interest and have already been studied in a number of cases: see [3,4,10,21] in the combinatorial literature and $[20,24]$ for more probabilistic works.

### 1.2. Main results and scheme of the proofs

The present work is a companion paper of [11], where we proved that the three-quarter plane stationary distribution could be found by solving a two-dimensional vector boundary value problem (BVP) for the associated Laplace transforms. Here we go much further, by showing that one can actually reduce the latter to a classical scalar BVP. This has two main consequences, which we shall present in our paper. First, we will obtain explicit contour integral expressions for the Laplace transforms, see Theorem 4.3 for the precise statement. Second, we will accurately compare the quarter plane and three-quarter plane cases, and understand the transformations and symmetries allowing to pass from one representation to the other.

In order to explain the peculiarities and difficulties intrinsic to the non-convex setting, let us recall the general approach when solving a problem related to (random walks or) Brownian motion in the quarter plane. There are two main steps:
(i) stating a functional equation for the Laplace transform of the stationary measure;
(ii) deducing a BVP from the main functional equation, and finally solving this BVP by means of contour integral representations.

In the case of convex domains, step (i) is now routine, see for instance [1,14], and [6,7,13] in the discrete setting. We start from Itô-Tanaka formula, then prove a so-called "basic adjoint relationship", which, applied to exponential test functions, leads to a functional equation for the bivariate Laplace transform

$$
\begin{equation*}
L(p, q)=\int e^{p z_{1}+q z_{2}} \mathrm{~d} \Pi\left(z_{1}, z_{2}\right) \tag{1.1}
\end{equation*}
$$

$\Pi$ denoting the invariant measure we are looking for. When the integration domain in (1.1) is the positive quarter plane, the Laplace transform is clearly analytic (at least) when $\mathfrak{R}(p) \leqslant 0$ and $\Re(q) \leqslant 0$. This analyticity property is crucial for step (ii).

In the case of the three-quarter plane, giving a sense to the Laplace transform (1.1), and a fortiori deriving a functional equation, turns out to be non-trivial. Indeed, the exponential function in the integrand of (1.1) is bounded only in a half-plane and unbounded in its complement. Therefore, the proper definition and convergence domain of (1.1) require fine estimates.

A first step (which explains the title of the present study) is to use Fourier transform, i.e., purely imaginary values of $(p, q)$ in (1.1), in order to take advantage of the integrability of the stationary measure $\Pi$. This is however not sufficient, as we need to continue meromorphically the Laplace transform onto an open domain of $\mathbb{C}^{2}$ containing $(0,0)$. For that purpose, we introduce a continuation procedure related to the one used in [11], and close to those in [10,13] in the discrete setting. This is done in Section 4 and in the Appendix; the main idea is to split the three-quarter plane into two convex cones, and to state two intermediate functional equations for Laplace transforms whose convergence is clear. The main functional equation is obtained in Section 3, see in particular Proposition 3.1.

Once the functional equation is established, the techniques we employ to derive and solve a BVP (step (ii) above) are more classical, and may be adapted for instance from [1,14]. We obtain explicit formulas in Section 4, see in particular the result given in Theorem 4.3.

In this work, we also focus on the main similarities and differences in the formulas for the Laplace transforms in the quarter plane and three-quarter plane, more than on the explicit formulas themselves. This is the topic of Section 5. To select one example, in the quarter plane (resp. three-quarter plane), the Laplace transforms satisfy boundary value problems on the left (resp. right) branch of the same hyperbola, with an analytic behavior on the left (resp. right), see Fig. 3.1. This illustrates that several dualities and symmetries relate the two settings.

The literature contains a few examples of discrete walks in a three-quarter plane, which, starting from Fourier transforms, might also be solved by means of a single functional equation, through subtle manipulations on the various generating functions (see e.g., [3, 4, 10, 21,24]).

## 2. Semimartingale reflected Brownian motion in three-quarter plane

### 2.1. Definition of the process

We denote the three-quarter plane as

$$
S \stackrel{\text { def }}{=}\left\{\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2}: z_{1} \geqslant 0 \text { or } z_{2} \geqslant 0\right\}
$$

The parameters of the model are the drift $\mu=\left(\mu_{1}, \mu_{2}\right)$, the reflection vectors $R_{1}=\left(r_{1}, 1\right)$ and $R_{2}=\left(1, r_{2}\right)$, and the covariance matrix

$$
\Sigma=\left(\begin{array}{cc}
\sigma_{1} & \rho  \tag{2.1}\\
\rho & \sigma_{2}
\end{array}\right)
$$

see Fig. 2.1. Throughout this study, $\Sigma$ will be assumed to be elliptic, that is

$$
\begin{equation*}
\sigma_{1} \sigma_{2}-\rho^{2}>0 \tag{2.2}
\end{equation*}
$$

and we shall not consider degenerate cases (hypoellipticity, $\Sigma$ non-definite positive, etc.), although they admit an interesting behavior, as shown for example in [18]. The study of the
degenerate case $\sigma_{1} \sigma_{2}-\rho^{2}=0$ would very likely lead to the study of boundary value problems on parabolas, and no longer on hyperbolas as it is the case here (see in this respect Remark 3.3).

More specifically, we define the obliquely reflected Brownian motion $Z_{t}=\left(Z_{t}^{1}, Z_{t}^{2}\right)$ in the three-quarter plane $S$ as follows:

$$
\left\{\begin{array}{l}
Z_{t}^{1} \stackrel{\text { def }}{=} Z_{0}^{1}+W_{t}^{1}+\mu_{1} t+r_{1} L_{t}^{1}+L_{t}^{2} \\
Z_{t}^{2} \stackrel{\text { def }}{=} Z_{0}^{2}+W_{t}^{2}+\mu_{2} t+L_{t}^{1}+r_{2} L_{t}^{2},
\end{array}\right.
$$

where $W_{t}$ is a planar Brownian motion of covariance $\Sigma, L_{t}^{1}$ is (up to a constant) the local time on the negative part of the abscissa $\left(z_{1} \leqslant 0\right)$ and $L_{t}^{2}$ is the local time on the negative part of the ordinate axis $\left(z_{2} \leqslant 0\right)$. In case of a zero drift, such a semimartingale definition of reflected Brownian motion is proposed in the reference paper [26]; it readily extends to our drifted case.

Throughout this paper, we assume that the process is positive recurrent and has a unique stationary distribution (or invariant measure). As we shall see, this is equivalent to

$$
\begin{equation*}
\mu_{1}<0 \quad \text { and } \quad \mu_{2}<0 \tag{2.3}
\end{equation*}
$$

together with

$$
\begin{equation*}
\mu_{1}-r_{1} \mu_{2}>0 \quad \text { and } \quad \mu_{2}-r_{2} \mu_{1}>0 \tag{2.4}
\end{equation*}
$$

keeping in mind that $r_{1}$ and $r_{2}$ are positive.
Under conditions (2.3) and (2.4), we will denote by $\Pi$ this probability measure and by $\pi$ its density. We also define the boundary invariant measures by

$$
\nu_{1}(A)=\mathbb{E}_{\Pi} \int_{0}^{1} 1_{A \times\{0\}}\left(Z_{s}\right) \mathrm{d} L_{s}^{1} \quad \text { and } \quad \nu_{2}(A)=\mathbb{E}_{\Pi} \int_{0}^{1} 1_{\{0\} \times A}\left(Z_{s}\right) \mathrm{d} L_{s}^{2}
$$

The measure $\nu_{1}$ has its support on $\left\{z_{1} \leqslant 0\right\}$ and $\nu_{2}$ has its support on $\left\{z_{2} \leqslant 0\right\}$. We will also denote by $\nu_{1}\left(z_{1}\right)$ and $\nu_{2}\left(z_{2}\right)$ their respective densities.

### 2.2. Basic adjoint relationship

Our approach is based on the following identity, called basic adjoint relationship, which in the orthant case is proved for instance in [8,17].

Proposition 2.1. For any function $f: \mathbb{R}^{2} \rightarrow \mathbb{C}$ of class $\mathcal{C}^{2}$, assuming the integrals below converge, we have

$$
\int_{S} \mathcal{G} f\left(z_{1}, z_{2}\right) \mathrm{d} \Pi\left(z_{1}, z_{2}\right)+\int_{-\infty}^{0} R_{1} \cdot \nabla f\left(z_{1}, 0\right) \mathrm{d} \nu_{1}\left(z_{1}\right)+\int_{-\infty}^{0} R_{2} \cdot \nabla f\left(0, z_{2}\right) \mathrm{d} \nu_{2}\left(z_{2}\right)=0
$$

where the generator is equal to

$$
\mathcal{G} f=\frac{1}{2}\left(\sigma_{1} \frac{\partial^{2} f}{\partial z_{1}^{2}}+2 \rho \frac{\partial^{2} f}{\partial z_{1} \partial z_{2}}+\sigma_{2} \frac{\partial^{2} f}{\partial z_{2}^{2}}\right)+\mu_{1} \frac{\partial f}{\partial z_{1}}+\mu_{2} \frac{\partial f}{\partial z_{2}}
$$

Proof. We apply the well-known Itô-Tanaka formula to the semimartingale $Z_{t}$, see Theorem 1.5 in [23, Chap. VI §1]. We obtain

$$
\begin{equation*}
f\left(Z_{t}\right)=f\left(Z_{0}\right)+\int_{0}^{t} \mathcal{G} f\left(Z_{s}\right) \mathrm{d} s+\int_{0}^{t} \nabla f\left(Z_{s}\right) \cdot \mathrm{d} W_{s}+\sum_{i \in\{1,2\}} \int_{0}^{t} R_{i} \cdot \nabla f\left(Z_{s}\right) \mathrm{d} L_{s}^{i} \tag{2.5}
\end{equation*}
$$

To conclude, it suffices to take the expectation over $\Pi$ in the above equality.

## 3. The main functional equation

Our goal is to apply the basic adjoint relationship of Proposition 2.1, in order to construct a functional equation for the two-dimensional Fourier transform of $\Pi$.

- In the case of a convex cone, after a linear change of variables in the $\left(z_{1}, z_{2}\right)$-plane, it suffices to choose $f\left(z_{1}, z_{2}\right)=e^{p z_{1}+q z_{2}}$, with $\{\mathfrak{R}(p) \geqslant 0, \mathfrak{R}(q) \geqslant 0\}$, see $[9,14]$, and a functional equation is obtained for the Laplace transform of $\Pi$, say $F(p, q)$.
- However, when the cone is not convex, some integral transforms will not converge, and one has to divide the three-quarter plane into two convergence regions. This leads to a system of two functional equations for the Laplace transforms, see [11], which is more awkward to solve.

We show hereafter that, by starting from the Fourier transform of the stationary distribution, it is still possible to find a single kernel equation which can be solved by reduction to a BVP for a function of a single complex variable.

The three following Fourier transforms (related to the invariant measure $\Pi$ in $S$ )

$$
\left\{\begin{array}{l}
L(p, q) \stackrel{\text { def }}{=} \int_{S} e^{p z_{1}+q z_{2}} \mathrm{~d} \Pi\left(z_{1}, z_{2}\right)  \tag{3.1}\\
A(p) \stackrel{\text { def }}{=} \int_{-\infty}^{0} e^{p z_{1}} \mathrm{~d} v_{1}\left(z_{1}\right) \\
B(q) \stackrel{\text { def }}{=} \int_{-\infty}^{0} e^{q z_{2}} \mathrm{~d} v_{2}\left(z_{2}\right)
\end{array}\right.
$$

are a priori well defined in the domain $\{\Re(p)=0, \mathfrak{R}(q)=0\}$.
Proposition 3.1. For all $(p, q)$ in the region $\{\mathfrak{R}(p)=\mathfrak{R}(q)=0\}$, we have

$$
\begin{equation*}
K(p, q) L(p, q)+u(p, q) A(p)+v(p, q) B(q)=0 \tag{3.2}
\end{equation*}
$$

where the kernel $K(p, q)$ is given by

$$
\begin{equation*}
K(p, q) \stackrel{\text { def }}{=} \frac{1}{2}\left(\sigma_{1} p^{2}+2 \rho p q+\sigma_{2} q^{2}\right)+\mu_{1} p+\mu_{2} q \tag{3.3}
\end{equation*}
$$

while $u(p, q)$ and $v(p, q)$ are the linear functions

$$
\begin{equation*}
u(p, q) \stackrel{\text { def }}{=} r_{1} p+q, \quad v(p, q) \stackrel{\text { def }}{=} r_{2} q+p \tag{3.4}
\end{equation*}
$$

Proof. It is a direct application of Proposition 2.1, by choosing $f\left(z_{1}, z_{2}\right)=e^{p z_{1}+q z_{2}}$, where $(p, q)$ are purely imaginary complex numbers, so that the integrals in (2.5) are well defined. Further details are omitted.

Eq. (3.2) says that the probability measure in $S$ is given in terms of the probability measures on the boundary formed by the two negative half-axes, which corresponds to the intuition.

In this respect, the following relations (mass conservation), which are immediately obtained from (3.3), are interesting. Observe that $L(0,0)=\Pi(S)=1, A(0)=v_{1}\left(\mathbb{R}_{-}\right)$and $B(0)=$ $\nu_{2}\left(\mathbb{R}_{-}\right)$.

$$
\left\{\begin{array} { l } 
{ \mu _ { 2 } L ( 0 , 0 ) + A ( 0 ) + r _ { 2 } B ( 0 ) = 0 , } \\
{ \mu _ { 1 } L ( 0 , 0 ) + r _ { 1 } A ( 0 ) + B ( 0 ) = 0 . }
\end{array} \quad \left\{\begin{array}{l}
A(0)=\frac{\mu_{1} r_{2}-\mu_{2}}{1-r_{1} r_{2}} \\
B(0)=\frac{\mu_{2} r_{1}-\mu_{1}}{1-r_{1} r_{2}}
\end{array}\right.\right.
$$

Note that the apparently peculiar case $1-r_{1} r_{2}=0$ has not to be considered, since if $r_{1} r_{2}=1$ the two conditions in (2.4) cannot be simultaneously satisfied, in which case the process is not positive recurrent.

In the next lemmas, we make a suitable analytic continuation with respect to $(p, q)$ of the functions defined in (3.2).

## Lemma 3.2.

(1) The functions $A(p)$ and $B(q)$ are analytic in their respective domains $\{\Re(p) \geqslant 0\}$ and $\{\mathfrak{F}(q) \geqslant 0\}$.
(2) The function $L(p, q)$ is analytic with respect to $(p, q)$ in the domain

$$
\begin{equation*}
\{\Re(p) \geqslant 0\} \cap\{\mathfrak{R}(q) \geqslant 0\} \cap\{K(p, q) \neq 0\} . \tag{3.5}
\end{equation*}
$$

Proof. The point (1) is immediate from the definition given in (3.1). As for point (2), we use (3.2) to make the analytic continuation of $L(p, q)$ in each variable $p$ and $q$, and we apply Hartogs' and Osgood's theorems (see, e.g., [2]) to deduce the analyticity in both variables ( $p, q$ ) in the region (3.5).

The algebraic curve $\{K=0\}$ has genus 0 , and its branches over the $q$-plane (resp. $p$-plane) will be denoted by $P_{i}(q)$ (resp. $Q_{i}(p)$ ), for $i=1,2$. By definition, they satisfy the equations

$$
\begin{equation*}
K\left(P_{i}(q), q\right)=0 \quad \text { and } \quad K\left(p, Q_{i}(p)\right)=0 . \tag{3.6}
\end{equation*}
$$

Introduce the hyperbola $\mathcal{H}_{p}$ with equation

$$
\begin{equation*}
\left(\rho^{2}-\sigma_{1} \sigma_{2}\right) x^{2}+\rho^{2} y^{2}+2\left(\rho \mu_{2}-\mu_{1} \sigma_{2}\right) x+\frac{\mu_{1}\left(2 \rho \mu_{2}-\sigma_{2} \mu_{1}\right)}{\sigma_{1}}=0 \tag{3.7}
\end{equation*}
$$

Remark 3.3. When $\rho^{2}-\sigma_{1} \sigma_{2}=0$, Eq. (3.7) represents in fact a parabola. As mentioned in Section 2, this limiting case will not be considered in the sequel.

Lemma 3.4. The functions $P_{i}(q), i=1,2$, are analytic in the whole complex plane cut along $\left(-\infty, q_{1}\right] \cup\left[q_{2}, \infty\right)$, where the branch points $q_{1}<0$ and $q_{2}>0$ are the two real roots of the equation

$$
\begin{equation*}
\left(\rho^{2}-\sigma_{1} \sigma_{2}\right) q^{2}+2\left(\rho \mu_{1}-\sigma_{1} \mu_{2}\right) q+\mu_{1}^{2}=0 \tag{3.8}
\end{equation*}
$$

The branches $P_{1}(q)$ and $P_{2}(q)$ satisfy the following properties:
(1) They are separated, in the sense that

$$
\left\{\begin{array}{l}
\Re\left(P_{1}(q)\right) \leqslant \Re\left(P_{2}(q)\right), \quad \forall q \in \mathbb{C}  \tag{3.9}\\
P_{1}(0)=0, \quad P_{2}(0)=\frac{-2 \mu_{1}}{\sigma_{1}}>0
\end{array}\right.
$$

(2) For $\rho<0$, they map the cut $\left(-\infty, q_{1}\right]$ (resp. $\left[q_{2}, \infty\right)$ ) onto the left component of $\mathcal{H}_{p}$, denoted by $\mathcal{H}_{p}^{-}$(resp. right component of $\mathcal{H}_{p}$, denoted by $\mathcal{H}_{p}^{+}$).
(3) For $\rho>0$, just exchange the left and right components in the previous statement.
(4) For $\rho=0$, the hyperbola is degenerate and its two components coincide with the vertical line of abscissa $x=-\mu_{1} / \sigma_{1}$.

To simplify the notation, we will note the branch of hyperbola

$$
\mathcal{H} \stackrel{\text { def }}{=} \begin{cases}\mathcal{H}_{p}^{+} & \text {if } \rho<0 \\ \mathcal{H}_{p}^{-} & \text {if } \rho>0\end{cases}
$$

See Fig. 3.1 for a representation of the branch $\mathcal{H}$ of the hyperbola according to the sign of $\rho$. Symmetrically, we define the functions $Q_{i}(p)$, the branch points $p_{1}<0$ and $p_{2}>0$ and the hyperbola $\mathcal{H}_{q}$.

Proof. The fact that the roots of (3.8) are real is immediate since $\rho^{2}-\sigma_{1} \sigma_{2}<0$. The branch points of the algebraic function $P(q)$ are the zeros of the discriminant of $K(p, q)=0$ viewed as a polynomial in $p$, so that (3.8) follows directly.

We now prove (1). Let in (3.6) $q=i \gamma$ and $P(q) \stackrel{\text { def }}{=} \alpha+i \beta$, with real $\alpha, \beta$. After separating real and imaginary parts, we obtain

$$
\left\{\begin{array}{l}
\frac{\sigma_{1}}{2} \alpha^{2}+\mu_{1} \alpha-\left(\frac{\sigma_{2}}{2} \gamma^{2}+\rho \beta \gamma+\frac{\sigma_{1}}{2} \beta^{2}\right)=0  \tag{3.10}\\
\beta\left(\sigma_{1} \alpha+\rho \gamma\right)+\gamma\left(\rho \alpha+\mu_{2}\right)=0
\end{array}\right.
$$

One checks that the first equation in (3.10), viewed as a polynomial in $\alpha$, has two real roots with opposite signs, since the quadratic polynomial in $\gamma$ is always positive, due to the ellipticity condition (2.2). Accordingly, we will denote by $P_{1}(q), P_{2}(q)$ the branches satisfying

$$
\mathfrak{R}\left(P_{1}(i x)\right) \leqslant 0 \leqslant \mathfrak{R}\left(P_{2}(i x)\right), \quad \forall x \in \mathbb{R} .
$$

Then the first property in (3.9) is a direct application of the maximum modulus principle to the function $\exp \left(P_{1}(q)-P_{2}(q)\right)$ in the domain $\mathbb{C} \backslash\left\{\left(-\infty, q_{1}\right] \cup\left[q_{2}, \infty\right)\right\}$, keeping in mind that on the cuts $\left(-\infty, q_{1}\right]$ and $\left[q_{2}, \infty\right)$, the branches $P_{1}(q)$ and $P_{2}(q)$ are complex conjugate, in which case $\left|\exp \left(P_{1}(q)-P_{2}(q)\right)\right|=1$.

As for point (2), the analytic expression (3.7) of the hyperbola $\mathcal{H}_{p}$ follows from direct computations. On the other hand, by (3.3) and (3.6), we have

$$
P_{1}\left(q_{i}\right)+P_{2}\left(q_{i}\right)=\frac{-2\left(\rho q_{i}+\mu_{1}\right)}{\sigma_{1}}, \quad i=1,2 .
$$

When $\rho<0$, Eq. (3.7) shows that the hyperbola $\mathcal{H}$ crosses the $x$-axis at two points with positive abscissas, whence

$$
\frac{-2\left(\rho q_{2}+\mu_{1}\right)}{\sigma_{1}}=P_{1}\left(q_{2}\right)+P_{2}\left(q_{2}\right)>P_{1}\left(q_{1}\right)+P_{2}\left(q_{1}\right)>0 .
$$

Point (4) is elementary after putting $\rho=y=0$ in (3.7), and the proof of the lemma is concluded.

## 4. Solving the boundary value problem

Letting $\mathcal{H}_{+}^{o}$ denote the domain inside the right component of the hyperbola $\mathcal{H}$, the following theorem holds.

Theorem 4.1. The function $A(p)$ in (3.1), sought to be meromorphic in the domain $\mathcal{H}_{+}^{o}$, satisfies the BVP

$$
f\left(P_{1}(q), q\right) A\left(P_{1}(q)\right)-f\left(P_{2}(q), q\right) A\left(P_{2}(q)\right)=0, \quad \forall q \in\left[q_{2}, \infty\right)
$$

which can be rewritten in the equivalent form

$$
\begin{equation*}
g(p) A(p)-g(\bar{p}) A(\bar{p})=0, \quad \forall p \in \mathcal{H}, \tag{4.1}
\end{equation*}
$$

where

$$
f(p, q)=\frac{u(p, q)}{v(p, q)}, \quad g(p)=f\left(p, Q_{2}(p)\right)
$$

Proof. By Lemma 3.2, we know that $L(p, q)$ is analytic in the $(p, q)$-domain

$$
\mathcal{F} \stackrel{\text { def }}{=}\{\Re(p) \geq 0\} \cap\{\Re(q) \geq 0\} \cap\{K(p, q) \neq 0\} .
$$

Let us express $S$ as the disjoint union of the two following convex wedges

$$
S_{1} \stackrel{\text { def }}{=}\left\{z_{1} \leqslant z_{2} \text { and } z_{2} \geqslant 0\right\}, \quad S_{2} \stackrel{\text { def }}{=} S \backslash S_{1} .
$$

Then, for all $(p, q)$ satisfying $\{\mathfrak{R}(p)=\mathfrak{R}(q)=0\}$, we can write

$$
L(p, q)=L_{1}(p, q)+L_{2}(p, q)
$$

where

$$
L_{1}(p, q)=\int_{S_{1}} e^{p z_{1}+q z_{2}} \mathrm{~d} \Pi\left(z_{1}, z_{2}\right) \quad \text { and } \quad L_{2}(p, q)=\int_{S_{2}} e^{p z_{1}+q z_{2}} \mathrm{~d} \Pi\left(z_{1}, z_{2}\right)
$$

Letting $D \stackrel{\text { def }}{=}\{(p, q): \Re(p+q) \leqslant 0\}, D_{1} \stackrel{\text { def }}{=}\{\Re(p) \geq 0\}$ and $D_{2} \stackrel{\text { def }}{=}\{\Re(q) \geq 0\}$, it is immediate to check that $L_{1}(p, q)$ and $L_{2}(p, q)$ have an analytic continuation in the respective domains

$$
D_{1} \cap D \quad \text { and } \quad D_{2} \cap D
$$

On the other hand, we proved in a previous work (see (4.1) and (4.2) in [11]) the relations

$$
\begin{align*}
& F(p, q)=K(p, q) L_{1}(p, q)+u(p, q) A(p)  \tag{4.2}\\
& F(p, q)=-K(p, q) L_{2}(p, q)-v(p, q) B(q) \tag{4.3}
\end{align*}
$$

where $F(p, q)$ is meromorphic in the region $D$ introduced above.
We are now entitled to make the meromorphic continuation of the right-hand side members of (4.2) and (4.3) to the region $D$. In a second step, we can also make the meromorphic continuation of $u(p, q) A(p)$ and $v(p, q) B(q)$ to the region $D \cap\{K(p, q)=0\}$, which leads to the relation

$$
\begin{equation*}
u(p, q) A(p)+v(p, q) B(q)=0, \quad \forall(p, q) \in D \cap\{K(p, q)=0\} \tag{4.4}
\end{equation*}
$$

We remember that $A(p)$ and $B(q)$ are sought to be analytic, respectively for $\mathfrak{R}(p) \geqslant 0$ and $\mathfrak{R}(q) \geqslant 0$. Then, after a now standard process (see, e.g., [13]), we can make the meromorphic continuation of $A(p)$ (resp. $B(q))$ to $\mathbb{C} \backslash\left(-\infty, p_{1}\right]$ (resp. $\left.\mathbb{C} \backslash\left(-\infty, q_{1}\right]\right)$, remarking that Eq. (4.4) remains valid on these extended domains for $(p, q) \in\{K(p, q)=0\}$. A detailed version of this extension procedure is given in Proposition A. 1 of the Appendix. Hence, we get from (4.4), for $q \in\left[q_{2}, \infty\right)$,

$$
\left\{\begin{array}{l}
u\left(P_{1}(q), q\right) A(p)+v\left(P_{1}(q), q\right) B(q)=0 \\
u\left(P_{2}(q), q\right) A(p)+v\left(P_{2}(q), q\right) B(q)=0
\end{array}\right.
$$

Now, using the continuity of $B(q)$ when $q$ traverses the cut $\left[q_{2}, \infty\right)$, we obtain directly the announced BVP (4.1). The proof of the theorem is concluded.

To express the solution of the BVP (4.1), we need to introduce the following functions. First, for $x \in \mathbb{C} \backslash(-\infty,-1]$ and $a \in \mathbb{R}$, let

$$
T_{a}(x) \stackrel{\text { def }}{=} \cos (a \arccos x)=\frac{1}{2}\left(\left(x+\sqrt{x^{2}-1}\right)^{a}+\left(x-\sqrt{x^{2}-1}\right)^{a}\right)
$$

Then, we define the function $w$, analytic on $\mathbb{C} \backslash\left(-\infty, p_{1}\right]$, by

$$
\begin{equation*}
w(p) \stackrel{\text { def }}{=} T_{\frac{\pi}{\beta}}\left(\frac{2 p-\left(p_{1}+p_{2}\right)}{p_{2}-p_{1}}\right), \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta \stackrel{\text { def }}{=} \arccos \left(-\frac{\rho}{\sqrt{\sigma_{1} \sigma_{2}}}\right) \in(0, \pi) . \tag{4.6}
\end{equation*}
$$

The angle $\beta$ is equal to $2 \pi-\zeta$, with $\zeta$ as in the introduction. This function $w$ is referred to as a conformal gluing function, see $[13,19]$. This name is justified by the following lemma.

Lemma 4.2. The function $w$ in (4.5) satisfies the following properties:
(1) It is analytic in an open domain containing $\mathcal{H}_{+}^{o}$, namely $\mathbb{C} \backslash\left(-\infty, p_{1}\right]$.
(2) It is bijective from $\mathcal{H}_{+}^{o}$ to $\mathbb{C} \backslash(-\infty,-1]$.
(3) It satisfies the boundary condition

$$
w(p)=w(\bar{p}), \quad \forall p \in \mathcal{H}
$$

The proof is analogous to the one found in [5] or in [14].
Theorem 4.3. The function $A(p)$ in (3.1) has the following integral explicit expression in the domain $\mathcal{H}_{+}^{o}$ :

$$
\begin{align*}
& A(p)=  \tag{4.7}\\
& \frac{\mu_{1} r_{2}-\mu_{2}}{1-r_{1} r_{2}}\left(\frac{w(0)-w\left(p_{0}\right)}{w(p)-w\left(p_{0}\right)}\right)^{-\chi} \\
& \quad \times \exp \left[\int_{\mathcal{H}_{ \pm}} \log \left(\frac{g(t)}{g(\bar{t})}\right)\left(\frac{w^{\prime}(t)}{w(t)-w(p)}-\frac{w^{\prime}(t)}{w(t)-w(0)}\right) \mathrm{d} t\right]
\end{align*}
$$

where

$$
\chi= \begin{cases}0 & \text { if } u\left(P_{i}\left(q_{2}\right), q_{2}\right) \geqslant 0  \tag{4.8}\\ -1 & \text { if } u\left(P_{i}\left(q_{2}\right), q_{2}\right)<0\end{cases}
$$

is called the index, and

$$
\begin{equation*}
p_{0}=\frac{2\left(\mu_{2} r_{1}-\mu_{1}\right)}{\sigma_{1}+\sigma_{2} r_{1}^{2}-2 \rho r_{1}}<0 \tag{4.9}
\end{equation*}
$$

is the pole.
Proof. The proof is similar to the one of Theorem 1 in [14]. The main differences are that the BVP takes place on another branch of hyperbola, and the domain of the BVP is on the right of the hyperbola (not on the left as in the quarter plane), see Fig. 3.1. This leads to a formula that looks like the one of the quarter plane, but with several differences concerning for instance the pole and the index. This will be made more precise in Section 5.

From (4.9), $p_{0}<0$, as follows from the next two inequalities:
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Fig. 3.1. On the left (resp. right), the complex plane of the variable $p$ (resp. $q$ ). The cut $\left[q_{2}, \infty\right.$ ), represented by the red half-line, is mapped by $P_{1}$ and $P_{2}$ onto the red branch of the hyperbola $\mathcal{H}_{p}^{+}$when $\rho<0$, and $\mathcal{H}_{p}^{-}$when $\rho>0$. The same holds for other colors. The colored domains are the corresponding domains of the respective BVPs. The domains corresponding to the quarter plane (resp. three-quarter plane) BVP are represented in blue and green (resp. red and yellow). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

- $\mu_{2} r_{1}-\mu_{1}<0$, by (2.4);
- $\sigma_{2} r_{1}^{2}-2 \rho r_{1}+\sigma_{1}>0$, since, from the ellipticity condition (2.2), this second degree polynomial in $r_{1}$ is always positive.

When $\chi=0$, there is no pole inside the domain of the BVP. When $\chi=-1$, the ergodicity conditions imply $p_{0}<0$. This is consistent with the fact that $A(p)$ must be analytic for $\mathfrak{R}(p)>0$.

## 5. Differences and similarities between $1 / 4$ and $3 / 4$-plane

We intend to compare, as clearly as possible, the $1 / 4$ and $3 / 4$-plane situations, and we will frequently refer to Figs. 3.1, 3.2 and 5.1.

- Laplace and Fourier transforms: While the Fourier transform of $\pi$ exists without any issue both in the quarter and three-quarter planes, there is a problem to define the Laplace transform in the three-quarter plane, due to the non-convex integration domain, which leads to the existence problem of $L(p, q)$. However, by a convenient continuation procedure, it is possible to define the Laplace transform in a neighborhood of 0 , showing analytically that the stationary distribution decays exponentially in all directions.

We can further remark that $A(p)$ and $B(q)$, the Laplace transforms (3.1) of the boundary invariant measures $\nu_{1}$ and $\nu_{2}$, are integrals defined on different sets $\left(\mathbb{R}_{-}\right.$for the quarter plane, and $\mathbb{R}_{+}$for the three-quarter plane).

- Kernel and reflections: The algebraic formulas for the kernel $K$ in (3.3), the reflection polynomials $u, v$ in (3.4) and the functional Eq. (3.2) are exactly the same ones in the two frameworks. On the other hand, the set of parameters for $u$ and $v$ are different (this is due to different ergodicity conditions in the quarter and three-quarter planes).
- Boundary value problem: The boundary condition (4.1) has the same algebraic form in both cases; however, it is located on different branches of the same hyperbola, as represented on Fig. 3.1. This is due to the different initial convergence problem of $A$ and $B$.
- Solution of the above boundary value problems: The formula (4.7) for the solution has the same algebraic expression as its quadrant analogue in terms of the index, the function $w$, the pole $p_{0}$, etc. However, the values of the index $\chi$ in (4.8), the pole (4.9) and the function $w$ (4.5) are different. See Figs. 3.2 and 5.1.

These differences imply in turn that, for given negative drift and covariance matrix, there might be no pole in the BVP domain $\mathcal{H}_{+}^{o}$, regardless of the reflection vectors. On the contrary, in the quadrant case, for given negative drift and covariance matrix, it is always possible to choose reflection vectors to ensure the existence of a pole in the BVP domain.

- Inverse Laplace transform: In both cases, one can invert the Laplace and Fourier transforms, using standard inversion formulas. For the three-quarter plane $S$, we consider a two-dimensional bilateral Laplace transform assuming that $\Pi$ is defined and equal to zero on the quarter plane complementary to $S$, i.e., $z_{1} \leqslant 0$ and $z_{2} \leqslant 0$. We have

$$
\left\{\begin{array}{l}
\Pi\left(z_{1}, z_{2}\right)=\frac{1}{(2 i \pi)^{2}} \int_{-i \infty}^{i \infty} \int_{-i \infty}^{i \infty} e^{-p z_{1}-q z_{2}} L(p, q) \mathrm{d} p \mathrm{~d} q, \quad \forall\left(z_{1}, z_{2}\right) \in S \\
\nu_{1}\left(z_{1}\right)=\frac{1}{2 i \pi} \int_{-i \infty}^{i \infty} e^{-p z_{1}} A(p) \mathrm{d} p, \quad \forall z_{1}<0, \\
\nu_{2}\left(z_{2}\right)=\frac{1}{2 i \pi} \int_{-i \infty}^{i \infty} e^{-q z_{2}} B(q) \mathrm{d} q, \quad \forall z_{2}<0 .
\end{array}\right.
$$



Fig. 3.2. Representation of the ellipse $\left\{(p, q) \in \mathbb{R}^{2}: K(p, q)=0\right\}$, with $p$ in abscissa and $q$ in ordinate. The case of the $3 / 4$ (resp. 1/4) plane is displayed on the left (resp. right). The pole $p_{0}$ of $A(p)$ (resp. the pole $q_{0}$ of $B(q)$ ) is in orange. This pole exists if and only if the line $u(p, q)=0$ (resp. $v(p, q)=0$ ) intersects the corresponding colored arc of the ellipse. The colors match with Fig. 3.1. Observe that, when $\rho<0$, the functions $A(p)$ and $B(q)$ for the 3/4-plane cannot have a pole in the domain of the BVP, which in this case is included in the right half-plane. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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## Appendix. Analytic continuation of the Laplace transforms on the universal covering of the algebraic kernel curve

The goal of this Appendix is to give more details about the analytic continuation of $A$ and $B$ done in the proof of Theorem 4.1. The proof, inspired from a standard analytic continuation process (see, e.g., [13]), uses the universal covering of the algebraic kernel curve.

Proposition A.1. The functions $A(p)$ (resp. $B(q)$ ) can be meromorphically continued to $\mathbb{C} \backslash\left(-\infty, p_{1}\right]$ (resp. $\left.\mathbb{C} \backslash\left(\infty, q_{1}\right]\right)$. Furthermore, we have

$$
u(p, q) A(p)+v(p, q) B(q)=0
$$

for all $p \in \mathbb{C} \backslash\left(-\infty, p_{1}\right], q \in \mathbb{C} \backslash\left(-\infty, q_{1}\right]$, with $\{K(p, q)=0\}$.
Proof. The idea of the proof is to use the third function $F$ defined on $D$ to fill the gap between the initial definition domains $D_{1}$ and $D_{2}$. A similar approach based on the universal covering has been recently carried out for random walks in [10]. We start from the two equations (proved in (4.1) and (4.2) of [11])

$$
\begin{equation*}
K(p, q) L_{1}(p, q)+u(p, q) A(p)+F(p, q)=0 \tag{A.1}
\end{equation*}
$$

in the region $D_{1} \cap D=\{\Re(p) \geqslant 0\} \cap\{\Re(p+q) \leqslant 0\}$;

$$
\begin{equation*}
K(p, q) L_{2}(p, q)+v(p, q) B(q)-F(p, q)=0 \tag{A.2}
\end{equation*}
$$

in the region $D_{2} \cap D=\{\mathfrak{R}(q) \geqslant 0\} \cap\{\mathfrak{P}(p+q) \leqslant 0\}$.
Note that $A$ is initially defined on the domain $D_{1}, B$ on $D_{2}, F$ on $D, L_{1}$ on $D_{1} \cap D$ and $L_{2}$ on $D_{2} \cap D$. In addition, the so-called kernel $K(p, q)$ is the same for the two functional equations (A.1) and (A.2).

Then, when $K(p, q)=0$, we have

$$
\begin{cases}u(p, q) A(p)+F(p, q)=0 & \text { in } D_{1} \cap D \\ v(p, q) B(q)-F(p, q)=0 & \text { in } D_{2} \cap D .\end{cases}
$$

We shall use the universal covering of the Riemann surface, which was also studied in detail in the appendix of [5]. All the functions can be lifted on the universal covering of the Riemann
surface $K(p, q)=0$. Since this surface has genus 0 , it can be uniformized by means of rational functions. Here we can take

$$
\left\{\begin{array}{l}
p(s)=\frac{p_{1}+p_{2}}{2}+\frac{p_{2}-p_{1}}{4}\left(s+\frac{1}{s}\right) \\
q(s)=\frac{q_{1}+q_{2}}{2}+\frac{q_{2}-q_{1}}{4}\left(\frac{s}{e^{i \beta}}+\frac{e^{i \beta}}{s}\right)
\end{array}\right.
$$

where $\beta$ is defined in (4.6). We have

$$
\left\{(p, q) \in(\mathbb{C} \cup\{\infty\})^{2}: K(p, q)=0\right\}=\{(p(s), q(s)): s \in \mathbb{C} \cup\{\infty\}\}
$$

Then, by means of the mapping $e^{i \omega}$, we lift the functions onto the universal covering, setting

$$
\widehat{A}(\omega) \stackrel{\text { def }}{=} A\left(p\left(e^{i \omega}\right)\right), \quad \widehat{B}(\omega) \stackrel{\text { def }}{=} B\left(q\left(e^{i \omega}\right)\right) \quad \text { and } \quad \widehat{F}(\omega) \stackrel{\text { def }}{=} F\left(p\left(e^{i \omega}\right), q\left(e^{i \omega}\right)\right) .
$$

Analogously, we define $\widehat{u}(\omega)$ and $\widehat{v}(\omega)$. We then have

$$
\begin{cases}\widehat{u}(\omega) \widehat{A}(\omega)+\widehat{F}(\omega)=0 & \text { in } \widehat{D}_{1} \cap \widehat{D},  \tag{A.3}\\ \widehat{v}(\omega) \widehat{B}(\omega)-\widehat{F}(\omega)=0 & \text { in } \widehat{D}_{2} \cap \widehat{D},\end{cases}
$$

where we consider the lifted domains, see Fig. A.1:

$$
\begin{aligned}
\widehat{D}_{1} & =\left\{\omega \in \mathbb{C}: \mathfrak{R}\left(p\left(e^{i \omega}\right)\right)>0 \text { and } \pi<\mathfrak{R}(\omega)<3 \pi\right\}, \\
\widehat{D}_{2} & =\left\{\omega \in \mathbb{C}: \Re\left(q\left(e^{i \omega}\right)\right)>0 \text { and }-\pi+\beta<\mathfrak{R}(\omega)<\pi+\beta\right\}, \\
\widehat{D} & =\left\{\omega \in \mathbb{C}: \Re\left(p\left(e^{i \omega}\right)+q\left(e^{i \omega}\right)\right)<0 \text { and } 0<\mathfrak{R}(\omega)<2 \pi\right\} .
\end{aligned}
$$

The precise shape of $\widehat{D}_{1}$ and $\widehat{D}_{2}$, and the curves bounding these domains have been studied in [5]. The equations of the curves bounding $\widehat{D}$ can be found in the same way, and, for $\omega=x+i y$, with $0<\Re(\omega)<2 \pi$, we obtain that $\omega \in \widehat{D}$ if and only if

$$
\sqrt{\sigma_{2}}(\cos (\theta)+\cos (x) \cosh (y))+\sqrt{\sigma_{1}}(\cos (\beta-\theta)+\cos (x-\beta) \cosh (y))=0
$$

See the green curves in Fig. A.1.
The functions $\widehat{A_{1}}, \widehat{B}, \widehat{F}$ are initially defined, respectively, in $\widehat{D}_{1}, \widehat{D_{2}}, \widehat{D}$. Then, thanks to (A.3), we can continue meromorphically $\widehat{A}$ and $\widehat{B}$ to the domain $\widehat{D}$, remarking that $\widehat{D}_{1}$ and $\widehat{D}_{2}$ have an empty intersection, the gap between these two sets being filled by $\widehat{D}$. This phenomenon is illustrated in Fig. A.1.

Now, it is possible to sum up the two Eqs. (A.3), which leads to

$$
\widehat{u}(\omega) \widehat{A}(\omega)+\widehat{v}(\omega) \widehat{B}(\omega)=0, \quad \forall \omega \in \widehat{D}
$$

Hence, $\widehat{A}$ and $\widehat{B}$ can be meromorphically continued to the domain $\widehat{D} \cup \widehat{D}_{1} \cup \widehat{D}_{2}$, and finally, by a standard procedure, to the whole of the complex plane.

Turning back to the initial functions, we can continue meromorphically $A(p)$ (resp. $B(q)$ ) to $\mathbb{C} \backslash\left(-\infty, p_{1}\right]$ (resp. $\left.\mathbb{C} \backslash\left(\infty, q_{1}\right]\right)$. We obtain

$$
u(p, q) A(p)+v(p, q) B(q)=0
$$

for all $p \in \mathbb{C} \backslash\left(-\infty, p_{1}\right], q \in \mathbb{C} \backslash\left(-\infty, q_{1}\right]$ with $\{K(p, q)=0\}$. Note that one can reobtain the fundamental "Fourier" functional equation (3.2), just by putting

$$
L(p, q) \stackrel{\text { def }}{=} L_{1}(p, q)+L_{2}(p, q), \quad \forall(p, q) \in D,
$$

which yields

$$
K(p, q) L(p, q)+u(p, q) A(p)+v(p, q) B(q)=0, \quad \forall(p, q) \in D
$$



Fig. A.1. Universal covering of the genus zero Riemann surface $\{(p, q): K(p, q)=0\}$. In red, $\widehat{D}_{1}=\{\omega: \Re(p(\omega))>$ $0\}$ is the initial definition domain of $\widehat{A}$ and in blue, $\widehat{D}_{2}=\{\omega: \Re(q(\omega))>0\}$ is the initial definition domain of $\widehat{B}$. The green domain $\widehat{D}=\{\omega: \mathfrak{R}(p(\omega)+q(\omega))<0\}$ is the initial definition domain of the catalytic function $\widehat{F}$. The domain $\widehat{D}$ fills the gap between $\widehat{D}_{1}$ and $\widehat{D}_{2}$, thus allowing to continue the functions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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