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Abstract

Knowledge Graphs (KG) are gaining in popularity recently, notably since big tech giants announced they are using the technology.
While the term is becoming popular, it is not new, and its ideas are even older. The research community has extensively studied
knowledge Graphs in their various forms. Furthermore, the approach has been applied and proved valuable in many different
applications. However, we found a lack of papers presenting the integration of KGs in a system regardless of the downstream
application. We explore how KGs can fit in an overall information system independently from any specific use case, i.e., what we
will consider knowledge consumption. We propose an architecture to understand better the KG roles within a system and how they
can be integrated and implemented in a business context. We introduce each element of the latter architecture and discuss some
candidate technology to implement them. Our work implements Knowledge Graph-Based Systems considering the constraints of
a small to medium-sized enterprise.
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1. Introduction

Knowledge Graphs (KG) are gaining in popularity recently, and in particular, since big tech giants announced they
are using the technology, e.g., Google Knowledge Graph in 2012. In 2020, Gartner placed KGs at the peak of inflated
expectations in their Hype Cycle for artificial intelligence. However, the term is not new, and its ideas are even older.
Indeed, in 1987, R.R. Bakker titled his PhD thesis “Knowledge Graphs: Representation and Structuring of Scientific
Knowledge” [2]. Among different communities, different names have been used. They have been applied in multiple
use cases and have proven a critical tool in various domains. In particular, in life science and medicine. While the
research community has extensively studied knowledge Graphs in their various forms, we found a lack of papers
presenting the integration of KGs in a system regardless of the downstream application. Most papers either mention
they are using a KG to support their use case, or are focusing on its creation process, e.g., [15]
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This paper studies Knowledge Graph-Based Systems (KGBSs) and their implementation. Despite having great
promises, we recognise that their implementation has always been a challenge, particularly for small to medium-sized
industries with limited resources. We explore how KGs can fit in an overall information system regardless of any
specific use case, i.e., what we will consider knowledge consumption. To better understand the KG roles within a
system and how they can be integrated and implemented in a business context, we propose an architecture for such
a system. In the remaining of this paper, we first review related works, retracing the history of the core ideas behind
KGs. We then present a functional architecture for KGBSs and discuss candidate technologies to implement each
architecture element. We conclude by considering a Knowledge Graph-based approach to Information Retrieval to
illustrate our arguments.

2. Related work

This section reviews related works and introduces the Knowledge Graph ideas’ origins. We first contextualize the
notion of Knowledge Graphs retracing its core ideas and then recognize a gap between academia and industry notions
of KGs.

2.1. Knowledge Graphs genesis

Knowledge Graphs achieve an early vision in computing of creating intelligent systems that integrate knowledge
and data on a large scale [21]. To better understand the core ideas behind this technology, it is essential to consider
its genesis. In [12], Gutierrez and Sequada provide details on the historical context of Knowledge Graphs as we know
them today. They select core ideas and group them into five themes corresponding to periods from the advent of
computing in its modern sense in the 1950s to the present day. They describe each period following two axes, data and
knowledge, and how they relate. Knowledge Graphs as we know them today result from the convergence of multiple
scientific and societal facts. In the following, we summarize the history of Knowledge Graphs using the terms coined
by Gutierrez et al. For further details, we recommend [12].

In the 1950s, the advent of the digital age is marked by the spread of digital computers. There was a need to
understand natural language and other human knowledge representations to automate reasoning. Original ideas of
KGs were introduced in what was known as Semantic Networks [4]. The notion of networks stressed the potential of
graphical representations in general as a tool for abstraction. The data and knowledge foundations era in the 1970s
witnessed a much broader adoption of computing in the industry. Research on knowledge representation focused on
the meaning of data. Semantic Networks were under critique because of their weak logical foundations. Formal logic
was considered a tool to build a formal framework to support Semantic Networks. Sowa proposed a formalization
with conceptual structures in 1984 [23]. Still, in the 1980s, the need for a trade-off between the expressive power
of logical languages and the computational complexity of reasoning tasks arose. It is the coming age of data and
knowledge integration. Expert systems were at the centre of the AI hype, and the research community recognized the
knowledge acquisition bottleneck. The last decade of the 19th century witnessed the emergence of the Web and the
digitization of almost all aspects of society. Tim Berners Lee introduced the Semantic Web project [3] intending to
converge technologies such as knowledge representation, ontologies, logic, databases, and information retrieval on
the Web. Gruber defined Ontologies as a “shared and formal specification of a conceptualization”. In the 2000s, the
computing power and cheaper access to resources eventually resulted in the storage and processing of vast amounts of
data. During the Big Data era, symbolic approaches to knowledge processing aroused less interest, and we witnessed
a spike in the adoption of nonsymbolic statistical methods.

Nowadays, we have access to vast amounts of data and knowledge gathered during decades of industry leveraging
computing power. However, we also lose track of the meaning behind our data as we tightly couple them with appli-
cations. The industry is now looking to restore meaning to its data assets, and we see terms such as “data-centric” and
“semantic layer” emerging. The research community has begun to study how symbolic and nonsymbolic approaches
could merge.
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2.2. Knowledge Graphs

As mentioned previously, Knowledge Graphs are a convergence of old ideas and technological advances. In [21],
the authors define it as representing “a collection of real-world concepts (i.e., nodes) and relationships (i.e., edges)
in the form of a graph used to link and integrate data coming from diverse sources”. They further break down the
term “Knowledge Graph”. They define “knowledge” as representing the meaning embedded in the relations between
and within data and “Graph” as the data structure enabling data integration from heterogeneous sources. Even though
the core ideas stay the same, some differences arise in the implementations and the usage. Based on our experience
with both academic and industry-focused communities, we loosely distinguish between the academic and industry
interpretation of a KG.

Academics, especially the logic and semantic web communities, use “ontology”. However, although the scientific
articles constantly refer to the same papers ([10], [11], [13], [24]), the definitions are vague. Each has its strengths and
weaknesses and leaves space for a wide range of interpretations [14]. One commonality at the implementation level is
using languages with solid logic foundations, such as OWL, which the W3C standardizes. We observe that the logical
foundations of ontologies as defined by academics are not well understood on the industry side. A Knowledge Graph
is occasionally defined as an ontology with the data. This definition considers ontology as a schema and contradicts the
Semantic Web notion of ontology and its Description Logic-based implementation, which distinguishes the Assertions
Box (A-Box), and the Terminology Box (T-Box).

Additionally, we distinguish two notions of semantics as the industry adopted the term. There are at least three
distinct ways to consider these two approaches to representing meaning, i.e., symbolic versus nonsymbolic, knowledge
versus data-driven, and top-down versus bottom-up. The nonsymbolic and data-driven semantic known as embeddings
are numerical vectors attempting to represent meaning extracted from loads of examples. We often encounter the latter
interpretation in the industry. In contrast, symbolic and knowledge-driven semantics develop a logic-based meaning
representation. The latter is the focus of our work, even though we agree that both approaches should work together
in a successful system.

In the following, we intentionally use the term KG to keep our proposition generic and not commit to any specific
implementation. Both academia and industry are now adopting the KG keyword to loosely designate systems that
integrate data with some structure of graphs.

3. An architecture for Knowledge Graph-Based Systems

As shown in the previous sections, the scientific community has studied the various aspect of KG-based systems
since the first computers showed value in the industry. We do not need to stress the theoretical opportunities modelling
knowledge in a machine-interpretable format can bring to an industry. However, the main challenges arise when im-
plementing and using KGBSs. This section discusses a general architecture for a knowledge-based system, regardless
of the downstream application. We describe the individual components in figure 1 and give some examples.

Figure 1 presents an operational architecture for KGBSs. Round boxes refer to activities and their sub-activities.
Squared boxes represent containers with their content clustered for ease of understanding. Arrows illustrate data
flows. While we can easily translate some activities to a program, some also denote a human thought process. In the
following, we discuss each element depicted in figure 1.

3.1. Knowledge acquisition

The literature often refers to knowledge acquisition as one activity, e.g., in [17]. This paper breaks down the latter
process into knowledge elicitation, knowledge extraction, and consumption. We keep in mind that before modelling
any knowledge, we need to scope our project and define the concepts and relations of interest. Knowledge elicitation
aims at extracting concepts required to answer the business questions. In IR use cases, concepts are hidden in a corpus
of documents or user queries. The data profiler computes and displays various statistics driven by the exploration of
the knowledge scientist [7]. The latter analysis highlights a business question or, in our IR use case, a user query
concept, e.g., an identifier.
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Fig. 1. Knowledge Graph-Based System architecture. (SMEs: Subject Matter Experts; HITL: Human In The Loop)
Round boxes refer to activities and their sub-activities. Squared boxes represent containers with their content clustered for ease of understanding.
Arrows illustrate data flows between activities and components.

After selecting a concept, we define a heuristic to extract instances from documents or enterprise resources. An
example of a heuristic is that phone numbers are sequences of ten digits with potentially an optional double zero or
plus sign and a two digits country code before. We extract concept instances after implementing the heuristic, e.g., with
a regular expression. These processes are similar to Extract Transform and Load (ETL) ones. We distinguish between
the latter extraction process and the production one, which applies transformations, so the data fit the KG structure.
Assuming we use an object-oriented programming language for knowledge extraction and decide to represent our
KG with the data representation paradigm of RDF triples, the knowledge extraction phase will construct objects
containing all the extracted pieces of information. The knowledge production subprocess will build RDF triples based
on the objects created in the previous phase.

3.2. Knowledge modelling

It makes sense to read the diagram from left to right. However, the components’ positions do not intend to reflect
any order in the activities. Indeed the method we will discuss in the following illustrates a cyclic iterative process.

The main container is the Knowledge Graph. It has the critical role of holding the single source of truth. The
graph groups multiple kinds of knowledge we break down into four components. The sole goal of the knowledge
acquisition process is to model and relate core concepts, both among them and with the business data. The other
parts of the KG are necessary metadata for lineage and maintenance. They are of utmost importance to ensure the
KG’s organic evolution and trustworthiness. The domain knowledge represents concepts and relations describing
the domain of interest. For instance, in a mechanical engineering application, domain knowledge could be standard
notations, specific dimensions and terms. The most common examples are modelling units, dimensions, time and
domain-specific terms. Some work proposes to break down this domain knowledge into categories such as top-level,
domain, task and application knowledge [11]. Those classifications of knowledge might be pertinent, particularly for
documentation and ease of understanding purposes. However, the separation between the categories quickly becomes
fuzzy. From an implementation point of view, their need is less critical since, as we will discuss in the next section,
we represent knowledge in one single format. What remains essential is to share a common understanding of the
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knowledge stored. Business data groups all the application-specific information. It can be data ranging from employee
details for the HR department to marketing documents targeting potential customers.

Nowadays, metadata is the kind of data we are missing. We store loads of information and produce even more
from them, but we lack metadata to keep track of their meaning and origin. The domain knowledge adds context and
meaning to business data. However, to trust the information we extract from the latter and make informed business
decisions, we need to know precisely where each piece of data comes from and what processes produce it. Keeping
track of such provenance knowledge is known as data lineage. Validation data describe the shape of data, e.g., an
employee must have a social security number and a ten-digit phone number. Such metadata is necessary to ensure
stored knowledge quality over time and ease its maintenance. It is not to be confused with domain knowledge, which
describes data semantics, e.g., a person employed by a company is an employee of the latter, and a social security
number is an identifier that uniquely identifies her or him.

3.3. Knowledge validation and consumption

In the previous paragraph, we introduce data for knowledge validation. They are data encoded using a specific
language. Data validation processes are software designed to understand the latter language and process it on the
knowledge graph to validate the semantic consistency and the shape of the data. It is essential to distinguish between
shape data validation and semantic validation, which concentrates on logical consistency. The latter is more challeng-
ing and requires domain experts to validate the encoded logic. Those processes enable validating data automatically.
Nevertheless, some validations require to include Humans In The Loop (HITL).

In figure 1, we abstract any specific use cases in the knowledge consumption activity. Typically some machine
learning processes infer new knowledge, which we then add to the KG. Alternatively, some part of the graph is loaded
in a particular database for performance reasons when an application needs to consume the knowledge. The critical
point here is that the KG is the single source of truth, and as such, the application database is responsible for staying
in sync and up to date with it. It should not be the other way around, as it is often the case 1 [18].

3.4. Knowledge sources

Methodologies for knowledge acquisition consider an ideal setting with access to Subject Matter Experts (SMEs)
[15]. Experts are rarely available in practice. Indeed, it would be ideal to have unlimited access to a group of domain
experts and translate the knowledge they are sharing into a machine-interpretable model. Unfortunately, very few
companies have the resources to invest enough to allocate SMEs to a knowledge-sharing activity fully. The lack of
access to experts is one of the main challenges for knowledge acquisition. In figure 1, knowledge sources include
SMEs for completeness.

Most knowledge is hidden in companies’ databases, schemas, documents and codebases. Each employee is an ex-
pert in one aspect of the company activity. They encode their knowledge in various forms. For example, the developer
introduces knowledge in the code s·he writes. The problem is not the access to knowledge but rather the multiple
forms it has and the vast amount we need to process.

4. Discussing some candidate technologies

In the previous section, we propose an architecture for a KG-based system. We discuss each element from an
abstract point of view without considering any implementation. Our work wishes to path the way for a better under-
standing of KG-based systems implementation. Hence, in the following, we discuss candidate technologies.

1 http://datacentricmanifesto.org/ (Accessed on May 24, 2022)
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4.1. Different Knowledge Graph paradigms

Knowledge graphs play a role in a wide range of applications. Depending upon the use case, its implementation
varies. Before addressing our metadata modelling use case, we argue that we can roughly distinguish between two
kinds of graph usage in the industry.

When the problem is a typical graph one, e.g., centrality or shortest path, or considered a graph problem for
solving purposes, a graph database is used to store and manipulate the data. This graph database is said to store
the KG. In figure 1, it would correspond to a knowledge consumption activity discussed in section 3.3. Typical use
cases are any analytics performed on networks of any kind. The second use of graphs for modelling is to represent
metadata. This use case corresponds to our notion of knowledge graph since it considers the knowledge gathered and
formalised as metadata for a downstream application, e.g., enhancing a CAD model retrieval system. It responds to a
data management problem and is typical of the academic notion of logic-based semantics.

When implementing a KG, many solutions exist. From the initial business constraints and needs originate the final
implementation details. There are three main kinds of graph representations implemented in the database industry.
The Labelled Property Graph (LPG) model tends to be the most widely spread modelling choice, probably because
of its low barrier to adoption. This graph structure allows any amount of property attached to both the nodes and
the relations, which is the most natural way of representing real-world entities in a graph. It is a typical modelling
choice for analytics problems relying on graph algorithms. The hypergraph model distinguishes itself from the LPG
in that it allows a relationship to connect any number of nodes. It is handy for data involving multiple many-to-
many relationships. Some argue that although, in theory, hypergraphs produce accurate, information-rich models, in
practice, it is pretty easy to miss some detail while modelling [20]. The RDF triples model is the simplest graph model
relying on a representation composed of a set of triples, i.e., two nodes and a link. Its simplicity is its strength as well
as its weakness. Indeed, this model, initially designed as a framework for expressing information about resources on
the web, forces some complex triple structures to represent data easy to model in other graph models. An example
is Wikidata [25], which has an internal structure of LPG but is also available as RDF triples with complex structure.
However, RDF is at the root of the W3C semantic standards, making the data modelling independent of the database
implementation. Note that ongoing community efforts aim at standardising the LPG model2 and merging the latter
with RDF3. It will probably eventually become the RDF-star 4 standard.

We advocate for the latter framework for various reasons, mainly because we are tackling a metadata problem. The
W3C semantic web standards were designed for modelling and exchanging metadata. Many technologies have been
developed on top of RDF and implemented in large scale projects. Hence, we do not wish to reinvent the wheel. This
framework provides all the required languages, and the vast community of users have developed tools to manipulate
them. RDF also comes built-in with a unique identifiers scheme. We can exploit identifiers globally unique, internally
and externally, to explore and integrate external knowledge bases such as the DBpedia databases or Wikidata [25], to
name the most well-known ones.

4.2. Knowledge Graphs implementation

Many commercial solutions exist to store the triples since the graph database market is still in its early days. There
is a constantly changing landscape of newcomers [21], though we are interested in open source solutions.

There exist two main opensource frameworks for triple storage and manipulation, Oracle RDF4J and Apache Jena.
They are complete frameworks with built-in components for storing, querying, reasoning, loading, and exporting
RDF triples. They are also flexible enough to integrate other solutions, such as commercial ones, to replace specific
elements. The latter fact demonstrates the advantage of using a standardised representation such as RDF. Using this
format, we are only committing to the standard and not to any software vendor. For instance, the storage layer could
be any database, ranging from RDBMS to document-oriented ones and passing by native graph storage.

2 https://www.w3.org/community/propertygraphs/ (Accessed on May 24, 2022)
3 https://w3c.github.io/rdf-star/cg-spec/2021-12-17.html (Accessed on May 24, 2022)
4 https://w3c.github.io/rdf-star/cg-spec/2021-12-17.html (Accessed on May 24, 2022)
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4.3. Knowledge acquisition

In section 3.1, we break down the knowledge acquisition process into knowledge elicitation, extraction and produc-
tion. Knowledge elicitation can involve technological tools, though it is primarily human work. Fletcher et al. define
the role of the knowledge scientist in [7]. As detailed in the latter paper, knowledge science is technical, and people
work. Tools can help but not replace the knowledge scientist. In particular, technological tools could help engage the
domain experts in the knowledge acquisition process.

As already mentioned in section 3.4, having sufficient access to domain experts is demanding and unrealistic for
many businesses. However, most knowledge is hidden in various formats and mainly in text. Hence, though out of the
scope of our research, topics related to Natural Language Processing are of interest. In particular, we pay attention to
the emerging area of Technical Language Processing [5] and wish to apply some of the work from this community.
We do not focus on advancing the Natural Language Processing (NLP) research but instead use some results. We
consider a python framework such as Spacy.

4.4. Knowledge modelling

In section 3.2, we break down the KG into four components, but we do not mention any standard languages. We
wish to model domain knowledge in OWL eventually. However, we recognize that OWL’s complexity and logical
foundations make it hard to adopt from an industry point of view. The open-world assumption is often hard to grasp,
and most employees are familiar with the object-oriented programming principles, which leads to lousy modelling
practices and misunderstanding of the inferences.

We notice that most knowledge graph projects leveraging inference are limited to the hierarchical ones, i.e., the
transitivity of hierarchical relations. RDFS or SKOS languages are more accessible and often sufficient to initiate a
knowledge modelling project. Within a company, there often already exists, in various forms, classifications of the
business concepts. The first step is to standardize them before enriching them. When the need for more complex
descriptions arise, we can move from SKOS to OWL. The SKOS standard discusses the link between SKOS concepts
and OWL classes 5. Note that not all concepts modelled in SKOS have to become an OWL class, i.e., not all concept
needs an advanced description in OWL. Both modelling languages can work alongside. RDFS, SKOS and OWL
together enable us to model domain knowledge and business data.

It is often tempting to model an entire document as precisely as possible. We might need such a level of detail in the
future, but most certainly not at the beginning. First, having a URI uniquely identifying a physical business document
is enough to build its related knowledge in an iterative process.

4.5. Knowledge provenance

The W3C (World Wide Web Consortium) Provenance Working Group’s definition of provenance is a record that
describes the people, institutions, entities, and activities involved in producing, influencing or delivering a piece of
data or a thing [16]. The PROV standard includes PROV-O, an OWL2 ontology with all the building blocks to describe
provenance information. Among the concepts, notice the notion of activity, which concerns any processes involved
in data production, such as extracted data from a Relational DataBase Management System (RDBMS) or generating
triples based on data extracted from text.

To be as complete as possible in the expression of data provenance, we consider other languages with mapping to
the RDF data model. RML [6] and its standardized extension for RDBMS, R2RML, let us state explicitly mappings
between data stored in any database and the type of RDF term that needs to be generated. For triples directly generated
from text analysis processes, we are exploring a recent effort to formalize Ontology Design Patterns[8] using RDF,
namely Reasonable Ontology Templates (OTTR)[22]. The latter template language lets us explicitly describe macros
for triple creation.

5 https://www.w3.org/TR/skos-primer/#secskosowl (Accessed on May 24, 2022)
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Fig. 2. KG-based IR system overview.

4.6. Knowledge validation

To maintain a KGBS, we need to reconsider an old idea [1] we see coming back in the data management industry,
namely applying technics we use in software development to data. Some advocate for treating data as a product
[19] and work on adapting continuous integration and development ideas to data. We see terms such as “dataOps” 6

emerging on the data analytics side. On the knowledge representation side, the term “SemOps” 7, the contraction of
semantics and DevOps, is emerging.

OTTR templates contribute to the KG quality by consistently generating triples. To apply a continuous development
and integration approach to data production, we need to validate the structure of data generated by diverse processes.
It is also critical for data consumption as applications might rely on this latter structure to function. The industry has
been working on the latter issue, and a recent W3C effort led to a standard, the SHape Constraint Language (SHACL).
We can also mention the Shape Expression (ShEx) language, which has a goal similar to SHACL, although both
technologies solve the problem from different perspectives and formalisms [9].

It would be idealistic to believe that the knowledge validation processes can all be performed automatically. It is
critical to involve and engage human experts to ensure quality maintenance. The study of solutions to validate RDF
data structure involving humans is out of the scope of this paper. However, some related topics are ontology verbaliza-
tion, natural language generation (NLG) and chatbots. We could imagine generating natural language sentences from
KG content, e.g., combining technics employed in ontology verbalization and NLG and using the result to engage
experts in the validation process through a chatbot conversation.

Section 3.3 mentions the difference between data and semantic validation. We address the former with either
SHACL or ShEx and a suitable processor. We consider the latter by using the OWL2 languages alongside a reasoner
to spot any logical inconsistencies. Note that RDFS is a simple ontology language and does not contain the logical
notion of negation. As such, RDFS reasoning cannot create or reveal inconsistencies. Semantic validation requires the
expressivity of OWL. However, some of this validation can also be performed by employing rules encoded in SWRL
or SPARQL queries.

5. An Information Retrieval use case

To illustrate our argument, we consider a Knowledge Graph-based approach to Information Retrieval. Figure 2
presents an overview of the main components and processes involved in a Knowledge Graph-Based IR system. The
central element is the Knowledge Graph (KG). The knowledge is acquired and modelled to feed the KG. A user

6 https://medium.com/data-ops/dataops-is-not-just-devops-for-data-6e03083157b7 (Accessed on May 24, 2022)
7 https://www.semanticarts.com/the-data-centric-revolution-the-role-of-semops-part-1/ (Accessed on May 24, 2022)
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expresses her or his needs with a query. The IR system process the latter, possibly involving multiple tasks. The
resulting query is used to select and rank documents. Note that the latter is indexed based on the KG concepts.

In figure 1, We abstract the specific application of IR in the knowledge consumption component presented in section
3.3. For instance, we might extract the domain and business knowledge parts of the KG and store them in a specialized
database to index documents based on them. Such a system could be an Elasticsearch engine which integrates the
document indexing, selection, and ranking. This engine also includes solutions for textual query processing. We can
use a Named Entity Recognition (NER) system to extract the concepts expressed in the text if considering the textual
user query. The latter concepts enable us to formalize the query. We can then use a SPARQL engine to query over the
domain knowledge and enrich the user query. To enrich the user query with the most accurate concepts, the KG must
be as complete and clean as possible. The validation data introduced in section 3.3, and the processes and technologies
mentioned in section 4.6 are critical in this endeavour.

Knowledge is not static, so should be the KG. The knowledge acquisition concepts depicted in section 3.1 and
their candidate implementations proposed in section 4.3 are essential to any KG-based system, regardless of the
knowledge consumption use cases. In figure 2, the knowledge sources are the same as discussed in sections 3.4 and
4.3. They could be anything ranging from the outcome of brainstorming sessions with domain experts to a piece of
code encoding a business logic. Each source might require its specific knowledge acquisition processes.

6. Conclusion

This paper proposes an architecture for KG-based systems to better understand the KG role and integration within a
system. We also discussed candidate technologies for each of our architecture components. In particular, we advocate
for RDF, the W3C standard, and the multiple languages and tools built on top of it. We motivate its use and present
potential languages.

Our work focuses on providing an approach to building a KG-based system tractable for small to medium-size
enterprises. We consider existing research, focus on applying methods to an industrial environment, and explore can-
didate solutions considering business constraints. The architecture is a first step. However, we recognise the knowledge
acquisition bottleneck and are investigating solutions. For future work, we read figure 1 presenting the architecture
proposed in this paper from left to right and investigate an iterative approach to Knowledge acquisition and imple-
mentation derived from [21].

This work fits in with trends emerging in the data management industry. Our methods follow the data-centric
principles8 and treat data as a product by applying development and maintenance techniques adapted from the software
industry. Related keywords are “dataOps”9, “SemOps”10, and “knowledge scientist”, as defined in [7]. Finally, during
our research, we acknowledge that data management is a technological problem and a people problem [21]. Hence,
our work can be successful only if we consider people alongside data management.
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