
HAL Id: hal-03830503
https://hal.science/hal-03830503

Preprint submitted on 26 Oct 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

An arbitrary-order discrete rot-rot complex on polygonal
meshes with application to a quad-rot problem

Daniele Antonio Di Pietro

To cite this version:
Daniele Antonio Di Pietro. An arbitrary-order discrete rot-rot complex on polygonal meshes with
application to a quad-rot problem. 2022. �hal-03830503�

https://hal.science/hal-03830503
https://hal.archives-ouvertes.fr


An arbitrary-order discrete rot-rot complex on polygonal meshes
with application to a quad-rot problem

Daniele A. Di Pietro1

1IMAG, Univ Montpellier, CNRS, Montpellier, France, daniele.di-pietro@umontpellier.fr

October 26, 2022

Abstract

In this work, following the discrete de Rham (DDR) approach, we develop a discrete counterpart of
a two-dimensional de Rham complex with enhanced regularity. The proposed construction supports
general polygonalmeshes and arbitrary approximation orders. We establish exactness on a contractible
domain for both the versions of the complex with and without boundary conditions and, for the former,
prove a complete set of Poincaré-type inequalities. The discrete complex is then used to derive a
novel discretisation method for a quad-rot problem which, unlike other schemes in the literature, does
not require the forcing term to be prepared. We carry out complete stability and convergence analyses
for the proposed scheme and provide numerical validation of the results.
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1 Introduction
Denote byΩ ⊂ R2 a bounded connected polygonal set, which we assume contractible and of unit diameter
for the sake of simplicity. Following the discrete de Rham (DDR) approach of [10, 13], we develop a
discrete counterpart of the following exact complex:

R �1(Ω) N(rot rot;Ω) �1(Ω) 0,
grad rot 0

(1)

where �1(Ω) denotes the space of scalar-valued functions that are square-integrable along with their
gradient, while N(rot rot;Ω) ≔

{
v ∈ R2(Ω;R2) : rot v ∈ !2(Ω) and rot rot v ∈ R2(Ω;R2)

}
; see (2)

below for a definition of the scalar and vector two-dimensional rotors. The complex (1) is relevant in the
design of numerical schemes for quad-rot problems which arise in applications related to electromag-
netism; see, e.g., [17, 19, 23]. A particularly delicate issue in the context of finite element approximations
is the design of N(rot rot;Ω)-conforming spaces. Two families of rot-rot-conforming finite elements
that are among the first of this kind have been recently developed in [20, 21]. In [16], these families,
along with new ones, have been unified, fitted into complexes, and extended to the lowest-order case.

The above-cited constructions are based on conforming meshes composed of triangles or rectangles.
The possibility to support more general element shapes can be, however, a crucial advantage in the
presence of singularities or complicated domain geometries, as it can be exploited to perform non-
conforming mesh refinement or coarsening [1, 3, 4]. General polygonal elements are supported by the
virtual elements of [22], which hinge on standard differential operators and spaces of functions that are
only partially computable. In the present work, we follow instead a fully discrete approach that consists
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in replacing both the spaces and differential operators by discrete, entirely computable counterparts (see
[5] for an in-depth study of the relations between the virtual and fully discrete approaches). The discrete
complex proposed here is built starting from the two-dimensional DDR complex of [10] and has degrees
of freedom (DOFs) that coincide with those of the most efficient complex in [22] for the lowest-order
version (corresponding, in the present context, to : = 0), but differ at higher-orders. Efficiency of the
present complex can be enhanced using the serendipity techniques of [11], resulting in most situations
in a slighly lower DOF count with respect to [22] as far as the discrete �1(Ω) space at the head of the
complex and the N(rot rot;Ω) space are concerned. The discrete �1(Ω) space at the tail of the present
complex, on the other hand, is smaller for : ≤ 2 or when elements with a sufficient number of sides
are considered. Another important difference is that the present construction is based on Koszul rather
than orthogonal complements. As noted in [10], Koszul complements are usually easier to construct in
practice and are hierarchical, a property which simplifies several arguments in the analysis.

We present a full set of Poincaré inequalities for the version of the complex with boundary conditions.
Such inequalities lie at the core of the stability analysis of a novel numerical scheme for quad-rot problems
based on our fully discrete complex. We perform a complete study of this scheme, proving convergence
in ℎ:+1 (with ℎ denoting, as usual, the meshsize) for the graph norm of the error when the complex
of polynomial degree : ≥ 0 is used as a starting point. Convergence is numerically demonstrated to
be in ℎ:+2 when only the !2-like norms of the errors are considered. Crucially, unlike other results in
the literature [19, 22], our scheme, and the corresponding analysis, do not require the forcing term to
be prepared (i.e., either divergence-free or expressed in terms of a potential). Working under the more
realistic assumption that a potential for the forcing term is not available has deep implications in the
analysis and requires, in particular, to prove an adjoint consistency result for rot-rot, which appears to be
the first of this kind for polygonal methods. Finally, it is also worth noting that, while we assume mesh
elements to be contractible in order to ensure the exactness of the local complex, our analysis hinges
on the results of [12, Chapter 1] and therefore covers also non-star-shaped elements; see, in particular,
Section 1.4 therein. The theoretical results described above are corroborated by numerical evidence.

The rest of this work is organised as follows. In Section 2 we briefly outline the setting and recall
the main notations. Section 3 contains the definition of the discrete complex and of its variants with
boundary conditions and with serendipity-based DOFs reduction. A detailed proof of the exactness for
the complexes with and without boundary conditions is also provided. In Section 4 we prove a complete
set of Poincaré inequalities for the complex with boundary conditions, which is used as a starting point
in Section 5 to design a stable and optimally convergent numerical scheme for a quad-rot problem.

2 Setting
2.1 Two-dimensional vector calculus operators
Consider the real plane R2 endowed with the Cartesian coordinate system (G1, G2), and denote by m8
the weak partial derivative with respect to the 8th coordinate. We need the following two-dimensional

differential operators acting on smooth enough scalar-valued fields @ or vector-valued fields v =
(
E1
E2

)
:

grad @ ≔

(
m1@

m2@

)
, rot @ ≔

(
m2@

−m1@

)
, rot v ≔ m1E2 − m2E1, div v ≔ m1E1 + m2E2. (2)

2.2 Mesh and notation for inequalities up to a constant
We denote by Mℎ = Tℎ ∪ Eℎ ∪ Vℎ a polygonal mesh of Ω in the usual sense of [12], with Tℎ, Eℎ,
and Vℎ collecting, respectively, the elements, edges, and vertices and ℎ denoting the meshsize. For all
. ∈ Mℎ, we let ℎ. denote its diameter so that, in particular, ℎ = max) ∈Tℎ ℎ) . Mℎ is assumed to belong
to a refined mesh sequence with regularity parameter bounded away from zero. We additionally assume
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that each element ) ∈ Tℎ is contractible, and denote by x) a point inside ) such that there exists a disk
contained in ) centered in x) and of diameter comparable to ℎ) uniformly in ℎ. The sets of edges and
vertices of ) are denoted by E) and V) , respectively. By mesh regularity, the number of edges (and
vertices) of mesh elements are bounded uniformly in ℎ. For each edge � ∈ Eℎ, we denote by V� the
set of vertices corresponding to its endpoints and fix an orientation by prescribing a unit tangent vector
t� . The corresponding unit normal vector n� is selected so that ( t� , n� ) forms a right-handed system
of coordinates, and, for each ) ∈ Tℎ such that � ∈ E) , we denote by l) � ∈ {−1, +1} the orientation of
� relative to ) , defined so that l) �n� points out of ) .

From this point on, 0 . 1 means 0 ≤ �1 with� only depending onΩ, the mesh regularity parameter,
and the polynomial degree : of the discrete complex (see Section 3). We also write 0 ' 1 as a shorthand
for “0 . 1 and 1 . 0”.

2.3 Polynomial spaces
Given . ∈ Tℎ ∪ Eℎ and an integer < ≥ 0, we denote by P<(. ) the space spanned by the restriction to .
of two-variate polynomials of total degree ≤ <, with the additional convention that P−1(. ) ≔ {0}. The
symbol P<(. ;R2) denotes the set of vector-valued functions over . whose components are in P<(. ).
Finally we denote by P<(Eℎ) the space of broken polynomials of total degree ≤ < on Eℎ and, for all
) ∈ Tℎ, by P<(E) ) its restriction to E) . Vector versions of this space are denoted in boldface and the
codomain is specified. We will need the following direct decompositions of P<() ;R2) (see, e.g., [2,
Corollary 7.4]):

P
<() ;R2) = R

<()) ⊕ R
c,<()) = G

<()) ⊕ G
c,<()), , (3)

where
R
<()) ≔ rotP<+1()), R

c,<()) ≔ (x − x) )P<−1()),
G
<()) ≔ gradP<+1()), G

c,<())≔ (x − x) )>P<−1()),

where, for all v =
(
E1
E2

)
∈ R2, v> ≔

(
E2
−E1

)
∈ R2 is the vector obtained rotating v by an angle of − c2

radians. Given a polynomial (sub)space X<(. ) on . ∈ Tℎ ∪ Eℎ, the corresponding !2-orthogonal
projector is denoted by c<X,. . Boldface fonts will be used when the elements ofX<(. ) are vector-valued,
and we additionally denote by 0c,<

X,)
, X ∈ {R,G}, the !2-orthogonal projector on X

c,<()). The set of
broken polynomials of total degree ≤ < on the mesh is denoted by P<(Tℎ), and its vector version by
P
<(Tℎ;R2). The !2-orthogonal projector on P<(Tℎ) is denoted by c:P,ℎ.

3 Discrete complex
Given a polygonal meshMℎ of Ω and a polynomial degree : ≥ 0, the discrete version of (1) reads

R + :
ℎ

�:
ℎ

, :
ℎ

0,
� :
+ ,ℎ M:

ℎ
':
ℎ 0

(4)

where+ :
ℎ
denotes the standard two-dimensional counterpart of the�1(Ω) space in the DDR construction,

�:
ℎ
is a novel N(rot rot;Ω)-like space that constitutes the main novelty of this paper, , :

ℎ
is similar to

+ :
ℎ
but with element polynomial components one degree higher, and the operators �:

+ ,ℎ
, M:

ℎ
, and ':

ℎ
are

respectively defined by (7a), (13), and (14) below.
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3.1 Discrete spaces
The discrete spaces in (4) are defined as follows (see Remark 3 below for further insight into the choice
of the degree for element unknowns in, :

ℎ
):

+ :
ℎ
≔ -

:−1,:
grad,ℎ

,

�:ℎ ≔
{
v
ℎ
=

(
(vR,) , vcR,) )) ∈Tℎ , (E� , �v,� )� ∈Eℎ , (�v,a)a∈Vℎ

)
:

vR,) ∈ R:−1()) and vc
R,)
∈ Rc,: ()) for all ) ∈ Tℎ,

E� ∈ P: (�) and �v,� ∈ P:−1(�) for all � ∈ Eℎ,

�v,a ∈ R for all a ∈ Vℎ
}
,

, :
ℎ
≔ -

:,:

grad,ℎ
,

(5)

where, for < ≥ −1,
-
<,:

grad,ℎ
≔

{
@
ℎ
=

(
(@) )) ∈Tℎ , (@� )� ∈Eℎ , (@a)a∈Vℎ

)
:

@) ∈ P<()) for all ) ∈ Tℎ,
@� ∈ P:−1(�) for all � ∈ Eℎ,

@a ∈ R for all a ∈ Vℎ
}
.

We denote the restrictions of the above spaces and of the operators mapping on them to . ∈ Tℎ ∪ Eℎ by
replacing the subscript “ℎ” with “.”. Such restrictions are obtained collecting the components on . and
its boundary.
Remark 1 (Comparison between �:

ℎ
and ^:rot,ℎ). Recall the definition of the standard two-dimensional

DDR counterpart of the space N(rot;Ω) ≔
{
v ∈ R2(Ω;R2) : rot v ∈ !2(Ω)

}
:

^:rot,ℎ ≔
{
v
ℎ
=

(
(vR,) , vcR,) )) ∈Tℎ , (E� )� ∈Eℎ

)
:

vR,) ∈ R:−1()) and vc
R,)
∈ Rc,: ()) for all ) ∈ Tℎ,

E� ∈ P: (�) for all � ∈ Eℎ
}
.

This space injects into �:
ℎ
through the mapping

I:rot,ℎ : ^
:
rot,ℎ 3 vℎ ↦→

(
(vR,) , vcR,) )) ∈Tℎ , (E� , 0)� ∈Eℎ , (0)a∈Vℎ

)
∈ �:ℎ .

For future use, we also define the restriction

S:rot,ℎ : �
:
ℎ 3 vℎ ↦→

(
(vR,) , vcR,) )) ∈Tℎ , (E� )� ∈Eℎ

)
∈ ^:rot,ℎ . (6)

The meaning of the polynomial components in the spaces (5) is provided by the interpolators.
Specifically, letting, for X > 0,

+ = , ≔ �1+X (Ω) and � ≔
{
v ∈ N1/2+X (Ω) : rot v ∈ �1+X (Ω)

}
,

we define �:
+ ,ℎ

: + → + :
ℎ
and O:�,ℎ : �→ �:

ℎ
such that, for all (@, v, A) ∈ + × � ×+ ,

�:+ ,ℎ@ ≔
(
(c:−1P,) @)) ∈Tℎ , (c

:−1
P,�@)� ∈Eℎ , (@(xa))a∈Vℎ

)
, (7a)

O:�,ℎv ≔
(
(0:−1

R,)
v, 0c,:

R,)
v)) ∈Tℎ , (c:P,� (v · t� ), c

:−1
P,� (rot v))� ∈Eℎ , (rot v(xa))a∈Vℎ

)
, (7b)

�:, ,ℎA ≔
(
(c:P,) A)) ∈Tℎ , (c

:−1
P,�A)� ∈Eℎ , (A (xa))a∈Vℎ

)
, (7c)

where it is understood that local projectors are applied to restrictions or traces of their argument as needed.
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3.2 Discrete differential operators and potentials
3.2.1 Local gradients and scalar potentials
For all � ∈ Eℎ, we let %:+1

+ ,�
: + :

�
→ P:+1(�) be such that, for all @

�
, %:+1

+ ,�
@
�

is the unique
polynomial that satisfies %:+1

+ ,�
@
�
(xa) = @a for all a ∈ V� and c:−1P,� (%

:+1
+ ,�

@
�
) = @� . The edge gradient

�:
�
: + :

�
→ P: (�) is then simply defined setting �:

�
@
�
≔ (%:+1

+ ,�
@
�
) ′.

Let next ) ∈ Tℎ and @
)
∈ + :

)
. The element gradient M:

) : + :
)
→ P

: () ;R2) and potential
%:+1
+ ,)

: + :
)
→ P:+1()) are obtained mimicking integration by parts formulas. Specifically, given

@
)
∈ + :

)
, M:

) @)
and %:+1

+ ,)
@
)
are uniquely defined by the following conditions:∫

)

M:
) @)
· v = −

∫
)

@) div v +
∑
� ∈E)

l) �

∫
�

%:+1+ ,�@�
(v · n� ) ∀v ∈ P: () ;R2), (8)

and ∫
)

%:+1+ ,) @)
div v = −

∫
�

M:
) @)
· v +

∑
� ∈E)

l) �

∫
�

%:+1+ ,�@�
(v · n� ) ∀v ∈ Rc,:+2()).

3.2.2 Local scalar rotor and vector potential

Let again ) ∈ Tℎ and take v) ∈ �
:
)
. We define the element scalar rotor ':

)
: �:

)
→ P: ()) such that∫

)

':) v) @ =

∫
)

vR,) · rot @ −
∑
� ∈E)

l) �

∫
�

E� @ ∀@ ∈ P: ()). (9)

As for the the element gradient, this definition mimics an integration by parts formula. We have the
following commutation property, which can be proved reasoning as in [13, Proposition 4.3]:

':) O
:
�,) v = c

:
P,) (rot v) ∀v ∈ N1() ;R2). (10)

At the global level, we let ':
ℎ
: ^:rot,ℎ → P: (Tℎ) be such that, for all vℎ ∈ ^:rot,ℎ,

(':ℎvℎ) |) ≔ ':) v) ∀) ∈ Tℎ . (11)

The vector potential V:�,) : �:) → P
: () ;R2) is obtained, for a given v

)
∈ �:) , taking V:�,) v) as the

unique element of P: () ;R2) such that, for all (@, w) ∈ P:+1,0()) × Rc,: ()) (with P:+1,0()) spanned
by the functions of P:+1()) with zero mean value over )),∫

)

V:�,) v) · (rot @ + w) =
∫
)

':) v) @ +
∑
� ∈E)

l) �

∫
�

E� @ +
∫
)

vc
R,)
· w. (12)

3.2.3 Global gradient and rotor

The global gradient M:
ℎ
: + :

ℎ
→ �:

ℎ
and scalar rotor ':

ℎ
: �:

ℎ
→ , :

ℎ
, acting between spaces of the

discrete complex (4), are defined setting, for all (@
ℎ
, v
ℎ
) ∈ + :

ℎ
× �:

ℎ
,

M:
ℎ
@
ℎ
≔

(
(0:−1

R,)
M:
) @)

, 0c,:
R,)

M:
) @)
)) ∈Tℎ , (�:�@� , 0)� ∈Eℎ , (0)a∈Vℎ

)
, (13)

':ℎvℎ ≔
(
(':) v) )) ∈Tℎ , (�v,� )� ∈Eℎ , (�v,a)a∈Vℎ

)
. (14)

5



3.3 Exactness
The goal of this section is to prove the following result:

Theorem 2 (Exactness). The sequence (4) with spaces defined by (5) and operators given by (7a), (13),
and (14) is an exact complex.

Proof. 1. Proof of KerM:
ℎ
= ImR. This is an immediate consequence of the exactness of the global

two-dimensional DDR complex (which follows from its local counterpart in [10, Remark 10] proceeding
along the lines of the proof of [10, Theorem 3] since Ω is contractible).
2. Proof of ImM:

ℎ
= Ker ':

ℎ
. We start by proving that ImM:

ℎ
⊂ Ker ':

ℎ
. To this purpose, it suffices to

notice that, for all @
ℎ
∈ + :

ℎ
, ':

)
M:
)
@
)
= 0 for all ) ∈ Tℎ by [10, Proposition 2], since ':

)
only depends

on the polynomial components shared by �:
) and ^:rot,) ; see Remark 1. The fact that the edge and

vertex components of ':
ℎ
M:
ℎ
@
ℎ
are zero is an immediate consequence of the definition (13) of the global

gradient.
Let us now prove the converse inclusion Ker ':

ℎ
⊂ ImM:

ℎ
. Let v

ℎ
∈ �:

ℎ
be such that ':

ℎ
v
ℎ
= 0, i.e.,

':) v) = 0 for all ) ∈ Tℎ, �v,� = 0 for all � ∈ Eℎ, and �v,a = 0 for all a ∈ Vℎ. (15)

Recalling again Remark 1, this means that there exists w
ℎ
∈ ^:rot,ℎ with vanishing standard discrete DDR

scalar rotor such that v
ℎ
= I:rot,ℎwℎ. The exactness of the standard two-dimensional discrete de Rham

complex then yields the existence of @
ℎ
∈ + :

ℎ
such thatw

ℎ
=

(
(0:−1

R,)
M:
) @)

, 0c,:
R,)

M:
) @)
)) ∈Tℎ , (�:�@� )� ∈Eℎ

)
.

Recalling that v
ℎ
= I:rot,ℎwℎ and using the definition (13) of M:

ℎ
proves that v

ℎ
= M:

ℎ
@
ℎ
, which yields

the desired inclusion.
3. Proof of the surjectivity of ':

ℎ
. By the exactness of the two-dimensional discrete de Rham complex,

the global scalar rotor ':
ℎ
defined by (11) is surjective in P: (Tℎ). To conclude the proof, it suffices to

notice that the edge and vertex components of ':
ℎ
span, respectively, P:−1(Eℎ) and Rcard(Vℎ) . �

Remark 3 (Degree of the element components in, :
ℎ
). Taking element components of degree : in, :

:
is

crucial to have the first relation in (15), which is in turn needed to leverage the exactness of the standard
two-dimensional de Rham complex.

3.4 Cochain map property of the interpolators
Lemma 4 (Cochain map property of the interpolators). Denoting by+ , �, and, subspaces of the spaces
appearing in the continuous complex (1) in which the interpolators (7) are well defined, the last two rows
of the following picture form a commuting diagram:

R �1(Ω) N(rot rot;Ω) �1(Ω) 0

R + � , 0

R + :
ℎ

�:
ℎ

, :
ℎ

0.

grad rot 0

� :
+ ,ℎ

grad

O :�,ℎ

rot

� :
, ,ℎ

0

� :
+ ,ℎ M:

ℎ
':
ℎ 0

(16)

Proof. The commutation property M:
ℎ
�:
+ ,ℎ

@ = O:�,ℎ (grad @) for all @ ∈ + is a consequence of Point 1. in
the proof of [10, Lemma 4] along with the fact that the components of M:

ℎ
�:
+ ,ℎ

@ and O:�,ℎ (grad @) that
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are not in ^:rot,ℎ are zero (the former by definition (13) of the discrete gradient, the latter by definition
(7b) of O:�,ℎ along with the fact that rot grad = 0).

To prove the commutation property ':
ℎ
O:�,ℎv = �

:
, ,ℎ
(rot v) for all v ∈ �, we write

':ℎ O
:
�,ℎv

(14), (7b)
=

(
(':) O:�,ℎv)) ∈Tℎ , (c

:−1
P,� (rot v))� ∈Eℎ , (rot v(xa))a∈Vℎ

)
(10)
=

(
(c:P,) (rot v))) ∈Tℎ , (c

:−1
P,� (rot v))� ∈Eℎ , (rot v(xa))a∈Vℎ

) (7c)
= �:, ,ℎ (rot v). �

3.5 Discrete complex with boundary conditions
In the application of Section 5 below, we will use a variant of the complex (4) with boundary conditions.
To this purpose, denoting by Eb

ℎ
andVb

ℎ
the sets of boundary edges and vertices, we let

+ :
ℎ,0 ≔

{
@
ℎ
∈ + :

ℎ
: @� = 0 for all � ∈ Ebℎ and @a = 0 for all a ∈ Vb

ℎ

}
,

�:ℎ,0 ≔
{
v
ℎ
∈ �:ℎ : E� = �v,� = 0 for all � ∈ Ebℎ and �v,a = 0 for all a ∈ Vb

ℎ

}
, (17)

, :
ℎ,0 ≔

{
Aℎ ∈ +

:
ℎ
: A� = 0 for all � ∈ Ebℎ and Aa = 0 for all a ∈ Vb

ℎ

}
.

Theorem 5 (Exactness of the complex with boundary conditions). The following sequence defines an
exact complex:

0 + :
ℎ,0 �:

ℎ,0 , :
ℎ,0 0.

� :
+ ,ℎ M:

ℎ
':
ℎ 0

(18)

Proof. 1. Complex property. Let’s start to prove that (18) is a complex. Clearly, �:
+ ,ℎ

0 = 0 ∈ + :
ℎ,0. Next,

for all @
ℎ
∈ + :

ℎ,0, it holds by definition that�
:
�
@
�
= 0 for all � ∈ Eb

ℎ
which, combined with the definition

(13) of the global discrete gradient, proves that M:
ℎ
@
ℎ
∈ �:

ℎ,0. Finally, for all vℎ ∈ �
:
ℎ,0, by definition (17)

of this space, the components on boundary edges and vertices of ':
ℎ
v
ℎ
defined by (14) vanish, proving

that ':
ℎ
v
ℎ
∈ , :

ℎ,0.

2. Exactness. We next prove that the complex (18) is exact. Let @
ℎ
∈ + :

ℎ,0 be such that M:
ℎ
@
ℎ
= 0. By

exactness of the complex (4) without boundary conditions, there is � ∈ R such that @
ℎ
= �:

+ ,ℎ
�, and the

only possibility compatible with the fact that the boundary components of @
ℎ
vanish is � = 0.

Let now v
ℎ
∈ �:

ℎ,0 be such that ':
ℎ
v
ℎ
= 0. By exactness of the discrete complex without boundary

conditions, there is @
ℎ
∈ + :

ℎ
(defined up to an element of �:

+ ,ℎ
R) such that v

ℎ
= M:

ℎ
@
ℎ
. Since v

ℎ
∈ �:

ℎ,0,
the boundary condition implies �:

�
@
�
= 0 for all � ∈ Eb

ℎ
so that, by single-valuedness of vertex

unknowns, there is � ∈ R such that @a = � for all a ∈ Vb
ℎ
and @� = c:−1P,�� for all � ∈ Eb

ℎ
. Upon the

substitution @
ℎ
− �:

+ ,ℎ
�, we have thus found @

ℎ
∈ + :

ℎ,0 such that vℎ = M:
ℎ
@
ℎ
.

To conclude, it only remains to prove that ':
ℎ
: �:

ℎ,0 → , :
ℎ,0 is surjective. Let Aℎ ∈ , :

ℎ,0. By
surjectivity of ':

ℎ
: �:

ℎ
→ , :

ℎ
, there exists v

ℎ
∈ �:

ℎ
(defined up to an element of M:

ℎ
+ :
ℎ
) such that

Aℎ = '
:
ℎ
v
ℎ
. By definition (14) of the global scalar rotor, it holds �v,� = 0 for all � ∈ Eb

ℎ
and �v,a = 0

for all a ∈ Vb
ℎ
. It only remains to make sure that we can take E� = 0 for all � ∈ Eb

ℎ
. To this purpose, we

start by noticing that the zero rotor condition implies

0 =
∑
) ∈Tℎ

∫
)

':) vℎ
(9)
= −

∑
) ∈Tℎ

∑
� ∈E)

l) �

∫
�

E� = −
∑
� ∈Eb

ℎ

l)��

∫
�

E� ,

where the conclusion follows observing that, by definition, l)1� + l)2� = 0 for all � ∈ Eℎ \ Ebℎ shared
by the mesh elements )1 and )2 (for all � ∈ Eb

ℎ
, )� ∈ Tℎ denotes the unique mesh element such that
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� ∈ E)� ). This condition implies the existence of @mΩ ∈ P:+1(Ebℎ) ∩ �
0(mΩ) (with P:+1(Eb

ℎ
) spanned

by broken polynomials of total degree ≤ : + 1 on Eb
ℎ
) such that l)��E� = (@mΩ) ′|� for all � ∈ Eb

ℎ
.

Substituting v
ℎ
← v

ℎ
− M:

ℎ
@
ℎ
with @

ℎ
lifting of @mΩ such that @a = @mΩ(xa) for all a ∈ Vb

ℎ
and

@� = c
:−1
P,� (@mΩ) |� for all � ∈ Eb

ℎ
, we have thus found v

ℎ
∈ �:

ℎ,0 such that Aℎ = '
:
ℎ
v
ℎ
and concluded the

proof. �

3.6 Serendipity complex and comparison
A leaner version of the discrete complex can be obtained using serendipity techniques as in [11]. Specif-
ically, for all ) ∈ Tℎ, denote by [) ≥ 2 the number of not pairwise aligned edges selected to satisfy
Assumption 11 therein, and set

ℓ) ≔ max(: + 1 − [) ,−1) ≤ : − 1.

Then, the spaces + :
ℎ
and �:

ℎ
can be replaced with the following serendipity versions:

+̂
:

:
≔ -

ℓ) ,:

grad,ℎ
, �̂

:

ℎ ≔

{
v
ℎ
=

(
(vR,) , vcR,) )) ∈Tℎ , (E� , �v,� )� ∈Eℎ , (�v,a)a∈Vℎ

)
:

vR,) ∈ R:−1()) and vc
R,)
∈ Rc,ℓ) +1()) for all ) ∈ Tℎ,

E� ∈ P: (�) and �v,� ∈ P:−1(�) for all � ∈ Eℎ,

�v,a ∈ R for all a ∈ Vℎ
}
.

Introducing extension and reduction operators similar to those described in [11, Section 5.3], and using
them to define interpolators and discrete gradient and rotor operators mapping on the serendipity spaces,
one obtains again an exact complex. For : ≥ 1, and provided ℓ) > 2 for at least some ) ∈ Tℎ,
such complex has fewer unknowns than the one in (4) owing to the reduction in the degree of element
polynomial components. The DOF count for both the full and serendipity DDR complexes is provided in
Table 1, where we also include a comparison with the most efficient construction in [22] (corresponding
to the choice A = : − 1 therein). Notice that a different convention is used here, so the polynomial degree
with respect to the above reference is shifted by −2.
4 Poincaré inequalities on the discrete complex with boundary conditions
The stability of the scheme for the quad-rot problem considered in Section 5 below hinges on Poincaré
inequalities on the discrete gradient and rot-rot operators proved in this section.

4.1 Norms

We equip the spaces + :
ℎ
, ^:rot,ℎ, �

:
ℎ
, and, :

ℎ
with the standard !2-like DDR component norms such that,

for all (@
ℎ
, w

ℎ
, v
ℎ
, Aℎ) ∈ + :ℎ × ^:rot,ℎ × �

:
ℎ
×, :

ℎ
,

|||@
ℎ
|||2+ ,ℎ ≔

∑
) ∈Tℎ

|||@
)
|||2+ ,) , |||w

ℎ
|||2rot,ℎ ≔

∑
) ∈Tℎ

|||w
)
|||2rot,) ,

|||v
ℎ
|||2�,ℎ ≔

∑
) ∈Tℎ

|||v
)
|||2�,) , |||Aℎ |||

2
+ ,ℎ ≔

∑
) ∈Tℎ

|||A) |||
2
+ ,) ,

where, for all ) ∈ Tℎ,

|||@
)
|||2+ ,) ≔ ‖@) ‖2!2 () ) + ℎ)

∑
� ∈E)

‖@� ‖2!2 (�) + ℎ
2
)

∑
a∈V)

|@a |2,

|||w
)
|||2rot,) ≔ ‖wR,) ‖2R2 () ;R2) + ‖w

c
R,)
‖2
R2 () ;R2) + ℎ)

∑
� ∈E)

‖F� ‖2!2 (�) , (19)
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|||v
)
|||2�,) ≔ |||S

:
rot,) v) |||

2
rot,) + ℎ3)

∑
� ∈E)

‖�v,� ‖2!2 (�) + ℎ
4
)

∑
a∈V)

|�v,a |2, (20)

|||A) |||
2
, ,) ≔ ‖A) ‖2!2 () ) + ℎ)

∑
� ∈E)

‖A� ‖2!2 (�) + ℎ
2
)

∑
a∈V)

|Aa |2, (21)

with S:rot,) : �:) 3 v
)
→

(
vR,) , v

c
R,)

, (E� )� ∈E)
)
∈ ^:rot,) local counterpart of the restriction (6).

Above, the factors involving powers of ℎ) ensure that all the terms have the same scaling.
On �:

ℎ
, we will also need the operator norm induced by the following discrete !2-product: For all

(w
ℎ
, v
ℎ
) ∈ �:

ℎ
× �:

ℎ
,

(w
ℎ
, v
ℎ
)�,ℎ ≔

∑
) ∈Tℎ
(w
)
, v
)
)�,) , (22)

where, for all ) ∈ Tℎ,

(w
)
, v
)
)�,) ≔

∫
)

V:�,) w) · V
:
�,) v) + ℎ)

∑
� ∈E)

∫
�

(V:�,) w) · t� − F� ) (V
:
�,) v) · t� − E� )

+ ℎ3)
∑
� ∈E)

∫
�

c:−1P,� ('
:
) w) − �w,� ) c:−1P,� ('

:
) v) − �v,� )

+ ℎ4)
∑
a∈V)

(':) w) (xa) − �w,a) (':) v) (xa) − �v,a).

(23)

The induced local and global norms are, for all • ∈ Tℎ ∪ {ℎ} and all v• ∈ �
:
• ,

‖v•‖�,• ≔ (v•, v•)
1/2
�,•. (24)

Lemma 6 (Equivalence of norms in �:) and �:
ℎ
). It holds, for • ∈ Tℎ ∪ {ℎ},

|||v• |||�,• ' ‖v•‖�,• ∀v• ∈ �
:
• . (25)

Proof. It suffices to prove the result for a generic • = ) ∈ Tℎ, as the result for • = ℎ follows squaring the
latter, summing over) ∈ Tℎ, and taking the square root of the resulting equivalence. The two-dimensional
counterpart of the norm equivalence in [10, Lemma 5] gives, for all v

)
∈ �:) ,

|||S:rot,) v) |||
2
rot,) ' ‖V:�,) v) ‖

2
R2 () ;R2) + ℎ)

∑
� ∈E)

‖V:�,) v) · t� − E� ‖
2
!2 (�) ≕ ‖S

:
rot,ℎv) ‖

2
rot,) . (26)

Moreover, for all ) ∈ Tℎ, taking @ = ':) v) in the definition (9) of the element scalar rotor, using triangle,
inverse, and trace inequalities in the right-hand side, and simplifying, we obtain

‖':) v) ‖!2 () ) . ℎ
−1
) |||S:rot,ℎv) |||rot,)

(26)
. ℎ−1) ‖S:rot,ℎv) ‖rot,) ∀v

)
∈ �:) . (27)

(i) Proof of |||v
)
|||�,) . ‖v) ‖�,) . For all � ∈ E) , inserting ±':) v) into the norm, and using a triangle

inequality followed by the continuity of c:−1P,� and a discrete trace inequality, we obtain

‖�v,� ‖!2 (�) ≤ ‖c:−1P,�'
:
) v) − �v,� ‖!2 (�) + ℎ

−1/2
)
‖':) v) ‖!2 () )

(27)
. ‖c:−1P,�'

:
) v) − �v,� ‖!2 (�) + ℎ

−3/2
)
‖S:rot,ℎv) ‖rot,) .

(28)

Proceeding similarly, for all a ∈ V) we get

|�v,a | . |':) v) (xa) − �v,a | + ℎ−2) ‖S:rot,ℎv) ‖rot,) . (29)
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Plugging (28) and (29) into the definition (20) of |||v
)
|||�,) , using the fact that the number of edges and

vertices of ) is bounded uniformly in ℎ by mesh regularity, and recalling (26), the conclusion follows.

(ii) Proof of ‖v
)
‖�,) . |||v) |||�,) . For all � ∈ E) , using a triangle inequality followed by the continuity

of c:−1P,) , a discrete trace inequality, and (27), we obtain

‖c:−1P,) '
:
) v) − �v,� ‖!2 (�) . ‖�v,� ‖!2 (�) + ℎ

−3/2
)
|||S:rot,ℎv) |||rot,) . (30)

In a similar way, for all a ∈ V) we get

|':) v) (xa) − �v,a | . |�v,a | + ℎ−2) |||S:rot,ℎv) |||rot,) . (31)

Plugging (30) and (31) into the definition of ‖v
)
‖�,) , using the fact that the number of edges and vertices

of ) is bounded uniformly in ℎ by mesh regularity, and recalling (26), the conclusion follows. �

4.2 Poincaré inequality in + :
ℎ,0

Lemma 7 (Poincaré inequality in + :
ℎ,0). For all @ℎ ∈ +

:
ℎ,0, it holds

|||@
ℎ
|||+ ,ℎ . |||M:

ℎ
@
ℎ
|||�,ℎ . (32)

Proof. Let @̂
ℎ
≔

(
(%:+1
+ ,)

@
)
)) ∈Tℎ , (%:+1+ ,�

@
�
)� ∈Eℎ

)
and notice that its boundary components are zero

since @
ℎ
∈ + :

ℎ,0. By the discrete Poincaré inequality for HHO methods [12, Lemma 2.15], it holds

∑
) ∈Tℎ

‖%:+1+ ,) @)
‖2
!2 () ) .

∑
) ∈Tℎ

(
‖ grad %:+1+ ,) @)

‖2
R2 () ;R2) + ℎ

−1
)

∑
� ∈E)

‖%:+1+ ,) @)
− %:+1+ ,�@�

‖2
!2 (�)

)
. |||S:rot,ℎM

:
ℎ
@
ℎ
|||2rot,ℎ ≤ |||M

:
ℎ
@
ℎ
|||2�,ℎ,

(33)

wherewe have used [10, Eq. (5.5)] to pass to the second line and observed that |||S:rot,ℎvℎ |||rot,ℎ ≤ |||vℎ |||�,ℎ
(cf. (20)) to conclude. Noticing that ℎ) ≤ 1 ≤ ℎ−1

)
(since the diameter of Ω is equal to 1 by assumption

and ℎ) is bounded by the latter quantity), and using the (33), we moreover have∑
) ∈Tℎ

ℎ)

∑
� ∈E)

‖%:+1+ ,) @)
− %:+1+ ,�@�

‖2
!2 (�) . |||M

:
ℎ
@
ℎ
|||2�,ℎ . (34)

Summing (33) and (34), and using a norm equivalence which is the two-dimensional counterpart of [10,
Lemma 5] to bound the term in the left-hand side of the resulting inequality from below, we finally get

|||@
ℎ
|||2+ ,ℎ .

∑
) ∈Tℎ

(
‖%:+1+ ,) @)

‖2
!2 () ) + ℎ)

∑
� ∈E)

‖%:+1+ ,) @)
− %:+1+ ,�@�

‖2
!2 (�)

)
. |||M:

ℎ
@
ℎ
|||2�,ℎ . �

4.3 Poincaré inequality in ^:rot,ℎ,0

As an intermediate step to prove a Poincaré inequality in �:
ℎ,0, we need a similar result on the standard

DDR space with boundary conditions

^:rot,ℎ,0 ≔
{
v
ℎ
∈ ^:rot,ℎ : E� = 0 for all � ∈ Ebℎ

}
.

The interpolator O:rot,ℎ : N1(Ω;R2) → ^:rot,ℎ on this space is obtained, as usual, taking !2-orthogonal
projections component-wise: For all v ∈ N1(Ω;R2),

O:rot,ℎv ≔
(
(0:−1

R,)
v, 0c,:

R,)
v)) ∈Tℎ , (c:P,� (v · t� ))� ∈Eℎ

)
.
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Using trace inequalities, one can prove the following boundedness property:

‖O:rot,ℎv‖rot,ℎ . ‖v‖N1 (Ω;R2) ∀v ∈ N1(Ω;R2). (35)

Observing that the local scalar rotor defined by (9) only depends on the unknowns in ^:rot,) ↩→ �:) ,0
(see Remark 1), with a little abuse of notation we use the same symbol for ':

)
: ^:rot,) → P: ())

throughout this subsection. A similar abuse of notation is commited for ':
ℎ
: ^:rot,ℎ → P: (Tℎ) (cf.

(11)). The following commutation property is a consequence of (10):

':ℎ O
:
rot,ℎv = c

:
P,ℎ (rot v) ∀v ∈ N1(Ω;R2). (36)

Lemma 8 (Poincaré inequality in ^:rot,ℎ,0). Denote by [·, ·]rot,ℎ an inner product in ^:rot,ℎ,0 with induced
norm equivalent to |||·|||rot,ℎ uniformly in ℎ. Then, for all vℎ ∈ ^:rot,ℎ,0 such that

[v
ℎ
, w

ℎ
]rot,ℎ = 0 ∀Ker ':ℎ ≔

{
w
ℎ
∈ ^:rot,ℎ,0 : ':ℎwℎ = 0

}
, (37)

it holds,
|||v

ℎ
|||rot,ℎ . ‖':ℎvℎ ‖!2 (Ω) .

Proof. Let v
ℎ
∈

(
Ker ':

ℎ

)⊥, where (
Ker ':

ℎ

)⊥ denotes the orthogonal complement ofKer ':
ℎ
in ^:rot,ℎ,0

with respect to the inner product [·, ·]rot,ℎ. Owing to the surjectivity of rot : N1
0(Ω;R2) → !20(Ω) (the

proof of which is the same as for the divergence acting between the same spaces; cf., e.g., [6, 14, 15, 18]),
to the commutation property (36), and to the uniform boundedness (35) of O:rot,ℎ, we infer the existence
of v ∈ N1

0(Ω;R2) such that

':ℎvℎ = rot v = ':ℎ O
:
rot,ℎv and |||O

:
rot,ℎv |||rot,ℎ . ‖v‖N1 (Ω;R2) . ‖':ℎvℎ ‖!2 (Ω) . (38)

We therefore have that v
ℎ
− O:rot,ℎv ∈ Ker ':

ℎ
, so that v

ℎ
can be regarded as the [·, ·]rot,ℎ-orthogonal

projection of O:rot,ℎv on the space
(
Ker ':

ℎ

)⊥. Thus, by continuity of the !2-orthogonal projector, the
norm induced by [·, ·]rot,ℎ of vℎ is bounded by that of O

:
rot,ℎv up to a multiplicative constant independent

of ℎ. The assumed uniform equivalence between this induced norm and |||·|||rot,ℎ along with the inequality
in (38) yields the result. �

4.4 Poincaré inequalities in �:
ℎ,0

4.4.1 Poincaré inequality for the scalar rotor

Lemma 9 (Poincaré inequality for the scalar rotor). Denote by [·, ·]rot,ℎ an inner product for ^:rot,ℎ,0 as
in Lemma 8. Then, for all v

ℎ
∈ �:

ℎ,0 such thatS
:
rot,ℎvℎ satisfies (37), it holds,

|||v
ℎ
|||�,ℎ . |||':ℎvℎ |||, ,ℎ . (39)

Proof. By Lemma 8, |||S:rot,ℎvℎ |||rot,ℎ . ‖':ℎvℎ ‖!2 (Ω) . The result follows recalling the definition of
|||v

ℎ
|||�,ℎ (see, in particular, (20)) and noticing that the norms of the edge and vertex components that

are not contained in |||S:rot,ℎvℎ |||rot,ℎ can be bounded by the norms of the corresponding components in
‖':

ℎ
v
ℎ
‖, ,ℎ after recalling the definition (14) of ':ℎvℎ and noticing that ℎ) . 1 for all ) ∈ Tℎ. �
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4.4.2 Poincaré inequality for rot-rot

To state the second relevant Poincaré inequality in �:
ℎ,0, we need a discrete vector rotor and a scalar

potential acting on the image space of ':
ℎ
, namely, :

ℎ,0. The construction presented below is similar to
the one for + :

ℎ
given in Section 3.2.1. Specifically, we let X:

)
: , :

)
→ P

: () ;R2) be such that, for all
A) ∈ , :

)
, ∫

)

X:) A) · v =
∫
)

A) rot v +
∑
� ∈E)

l) �

∫
�

%:+1, ,�A� (v · t� ) ∀v ∈ P: () ;R2), (40)

where, for all � ∈ E) ,

%:+1, ,�A� is such that %:+1, ,�A� (xa) = Aa for all a ∈ V� and c:−1P,�%
:+1
, ,�A� = A� . (41)

A global discrete vector rotor X:
ℎ
: , :

ℎ
→ P

: (Tℎ;R2) is obtained setting, for all Aℎ ∈ , :
ℎ
,

(X:ℎAℎ) |) ≔ X:) A) ∀) ∈ Tℎ .

Remark 10 (Link between the vector rotor and the discrete gradient). The vector rotor defined by (40)
formally coincides with the usual DDR element gradient (8) rotated by an angle of −c/2 radians, the sole
difference lying in the the degree of the element component A) .

We next introduce the element scalar potential %:+1
, ,)

: , :
)
→ P:+1()) such that, for all A) ∈ , :

)
,∫

)

%:+1, ,) A) rot v =

∫
)

X:) A) · v −
∑
� ∈E)

l) �

∫
�

%:+1, ,�A� (v · t� ) ∀v ∈ Gc,:+2()). (42)

Remark 11 (Validity of (42)). Taking v ∈ G
: ()) in (42) and using the fact that rot grad = 0 along

with the definition (40) of X:
)
, it can be checked that both sides vanish, showing that (42) holds in fact

for all v ∈ G
: ()) + Gc,:+2()) (hence, recalling the second decomposition in (3) and the fact that the

complements are hierarchical, for all v ∈ P: () ;R2)).
Remark 12 (Control of the vector rotor of the element component and of the scalar potential). Integrating
by parts the first term in the right-hand side of (40), we obtain∫

)

rot A) · v =
∫
)

X:) A) · v +
∑
� ∈E)

l) �

∫
�

(A) − %:+1, ,�A� ) (v · t� ) ∀v ∈ P: () ;R2).

Taking v = rot A) , using Cauchy–Schwarz and trace inequalities, and simplifying, we infer

‖ rot A) ‖R2 () ;R2) . ‖X:) A) ‖R2 () ;R2) + ℎ
−1/2
)

∑
� ∈E)

‖A) − %:+1, ,�A� ‖!2 (�) . (43)

In a similar way, writing (42) for v ∈ P
: () ;R2) (recall Remark 11) and integrating by parts the

left-hand side, we get∫
)

rot %:+1, ,) A) · v =
∫
)

X:) A) · v +
∑
� ∈E)

l) �

∫
�

(%:+1, ,) A) − %
:+1
, ,�A� ) (v · t� ).

Taking v = rot %:+1
, ,)

A) , using Cauchy–Schwarz and trace inequalities, and simplifying, we get

‖ rot %:+1, ,) A) ‖R2 () ;R2) . ‖X:) A) ‖R2 () ;R2) + ℎ
−1/2
)

∑
� ∈E)

‖%:+1, ,) A) − %
:+1
, ,�A� ‖!2 (�) . (44)
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Lemma 13 (Poincaré inequality for rot-rot). Let v
ℎ
∈ �:

ℎ,0 be such that S:rot,ℎvℎ satisfies (37). Then, it
holds,

|||v
ℎ
|||�,ℎ . |||':ℎvℎ |||, ,ℎ . ‖vℎ ‖rot rot,ℎ, (45)

where ‖v
ℎ
‖2rot rot,ℎ ≔

∑
) ∈Tℎ ‖v) ‖2rot rot,) with, for all ) ∈ Tℎ,

‖v
)
‖2rot rot,) ≔ ‖X:) ':) v) ‖

2
R2 () ;R2) + ℎ

−2
) ‖c:P,) %

:+1
, ,) '

:
) v) − '

:
) v) ‖

2
!2 () )

+ ℎ−1)
∑
� ∈E)

‖%:+1, ,) '
:
) v) − %

:+1
, ,�'

:
�v� ‖

2
!2 (�) . (46)

Proof. By (39), it holds

|||v
ℎ
|||2�,ℎ . |||'

:
ℎvℎ |||

2
, ,ℎ

(21)
= ‖':ℎvℎ ‖

2
!2 (Ω)︸          ︷︷          ︸

T1

+
∑
) ∈Tℎ

(
ℎ)

∑
� ∈E)

‖�v,� ‖2!2 (�) + ℎ
2
)

∑
a∈V)

|�v,a |2
)

︸                                                          ︷︷                                                          ︸
T2

.G (47)

We next proceed to bound T1 and T2 by ‖vℎ ‖rot rot,ℎ.

(i) Estimate of T1. Applying the discrete Poincaré inequality in HHO spaces [12, Lemma 2.15] to the
vector

(
(':
)
v
)
)) ∈Tℎ , (%:+1, ,�

':
�
v
�
)� ∈Eℎ

)
(which has vanishing boundary components since v

ℎ
∈ �:

ℎ,0,
as can be checked writing (41) with A� = '

:
�
v
�
), we get

‖':ℎvℎ ‖
2
!2 (Ω) .

∑
) ∈Tℎ

(
‖ rot ':) v) ‖

2
R2 () ;R2) + ℎ

−1
)

∑
� ∈E)

‖':) v) − %
:+1
, ,�'

:
�v� ‖

2
!2 (�)

)
,

where we have additionally used the fact that

‖ grad ·‖R2 () ;R2) = ‖r−c/2 grad ·‖R2 () ;R2) = ‖ rot ·‖R2 () ;R2) (48)

for the first term in the right-hand side. The estimate on T1 follows provided we show that∑
) ∈Tℎ

(
‖ rot ':) v) ‖

2
R2 () ;R2) + ℎ

−1
)

∑
� ∈E)

‖':) v) − %
:+1
, ,�'

:
�v� ‖

2
!2 (�)

)
. ‖v

ℎ
‖2rot rot,ℎ . (49)

Writing (43) with A) = '
:
)
v
)
, squaring, and using the fact that card(E) ) . 1 by mesh regularity, we get

∑
) ∈Tℎ

(
‖ rot ':) v) ‖

2
R2 () ;R2) + ℎ

−1
)

∑
� ∈E)

‖':) v) − %
:+1
, ,�'

:
�v� ‖

2
!2 (�)

)
.

∑
) ∈Tℎ

(
‖X:) ':) v) ‖R2 () ;R2) + ℎ−1)

∑
� ∈E)

‖':) v) − %
:+1
, ,�'

:
�v� ‖

2
!2 (�)

)
. (50)

It only remains to estimate the boundary term. To this end, for a given � ∈ E) , we insert ±(%:+1, ,)
':
)
v
)
−

c:P,) %
:+1
, ,)

':
)
v
)
) into the norm and use triangle and trace inequalities to write

‖':) v) − %
:+1
, ,�'

:
�v� ‖!2 (�) ≤ ℎ

−1/2
)
‖c:P,) %

:+1
, ,) '

:
) v) − '

:
) v) ‖!2 () )

+ ℎ−1/2
)
‖%:+1, ,) '

:
) v) − c

:
P,) %

:+1
, ,) '

:
) v) ‖!2 () )

+ ‖%:+1, ,) '
:
) v) − %

:+1
, ,�'

:
�v� ‖!2 (�) .

13



Using the approximation properties of c:P,) (cf. [8] and [12, Chapter 1] concerning the extension to
non-star-shaped elements), we next write

‖%:+1, ,) '
:
) v) − c

:
P,) %

:+1
, ,) '

:
) v) ‖!2 () )

. ℎ) ‖ grad %:+1, ,) '
:
) v) ‖R2 () ;R2)

(48)
= ℎ) ‖ rot %:+1, ,) '

:
) v) ‖R2 () ;R2)

(44)
. ℎ) ‖X:) ':) v) ‖R2 () ;R2) + ℎ

1/2
)

∑
� ∈E)

‖%:+1, ,) '
:
) v) − %

:+1
, ,�'

:
� v� ‖!2 (� ) ,

so that
‖':) v) − %

:+1
, ,�'

:
�v� ‖!2 (�) . ℎ

−1/2
)
‖c:P,) %

:+1
, ,) '

:
) v) − '

:
) v) ‖!2 () )

+ ℎ1/2
)
‖X:) ':) v) ‖R2 () ;R2)

+
∑
� ∈E)

‖%:+1, ,) '
:
) v) − %

:+1
, ,�'

:
� v� ‖!2 (� ) .

(51)

Plugging (51) into (50) and using the fact that card(E) ) . 1, it follows that

T1 . ‖vℎ ‖rot rot,ℎ . (52)

(ii) Estimate of T2. We start by recalling the following norm equivalence, valid for all � ∈ Eℎ, all
polynomial degrees < ≥ 0, and all i ∈ P<(�):

‖i‖2
!2 (�) ' ‖c

<−2
P,�i‖

2
!2 (�) + ℎ�

∑
a∈V�

i(xa)2 (53)

The proof of this equivalence follows recalling the estimate of the !2-norm of functions on the unit
segment [0, 1] corresponding to the first display equation in the proof in Eq. (58) of [7, Proposition 10]
and using the isomorphism [0, 1] 3 B ↦→ x+1 + Bℎ� (x − x+1) (with +1 denoting the first vertex of � in
the direction of t� ). Using (53) with (i, <) = (%:+1, ,�

':
�
v
�
, : + 1) and recalling that, by (41) written for

A� = '
:
�
v
�
, c:−1P,�%

:+1
, ,�

':
�
v
�
= �v,� and %:+1

, ,�
':
�
v
�
(xa) = �v,a for all a ∈ V� , we get

T2 .
∑
) ∈Tℎ

ℎ)

∑
� ∈E)

‖%:+1, ,�'
:
�v� ‖

2
!2 (�)

.
∑
) ∈Tℎ

‖%:+1, ,) '
:
) v) ‖

2
!2 () ) +

∑
) ∈Tℎ

ℎ)

∑
� ∈E)

‖%:+1, ,) '
:
) v) − %

:+1
, ,�'

:
�v� ‖

2
!2 (�) ≕ T2,1 + T2,2,

where, to pass to the second line, we have inserted ±%:+1
, ,)

':
)
v
)
into the norm and used triangle and dis-

crete trace inequalities. Applying again [12, Lemma2.15], this time to
(
(%:+1
, ,)

':
)
v
)
)) ∈Tℎ , (%:+1, ,�

':
�
v
�
)� ∈Eℎ

)
,

and using (48), we get

T2,1 .
∑
) ∈Tℎ

(
‖ rot %:+1, ,) '

:
) v) ‖

2
R2 () ;R2) + ℎ

−1
)

∑
� ∈E)

‖%:+1, ,) '
:
) v) − %

:+1
, ,�'

:
�v� ‖

2
!2 (�)

)
,

henceT2,1 . ‖vℎ ‖2rot rot,ℎ by (44) with A) = '
:
ℎ
v
)
for all ) ∈ Tℎ. On the other hand, using ℎ) . 1 along

with the definition (46) of ‖·‖rot rot,ℎ, we also haveT2,2 . ‖vℎ ‖2rot rot,ℎ. Combining these estimates gives

T2 . ‖vℎ ‖
2
rot rot,ℎ . (54)

(iii) Conclusion. Plug (52) and (54) into (50) and take the square root of the resulting inequality. �
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5 Application to a quad-rot problem
Denote by n the unit outward normal vector field on the boundary mΩ of Ω, and set N0(rot rot;Ω) ≔
{v ∈ N(rot rot;Ω) : n × v = 0 and rot u = 0 on mΩ}. As customary, we also denote by �1

0 (Ω) the
subspace of �1(Ω) spanned by functions with vanishing scalar trace on mΩ. We use the discrete
complex developed in the previous sections to discretise the following problem: Given f ∈ R2(Ω), find
u ∈ N0(rot rot;Ω) and ? ∈ �1

0 (Ω) such that

0(u, v) + 1(v, ?) =
∫
Ω

f · v ∀v ∈ N0(rot rot;Ω),

−1(u, @) = 0 ∀@ ∈ �1
0 (Ω),

(55)

with bilinear forms 0 : [N0(rot rot;Ω)]2 → R and 1 : N0(rot rot;Ω) × �1
0 (Ω) → R such that, for all

(w, v, @) ∈ N0(rot rot;Ω) × N0(rot rot;Ω) × �1
0 (Ω),

0(w, v) ≔
∫
Ω

rot rotw · rot rot v, 1(v, @) ≔
∫
Ω

v · grad @.

The solution to this problem satisfies almost everywhere

(rot rot)2u + grad ? = f in Ω,
div u = 0 in Ω,
u × n = 0 on mΩ,
rot u = 0 on mΩ.

Remark 14 (Forcing term). Notice that we consider here a more realistic formulation with respect to other
works in the literature, since the forcing term is not prepared, i.e., it is not divergence-free nor expressed
as rot i in terms of a scalar potential i. This implies, in particular, that the Lagrange multiplier ? can
be non-zero. Moreover, the fact that we do not assume i available prevents us from discretising the
right-hand based on the form

∫
Ω
i rot v (as done, e.g., in [22]) instead of

∫
�
f · v. As a result, an adjoint

consistency property for rot-rot is required, which makes the object of Lemma 19 below. This result
appears to be the first of this kind for polygonal methods.
5.1 Discrete problem and main results

We define the global discrete bilinear forms 0ℎ : �:
ℎ
× �:

ℎ
→ R, 1ℎ : �:

ℎ
× + :

ℎ
→ R, and ℓℎ :

R2(Ω;R2) × �:
ℎ
→ R such that, for all (w

ℎ
, v
ℎ
, @
ℎ
, g) ∈ �:

ℎ
× �:

ℎ
×+ :

ℎ
× R2(Ω;R2),

0ℎ (wℎ, vℎ) ≔
∑
) ∈Tℎ

0) (w) , v) ), 1ℎ (vℎ, @ℎ) ≔ (vℎ,M
:
ℎ
@
ℎ
)�,ℎ,

ℓℎ (g, vℎ) ≔
∑
) ∈Tℎ

∫
)

f · V:�,) v) ,
(56)

where, for all ) ∈ Tℎ, the local discrete bilinear form 0) : �:) × �:) → R is such that

0) (w) , v) ) ≔
∫
)

X:) '
:
) w) · X

:
) '

:
) v) + B) ('

:
) w) , '

:
) v) ), (57)

with stabilisation bilinear form B) : , :
)
×, :

)
→ R such that, for all (A) , @) ) ∈ ,

:
)
×, :

)
,

B) (A) , @) ) ≔ ℎ−2)

∫
)

(c:P,) %
:+1
, ,) A) − A) ) (c

:
P,) %

:+1
, ,) @)

− @) )

+ ℎ−1)
∑
� ∈E)

∫
�

(%:+1, ,) A) − %
:+1
, ,�A� ) (%

:+1
, ,) @)

− %:+1, ,�@�
).

(58)
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The discrete problem reads: Find (u
ℎ
, ?
ℎ
) ∈ �:

ℎ,0 ×+
:
ℎ,0 such that

0ℎ (uℎ, vℎ) + 1ℎ (vℎ, ?ℎ) = ℓℎ ( f , vℎ) ∀v
ℎ
∈ �:ℎ,0,

−1ℎ (uℎ, @ℎ) = 0 ∀@
ℎ
∈ + :

ℎ,0.
(59)

The variational formulation corresponding to (59) is: Find (u
ℎ
, ?
ℎ
) ∈ �:

ℎ,0 ×+
:
ℎ,0 such that

Aℎ ((uℎ, ?ℎ), (vℎ, @ℎ)) = ℓℎ ( f , vℎ) ∀(v
ℎ
, @
ℎ
) ∈ �:ℎ,0 ×+

:
ℎ,0, (60)

with bilinear form Aℎ :
[
�:
ℎ
×+ :

ℎ

]2 → R such that, for all (w
ℎ
, Aℎ) and all (vℎ, @ℎ) in �

:
ℎ
×+ :

ℎ
,

Aℎ ((wℎ, Aℎ), (vℎ, @ℎ)) ≔ 0ℎ (wℎ, vℎ) + 1ℎ (vℎ, Aℎ) − 1ℎ (wℎ, @ℎ). (61)

Remark 15 (Serendipity version of the scheme). A serendipity version of the above scheme is obtained in
the spirit of [11, Section 6.6] substituting the spaces �:

ℎ,0 and +
:
ℎ,0 with the serendipity versions defined

in Section 3.6. The analysis remains unchanged.
We equip �:

ℎ,0 ×+
:
ℎ,0 with the following graph norm: For all (v

ℎ
, @
ℎ
) ∈ �:

ℎ,0 ×+
:
ℎ,0,

‖(v
ℎ
, @
ℎ
)‖2�×+ ,ℎ ≔ |||vℎ |||

2
�,ℎ + ‖vℎ ‖

2
rot rot,ℎ + |||@ℎ |||

2
+ ,ℎ + |||M

:
ℎ
@
ℎ
|||2�,ℎ . (62)

The main results for the numerical scheme (59) (or, equivalently, (60)) are stated below.

Lemma 16 (Inf-sup stability). It holds, for all (w
ℎ
, Aℎ) ∈ �:ℎ,0 ×+

:
ℎ,0,

‖(w
ℎ
, Aℎ)‖�×+ ,ℎ . sup

(v
ℎ
,@
ℎ
) ∈�:

ℎ,0×+
:
ℎ,0
\{0}

Aℎ ((wℎ, Aℎ), (vℎ, @ℎ))
‖(v

ℎ
, @
ℎ
)‖�×+ ,ℎ

. (63)

Proof. See Section 5.3. �

In what follows, we denote by �B (Tℎ) and NB (Tℎ;R2) the scalar-valued and vector-valued broken
Hilbert spaces on the mesh.

Theorem 17 (Error estimate). Denote by (u, ?) ∈ N0(rot rot;Ω) × �1
0 (Ω) the unique solution to (55)

and define the seminorm |·|N (:+1,2) (Tℎ ;R2) such that, for all v ∈ N
max(:+1,2) (Tℎ;R2),

|v |2
N (:+1,2) (Tℎ ;R2)


∑
) ∈Tℎ

(
|v |2

N1 () ;R2) + ℎ
2
)
|v |2

N2 () ;R2)
)

if : = 0,

|v |2
N :+1 (Tℎ ;R2)

if : ≥ 1.

Recalling the second complex of (16), assume the following additional regularity: u ∈ �∩Nmax(:+1,2) (Tℎ;R2),
rot u ∈ �:+2(Tℎ), rot rot u ∈ N1(Ω;R2) ∩ N:+1(Tℎ;R2), rot(rot rot u) ∈ �1(Ω) ∩ �:+2(Tℎ), and
? ∈ �:+2(Tℎ). Then, denoting by (u

ℎ
, ?
ℎ
) ∈ �:

ℎ,0 × +
:
ℎ,0 the unique solution to (59) (or, equivalently,

(60)) it holds

‖(u
ℎ
− O:�,ℎu, ?ℎ

− �:+ ,ℎ?)‖�×+ ,ℎ . ℎ
:+1

(
N(u) + |u |N (:+1,2) (Tℎ ;R2) + |? |� :+2 (Tℎ)

)
, (64)

with
N(u) ≔ | rot u |� :+2 (Tℎ) + | rot rot u |N :+1 (Tℎ ;R2) + | rot(rot rot u) |� :+2 (Tℎ) . (65)

Proof. See Section 5.4. �
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Remark 18 (Error estimate in double-bar norms). Starting from (64) and using the norm equivalence (25)
for |||·|||�,ℎ and those resulting from [10, Proposition 6] for |||·|||+ ,ℎ, one can easily infer the following error
estimate where (triple-bar) component norms are replaced by the corresponding (double-bar) operator
norms:

‖u
ℎ
− O:�,ℎu‖�,ℎ + ‖uℎ − O:�,ℎu‖rot rot,ℎ + ‖?ℎ − �

:
+ ,ℎ?‖+ ,ℎ + ‖M

:
ℎ
(?
ℎ
− �:+ ,ℎ?)‖�,ℎ

. ℎ:+1
(
N(u) + |u |N (:+1,2) (Tℎ ;R2) + |? |� :+2 (Tℎ)

)
, (66)

where ‖·‖�,ℎ is defined by (24), while ‖·‖+ ,ℎ is the standard DDR component norm for the �1-like space
defined in [10, Section 4.4].
5.2 Numerical results
To validate numerically the error estimates of the previous section, we solve on the unit square domain

Ω = (0, 1)2 the problem corresponding to the analytical solution such that, for all x =
(
G1
G2

)
∈ Ω,

u(x) =
(
− sin(c(G1 + G2))
sin(c(G1 + G2))

)
, rot u(x) = 2c cos(c(G1 + G2)), ?(x) = sin(cG1) sin(cG2),

f (x) =
(
−4c4 sin(c(G1 + G2)) + c cos(cG1) sin(cG2)
4c4 sin(c(G1 + G2)) + c sin(cG1) cos(cG2)

)
.

We display in Figures 1–3 the convergence of each term in the left-hand side of the estimate (66)
with respect to the meshsize ℎ on refined sequences of Cartesian orthogonal, matching triangular, and
(predominantly) hexagonal meshes. It can be observed that the error estimate is sharp for the second and
fourth component, while convergence in ℎ:+2 is observed for the !2-like norms of the errors on u and ?.
A full theoretical justification of this improved !2-convergence can be obtained using standard arguments
based on the Aubin–Nitsche trick; for the sake of brevity, the details are omitted. It is also worth noticing
that saturation of the pressure errors is observed in Figure 2 for the finest triangular mesh and : = 2.
This can be justified observing that the last refinement of the triangular mesh sequence corresponds to
the finest mesh among the ones considered in the tests.
5.3 Stability analysis
Proof of Lemma 16. Denote by $ the supremum in the right-hand side of (63). Taking (v

ℎ
, @
ℎ
) =

(w
ℎ
+M:

ℎ
Aℎ, Aℎ) in (61), noticing that 0ℎ (wℎ, wℎ) = ‖wℎ ‖2rot rot,ℎ (compare (57) with (46)), and recalling

that ':
ℎ
M:
ℎ
Aℎ = 0 by the complex property proved in Theorem 5, we have

‖w
ℎ
‖2rot rot,ℎ +�������

0ℎ (wℎ,M
:
ℎ
Aℎ) + ‖M

:
ℎ
Aℎ ‖

2
�,ℎ = Aℎ ((wℎ, Aℎ), (wℎ + M

:
ℎ
Aℎ, Aℎ))

≤ $‖(w
ℎ
+ M:

ℎ
Aℎ, Aℎ)‖�×+ ,ℎ

. $‖(w
ℎ
, Aℎ)‖�×+ ,ℎ,

where we have used the definition of the supremum to pass to the second line and concluded using a
triangle inequality followed by the definition (62) of ‖·‖�×+ ,ℎ along with ‖M:

ℎ
Aℎ ‖rot rot,ℎ = 0 (again

consequence of ':
ℎ
M:
ℎ
Aℎ = 0) to infer ‖(M:

ℎ
Aℎ, 0)‖�×+ ,ℎ = |||M

:
ℎ
Aℎ |||�,ℎ ≤ ||| (wℎ, Aℎ) |||�×+ ,ℎ. Recalling

the norm equivalence (25), this yields

‖w
ℎ
‖2rot rot,ℎ + |||M

:
ℎ
Aℎ |||

2
�,ℎ . $‖(w

ℎ
, Aℎ)‖�×+ ,ℎ . (67)

The Poincaré inequality (32) in + :
ℎ,0 followed by (67) gives

|||Aℎ |||
2
+ ,ℎ . |||M

:
ℎ
Aℎ |||

2
�,ℎ . $‖(w

ℎ
, Aℎ)‖�×+ ,ℎ . (68)

17



It only remains to estimate |||w
ℎ
|||�,ℎ. To this purpose, we write wℎ = vw,ℎ+M

:
ℎ
@
w,ℎ

with @
w,ℎ
∈ + :

ℎ,0

and vw,ℎ ∈
[
Ker ':

ℎ

]⊥
=

[
ImM:

ℎ

]⊥ (recall Theorem 5), with orthogonal taken with respect to the
(·, ·)�,ℎ product. Notice that, since edge and vertex components of M:

ℎ
not contained in ^:rot,ℎ,0 vanish by

definition (13), S:rot,ℎvw,ℎ satisfies (37) with [·, ·]rot,ℎ equal to the standard DDR !2-product of ^:rot,ℎ
(the local version of which corresponds to the first two terms in the right-hand side of (23)). We can then
write

‖vw,ℎ ‖
2
�,ℎ

(25)
. |||vw,ℎ |||

2
�,ℎ

(45)
. ‖vw,ℎ ‖

2
rot rot,ℎ = ‖wℎ ‖

2
rot rot,ℎ

(67)
. $‖(w

ℎ
, Aℎ)‖�×+ ,ℎ, (69)

where the equality follows observing that ':
ℎ
vw,ℎ = '

:
ℎ
w
ℎ
(since ':

ℎ
M:
ℎ
@
w,ℎ

= 0) and recalling that, by
definition, ‖vw,ℎ ‖rot rot,ℎ only depends on vw,ℎ through this quantity (see (46)). Taking now (v

ℎ
, @
ℎ
) =

(0,−@
w,ℎ
) in the expression (61) of Aℎ, we get

Aℎ ((wℎ, Aℎ), (0,−@w,ℎ)) = 1ℎ (wℎ, @w,ℎ) =���������
(vw,ℎ,M

:
ℎ
@
w,ℎ
)�,ℎ + ‖M:

ℎ
@
w,ℎ
‖2�,ℎ,

where the last equality is a consequence of the definition (56) of 1ℎ, while the cancellation follows from
the (·, ·)�,ℎ-orthogonality of the decomposition of w

ℎ
. Hence,

‖M:
ℎ
@
w,ℎ
‖2�,ℎ . $‖(0, @

w,ℎ
)‖�×+ ,ℎ . $‖(w, Aℎ)‖�×+ ,ℎ, (70)

where the last equality follows observing that

‖(0, @
w,ℎ
)‖�×+ ,ℎ

(62)
≤ |||@

w,ℎ
|||+ ,ℎ + |||M:

ℎ
@
w,ℎ
|||�,ℎ

(32)
. |||M:

ℎ
@
w,ℎ
|||�,ℎ

(25)
. ‖M:

ℎ
@
w,ℎ
‖�,ℎ ≤ ‖wℎ ‖�,ℎ

(25)
. |||w

ℎ
|||�,ℎ

(62)
≤ ‖(w, Aℎ)‖�×+ ,ℎ,

the inequality ‖M:
ℎ
@
w,ℎ
‖�,ℎ ≤ ‖wℎ ‖�,ℎ being a consequence of the (·, ·)�,ℎ-orthogonality of the decom-

position w
ℎ
= vw,ℎ + M

:
ℎ
@
w,ℎ

. We can then write

|||w
ℎ
|||2�,ℎ

(25)
. ‖w

ℎ
‖2�,ℎ = ‖vw,ℎ ‖

2
�,ℎ + ‖M

:
ℎ
@
w,ℎ
‖2�,ℎ

(69),(70)
. $‖(w, Aℎ)‖�×+ ,ℎ . (71)

Summing (67), (68), (71) and simplifying, (63) follows. �

5.4 Convergence analysis
5.4.1 Dual consistency for rot-rot

Given w ∈ � (with � denoting the domain of O:�,ℎ) such that (rot rot)2w ∈ R2(Ω;R2), we define the
rot-rot adjoint consistency error linear form Ẽ:rot rot,ℎ (w; ·) : �

:
ℎ,0 → R such that, for all v

ℎ
∈ �:

ℎ,0,

Ẽ:rot rot,ℎ (w; vℎ) ≔ ℓℎ ((rot rot)2w, vℎ) − 0ℎ (O
:
�,ℎw, vℎ).

Lemma 19 (Adjoint consistency for rot-rot). Recall the second complex of (16) and let w ∈ � be such
that rotw ∈ �:+2(Tℎ), rot rotw ∈ N1(Ω;R2) ∩ N:+1(Tℎ;R2), rot(rot rotw) ∈ �1(Ω) ∩ �:+2(Tℎ),
and (rot rot)2w ∈ R2(Ω;R2). Then, it holds

|Ẽ:rot rot,ℎ (w; vℎ) | . ℎ
:+1N(w)

(
|||v

ℎ
|||�,ℎ + ‖vℎ ‖rot rot,ℎ

)
∀v
ℎ
∈ �:ℎ,0, (72)

with N(w) defined by (65).
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Proof. Expanding first (·, ·)�,ℎ, 0ℎ, and ℓℎ according to the respective definitions (22) and (56), then
inserting ±

∫
)
rot(rot rotw) ':

)
v
)
inside the sum over ) ∈ Tℎ, we obtain the following decomposition:

Ẽ:rot rot,ℎ (w; vℎ) =
∑
) ∈Tℎ

[∫
)

(rot rot)2w · V:�,) v) −
∫
)

rot(rot rotw) ':) v)
]

+
∑
) ∈Tℎ

[∫
)

rot(rot rotw) ':) v) −
∫
)

X:) '
:
) O

:
�,) w · X

:
) '

:
) v)

]
+

∑
) ∈Tℎ

B) (':) O
:
�,) w, '

:
) v) ).

(73)

Denote by T1, T2, and T3 the terms in the first, second, and third line, respectively.

(i) Estimate of T1. We set, for the sake of brevity, i ≔ rot(rot rotw) and notice that, for all @) ∈
P:+1()), it holds by (12) with (@, w) = (@) , 0),∫

)

':) v) @) +
∑
� ∈E)

l) �

∫
�

E� @) −
∫
)

V:�,) v) · rot @) = 0.

Taking @) = c:+1P,) i and inserting the above quantity inside the sum over mesh elements, we get

T1 =
∑
) ∈Tℎ

[
���������
∫
)

(@) − i) ':) v) +
∫
)

rot(i − @) ) · V:�,) v) +
∑
� ∈E)

l) �

∫
�

E� (i − @) )
]
,

where the cancellation is a consequence of the definition of the !2-orthogonal projector along with
':
)
v
)
∈ P: ()) ⊂ P:+1()) for all ) ∈ Tℎ and we have used the continuity of i across internal edges

along with E� = 0 for all � ∈ Eb
ℎ
to insert i |� into the boundary term. Using Cauchy–Schwarz

inequalities on the integrals and sums, we get

|T1 | ≤
[ ∑
) ∈Tℎ

(
‖ rot(i − @) )‖2R2 () ;R2) + ℎ

−1
) ‖i − @) ‖2!2 (m) )

)]1/2

×
[ ∑
) ∈Tℎ

(
‖V:�,) v) ‖

2
R2 () ;R2) + ℎ)

∑
� ∈E)

‖E� ‖2!2 (�)

)]1/2

.

Using the approximation properties of c:+1P,) , it is readily inferred that the first factor is . ℎ
:+1 |i |� :+2 (Tℎ) .

On the other hand, by the continuity property ‖V:�,) v) ‖R2 () ;R2) . |||v) |||�,) (which follows from the
first relation in [10, Eq. (4.23)]) and the definition of |||·|||�,ℎ (see (20) and (19)), the second factor is
. |||v

ℎ
|||�,ℎ. Hence, we have proved that

|T1 | . ℎ:+1 | rot(rot rotw) |� :+2 (Tℎ) |||vℎ |||�,ℎ . (74)

(ii) Estimate of T2. Set, for the sake of brevity ' ≔ rot rotw. Letting, for all ) ∈ Tℎ, z) ∈ P
: () ;R2)

and writing the definition (40) of X:
)
with (A) , v) = (':) v) , z) ), we infer∫

)

X:) '
:
) v) · z) −

∫
)

':) v) rot z) −
∑
� ∈E)

l) �

∫
�

%:+1, ,�'
:
�v� (z) · t� ) = 0.

Adding this quantity to T2 and using the continuity of the tangential trance of ' at interfaces along with
the fact that %:+1

, ,�
':
�
v
�
= 0 for all � ∈ Eb

ℎ
(since v

ℎ
∈ �:

ℎ,0) to insert ' |� · t� it into the boundary
integral, we get
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T2 =
∑
) ∈Tℎ

[ ∫
)

(
z) − X:) �

:
, ,) rotw

)
· X:) ':) v)

+
∫
)

rot(' − z) ) ':) v) +
∑
� ∈E)

l) �

∫
�

(' − z) ) · t� %:+1, ,�'
:
�v�

]
,

where we have additionally used the commutation property expressed by the rightmost portion of (16) to
replace ':

)
O:�,) w with �:

, ,)
rotw in the first term. Take z) = 0:

P,)
' for all ) ∈ Tℎ. Integrating by parts

the second term in square brackets, we obtain

T2 =
∑
) ∈Tℎ

[ ∫
)

(
z) − X:) �

:
, ,) rotw

)
· X:) ':) v)

+
�����������∫
)

(' − z) ) · rot ':) v) +
∑
� ∈E)

l) �

∫
�

(' − z) ) · t� (%:+1, ,�'
:
�v� − '

:
) v) )

]
,

where the cancellation follows by definition of 0:
P,)

after observing that rot ':
)
v
)
∈ P

:−1() ;R2) ⊂
P
: () ;R2). Using Cauchy–Schwarz inequalities on the integrals and the sums, we obtain

|T2 | .
[ ∑
) ∈Tℎ

(
‖z) − X:) �

:
, ,) rotw‖2

R2 () ;R2) + ℎ) ‖' − z) ‖2R2 (m) ;R2)

)]1/2

×
[ ∑
) ∈Tℎ

(
‖X:) ':) v) ‖

2
R2 () ;R2) + ℎ

−1
)

∑
� ∈E)

‖':) v) − %
:+1
, ,�'

:
�v� ‖

2
!2 (�)

)]1/2

.

Using the approximation properties of X:
)
�:
, ,)

(which can be proved using similar arguments as for [10,
Eq. (6.5)]) and 0:

P,)
, it can be checked that the first factor in the right-hand side is . ℎ:+1 |' |N :+1 (Tℎ ;R2) .

By definition of ‖·‖rot rot,ℎ along with (49), the second factor is . ‖v
ℎ
‖rot rot,ℎ. Plugging the above

estimates into the bound of |T2 |, we arrive at

|T2 | . ℎ:+1 | rot rotw |N :+1 (Tℎ ;R2) ‖vℎ ‖rot rot,ℎ . (75)

(iii) Estimate of T3.Moving to the third and last term, we use again the fact that ':
)
O:�,) w = �

:
, ,)

rotw
by the rightmost commutative diagram of (16), then use Cauchy–Schwarz inequalities to write

|T3 | . ℎ:+1
( ∑
) ∈Tℎ

B) (�:, ,) rotw, �:, ,) rotw)
)1/2 ( ∑

) ∈Tℎ
B) (':) v) , '

:
) v) )

)1/2

.

Comparing (46) and (58), it is clear that the second factor is . ‖v
ℎ
‖rot rot,ℎ. In order to estimate the first

factor, we start by recalling the following boundedness property for �:
, ,)

, which is the two-dimensional
counterpart of [10, Eq. (4.26)] and can be proved using trace inequalities: For all A ∈ �2()),

|||�:, ,) A |||, ,) . ‖A ‖!2 () ) + ℎ) |A |�1 () ) + ℎ2) |A |�2 () ) . (76)

Assuming that we can prove, for all ) ∈ Tℎ and all A) ∈ , :
)
, that

B) (A) , A) )
1/2 . ℎ−2) |||�:, ,) %

:+1
, ,) A) − A) |||

2
, ,) , (77)
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we can then write

B) (�:, ,) rotw, �:, ,) rotw)1/2
(77)
. ℎ−2) |||�:, ,) (%

:+1
, ,) �

:
, ,) rotw − rotw) |||, ,)

(76)
. ℎ−2) ‖%:+1, ,) �

:
, ,) rotw − rotw‖!2 () )

+ ℎ−1) |%:+1, ,) �
:
, ,) rotw − rotw |�1 () )

+ ℎ) |%:+1, ,) �
:
, ,) rotw − rotw |�2 () )

. ℎ:+1) | rotw |� :+2 () ) ,

where we have used the approximation properties of %:+1
, ,)

(which are the two-dimensional counterpart
of [10, Eq. (6.2)]) to conclude. This estimate leads to

|T3 | . ℎ:+1 | rotw |� :+2 (Tℎ) ‖v) ‖rot rot,ℎ . (78)

It only remains to prove (77). Expanding B) (A) , A) ) according to its definition (58), we have

B) (A) , A) ) = ℎ
−2
) ‖c:P,) (%

:+1
, ,) A) − A) )‖

2
!2 () ) + ℎ

−1
)

∑
� ∈E)

‖%:+1, ,) A) − %
:+1
, ,�A� ‖

2
!2 (�)

(53)
. ℎ−2) ‖c:P,) (%

:+1
, ,) A) − A) )‖

2
!2 () )

+ ℎ−1)
∑
� ∈E)

‖c:−1P,�%
:+1
, ,) A) − c

:−1
P,�%

:+1
, ,�A�︸           ︷︷           ︸

(41)
= A�

‖2
!2 (�)

+ ℎ−1)
∑
� ∈E)

ℎ�

∑
a∈V�

(
%:+1, ,) A) (xa) − %

:+1
, ,�A� (xa)︸          ︷︷          ︸

(41)
= Aa

)2
(21)
. ℎ−2) |||�:, ,) %

:+1
, ,) A) − A) |||

2
, ,) ,

where the conclusion follows usingmesh regularity towrite ℎ−1
)
ℎ� . 1 and noticing that

∑
� ∈E)

∑
a∈V� Ua =

2
∑
a∈V) Ua for all families (Ua)a∈V) ∈ RV) for the last term. This concludes the proof of (77).

(iv) Conclusion. Plugging (74), (75), and (78) into (73) yields the conclusion. �

5.4.2 Proof of Theorem 17
Proof of Theorem 17. We use the abstract framework of [9]. The consistency error is

E:ℎ ((u, ?); (vℎ, @ℎ)) ≔ ℓℎ ( f , vℎ) − Aℎ ((O
:
�,ℎu, �

:
+ ,ℎ?), (vℎ, @ℎ))

= Ẽ:rot rot,ℎ (u; vℎ) + E
:
grad,ℎ (?; vℎ) + Ẽ

:
grad,ℎ (u; @ℎ),

(79)

where we have used the fact that f = (rot rot)2u + grad ? almost everywhere in Ω and introduced the
primal and adjoint gradient error linear forms E:

grad,ℎ
(?; ·) : �:

ℎ,0 → R and Ẽ:
grad,ℎ

(u; ·) : + :
ℎ,0 → R

such that, for all (v
ℎ
, @
ℎ
) ∈ �:

ℎ,0 ×+
:
ℎ,0,

E:grad,ℎ (?; vℎ) ≔
∑
) ∈Tℎ

∫
)

grad ? · V:�,) v) − 1ℎ (vℎ, �
:
+ ,ℎ?),

Ẽ:grad,ℎ (u; @ℎ) ≔
∑
) ∈Tℎ

∫
)

div u︸︷︷︸
=0

%:+1+ ,) @)
+ 1ℎ (O:�,ℎu, @ℎ).
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Using arguments analogous to the ones of [10, Corollary 2 and Theorem 9], it can be proved that

|E:grad,ℎ (?; vℎ) | . ℎ
:+1 |? |� :+2 (Tℎ) |||vℎ |||�,ℎ,

|Ẽ:grad,ℎ (u; @ℎ) | . ℎ
:+1 |u |N (:+1,2) (Tℎ ;R2) |||M

:
ℎ
@
ℎ
|||�,ℎ .

(80)

Plugging (72) with w = u and (80) into (79) and recalling (62), we obtain

|E:ℎ ((u, ?); (vℎ, @ℎ)) | . ℎ
:+1

(
N(u) + |u |N (:+1,2) (Tℎ ;R2) + |? |� :+2 (Tℎ)

)
‖(v

ℎ
, @
ℎ
)‖�,ℎ .

Recalling [9, Theorem 10] concludes the proof. �
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Figure 1: Convergence of the error components for the numerical test of Section 5.2 on the Cartesian
orthogonal mesh family.
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Figure 2: Convergence of the error components for the numerical test of Section 5.2 on the triangular
mesh family.
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Figure 3: Convergence of the error components for the numerical test of Section 5.2 on the hexagonal
mesh family.
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Discrete space : = 0 : = 1 : = 2 : = 3 : = 4

Triangle, [) = 3

�1()) (head) 3 • 3 • 6 7 • 6 • 10 12 • 10 • 15 18 • 15 • 21 25 • 21 • 28
N(rot rot;)) 6 • 6 • 6 15 • 14 • 13 26 • 23 • 23 39 • 34 • 35 54 • 47 • 49
�1()) (tail) 4 • 4 • 6 9 • 9 • 10 15 • 15 • 15 22 • 22 • 21 30 • 30 • 28

Quadrangle, [) = 4

�1()) (head) 4 • 4 • 8 9 • 8 • 13 15 • 12 • 19 22 • 17 • 26 30 • 23 • 34
N(rot rot;)) 8 • 8 • 8 19 • 18 • 17 32 • 29 • 29 47 • 41 • 43 64 • 55 • 59
�1()) (tail) 5 • 5 • 8 11 • 11 • 13 18 • 18 • 19 26 • 26 • 26 35 • 35 • 34

Pentagon, [) = 5

�1()) (head) 5 • 5 • 10 11 • 10 • 16 18 • 15 • 23 26 • 20 • 31 35 • 26 • 40
N(rot rot;)) 10 • 10 • 10 23 • 22 • 21 38 • 35 • 35 55 • 49 • 51 74 • 64 • 69
�1()) (tail) 6 • 6 • 10 13 • 13 • 16 21 • 21 • 23 30 • 30 • 31 40 • 40 • 40

Hexagon, [) = 6

�1()) (head) 6 • 6 • 12 13 • 12 • 19 21 • 18 • 27 30 • 24 • 36 40 • 30 • 46
N(rot rot;)) 12 • 12 • 12 27 • 26 • 25 44 • 41 • 41 63 • 57 • 59 84 • 74 • 79
�1()) (tail) 7 • 7 • 12 15 • 15 • 19 24 • 24 • 27 34 • 34 • 36 45 • 45 • 46

Table 1: Number of DOFs for the full • serendipity • virtual [22] (with : shifted by −2) discrete
counterparts of the spaces �1()) (head of the complex), N(rot rot;)), and �1()) (tail of the complex)
on a triangle, quadrangle, pentagon, and hexagon element ) for polynomial degrees : ranging from 0 to
4. The relative DOFs reduction is in parenthesis. The parameter [) is defined in Section 3.6. The cases
in which the serendipity DDR space is smaller (resp. smaller or equal) than the other two are highlighted
in dark gray (resp. light gray).
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