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Abstract  

Background: Recently, many research groups have 

tried to develop emergency department triage decision 

support systems based on big volumes of historical 

clinical data to differentiate and prioritize patients. 

Machine learning models might improve the 

predictive capacity of emergency department triage 

systems. The aim of this review was to assess the 

performance of recently described machine learning 

models for patient triage in emergency departments, 

and to identify future challenges. 

 

Methods: Four databases (ScienceDirect, PubMed, 

Google Scholar and Springer) were searched using key 

words identified in the research questions. To focus on 

the latest studies on the subject, the most cited papers 

between 2018 and October 2021 were selected. Only 

works with hospital admission and critical illness as 

outcomes were included in the analysis. 

 

Results: Twenty-one articles concerned the two 

outcomes (hospital admission and critical illness) and 
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developed 75 predictive models. Random Forest and 

Logistic Regression were the most commonly used 

prediction algorithms, and the receiver operating 

characteristic-area under the curve (ROC-AUC) the 

most frequently used metric to assess the algorithm 

prediction performance. Boosting, Random Forest and 

Logistic Regression were the most discriminant 

models according to the selected studies.  

 

Conclusions: Machine learning-based triage systems 

could improve decision-making in emergency depart-

ments, thus leading to better patients’ outcomes. 

However, there is still scope for improvement concer-

ning the prediction performance and explicability of 

ML models. 

 

Keywords: Triage; Emergency Department/Emer-

gency Room; Machine Learning; Modeling; Model; 

Classification; Predictive; Artificially Intelligence; 

Decision Support Systems; Patient Prioritization; 

Natural Language Processing 

 

1. Background 

Emergency service use has increased by approxi-

mately 35% over the last 20 years, whereas the number 

of emergency departments (ED) has declined by 11% 

in the same period [1-2]. Consequently, overcrowded 

emergency rooms and uneven distribution of resources 

are now crucial public health issues. ED, where 

diagnostic and therapeutic interventions must be 

executed rapidly and effectively [3], are one of the 

biggest sources of hospitalization [4-5]. On arrival at 

the ED, patients are first classified according to the 

severity of their condition, in order to provide rapid 

treatment to those requiring immediate medical 

intervention. The aim of this triage, usually performed 

by a nurse on the basis of the patients’ vital signs and 

main complaint [6-7], is to optimize the waiting time 

and prioritize resource usage. Under-triage (low 

sensitivity) of critical patients can delay treatment and 

increase mortality. Over-triage (low specificity) may 

worsen emergency room overcrowding and increase 

waiting times, preventable costs, and resource 

consumption. In this context, the classification proto-

col used by nurses is a widely accepted tool to identify 

priority patients. The Emergency Severity Index 

(ESI), Canadian Triage and Acuity Scale (CTAS), the 

Manchester Triage System (MTS) and French Clinical 

Classification of Emergency Patients (CCMU) are 

some examples of triage protocols frequently used 

worldwide [8-10]. 

 

Recently, there has been increased interest in develop-

ing ED triage decision support systems based on big 

volumes of historical clinical data to differentiate and 

prioritize patients. Artificial intelligence (AI) and 

Machine learning (ML) provide a novel research area 

and have shown promising results. Conventional 

statistical models are based on pre-programmed rules 

derived from specific clinical predicators. On the other 

hand, ML prediction modeling use non-parametric 

algorithms that can incorporate a larger variety of 

complex predictors and maintain predictive perfor-

mance. One of the most important advantages of ML-

based methods is that they can identify patterns in the 

input data using algorithms, and then exploit the 

uncovered patterns to predict future data. It has been 

shown that ML can enhance the triage capacity [3, 11-

15] in order to rapidly screen patients and ensure their 

timely treatment in function of their condition. ML-

based methods can reduce human errors, time and 

costs, and improve the quality of care services. 

Various studies have analyzed the impact of ML on 

ED triage with different prediction objectives, such as 
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patients’ prioritization, critical illness, mortality, ED 

re-admission, ICU admission, ED length of stay, 

cardiac arrest and bacteremia, using the information 

available at triage [16-22]. The authors implemented 

one or more ML models and evaluated their prediction 

performance, in comparison with the conventional 

clinical prediction standards (e.g. ESI).  

 

Other studies focused not only on the use of structured 

data, but also of the textual data generated (e.g. free 

textual notes by nurses or clinicians). The combination 

of Natural Language Processing (NLP) techniques for 

clinical notes and ML may further improve the 

predictive performance [16, 23–25]. Indeed, NLP, one 

of the main AI components, allows converting 

unstructured data, such as ED triage notes, into a set 

of quantitative parameters then can be used in ML-

based systems [26]. The aim of this review was to 

assess the performance of recently described ML 

models used for patient triage in ED. This scoping 

review presents the variables, intelligent techniques, 

and performance measures used to develop these 

models and to evaluate their triage performance. We 

also compared the effect of including unstructured 

data in addition to conventional structured predictors. 

Lastly, we wanted to identify the future challenges of 

incorporating ML models in the ED workflow. 

 

2. Method 

2.1 Information sources and search strategy 

The findings were reported following the Preferred 

Reporting Items for Systematic Reviews and Meta-

Analyses (PRISMA) guidelines [27]. Four databases 

(ScienceDirect, PubMed, Google Scholar and 

SpringerLink) were manually searched using key 

words (“triage”, “emergency department”/“emergncy 

room”, “machine learning”, “modeling”, “model”, 

“classification”, “predictive”, “artificially intellige-

nce”, “decision support systems”, “patient prioritiza-

tion”) identified in the research questions , as done in 

previous studies [28-33]. Only studies published 

between 2018 and October 2021 were selected to 

assess recent developments in this thematic area. 

 

2.2 Selection process and eligibility criteria 

Inclusion and exclusion criteria were defined to select 

relevant articles (Figure 1). Based on the abstract 

analysis, articles were selected if i) triage has taken 

place in the framework of emergency care; ii) ML was 

used to make predictions and the ML model perfor-

mance was compared using evaluation metrics. Only 

studies that compared the different ML models, or one 

or more ML models with at least one standard triage 

method (e.g. clinician judgment, triage-based index 

score) were selected; iii) the prediction outcome 

included hospital admission and critical illness; other 

outcomes, such as mortality prediction, ED re-admis-

sion, ICU admission, ED length of stay were excluded. 

 

2.3 Data collection process 

A checklist based on the Critical Appraisal and Data 

Extraction for Systematic Reviews of Prediction 

Modelling Studies (CHARMS) was established [34], 

and was completed with other information (e.g. 

programming language and modeling libraries). 

 

2.4 Risk of bias assessment 

The Prediction Model Risk of Bias Assessment Tool 

(PROBAST) was used to assess the risk of bias and the 

applicability of the included ML models [35]. This 

tool uses twenty signaling questions to assess four 

domains, and an overall judgement on the risk of bias 

and applicability.  
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         Abbreviations: ML Machine Learning, ICU Intensive Care Unit, LOS Length of Stay 

 

Figure 1: Selection Criteria. 

         

3. Results 

3.1 Study selection 

Among the 2,010 unique articles identified using our 

electronic search strategy, 37 were identified for full-

text review (Figure 2). Twenty-one articles published 

between 2018 and October 2021 were selected and 

analyzed in detail. Their characteristics are 

summarized in Table 1: seven studies were performed 

in the USA (one included data from USA and 

Portugal), three in Korea, two in the Netherlands, two 

in Australia, one in Northern Ireland, one in Israel, one 

in India, one in Brazil, one in Taiwan, one in Chile and 

Spain, and one in Ukraine and Canada. 

 

3.2 Data sample and predictors 

In all selected articles, the study population concerned 

patients visiting the ED, with the exception of the 

article by Kim et al. that focused on the prehospital 

environment [41]. Sample sizes varied from ~20,000 

to ~3,000,000 individuals. Only the study by Olivia et 

al. [45] did not provide clear information on the 

sample size. Figure 3 summarizes the variables used to 

build the ML models in each study. Hong et al. [40] 

included 972 explanatory variables, Roquette et al. 

included 62 [10] and van Rein et al. 48 [48], while the 

other articles used fewer than 20 predictors. Although 

the data used for the ML model implementation were 

specific to each study, several common categories 

could be identified, such as demographic variables 

(age and sex), clinical variables (vital signs and 

diagnosis), arrival information (time and transport 

mode), ED visit outcome (hospital admission or 

discharge). 
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Most authors (17/21 articles) took into account a 

standard triage classification index, such as ESI. Half 

of the articles (11/21 articles) linked data to the 

common main complaints, and only the studies by 

Goto et al., Klug et al. and Chen et al. [16, 42, 50] 

included information on comorbidities. Less than half 

of the articles presented information on the use of 

hospital metrics (e.g. number of previous ED visits 

and number of previous hospitalizations). Hong et al. 

[40], Rendell et al. [47], Chen et al. [50], Roquette et 

al. [10] and Levin et al. [44] included the patients’ past 

medical history. Hong et al. [40], Roquette et al. [10] 

and De Hond et al. [37] added also information on 

historical laboratory test results, and imaging and 

electrocardiogram exams. Six articles investigated the 

role of NLP techniques to improve ED triage 

performance by including free textual triage notes. 

Sterling et al. [23] and Tahayori et al. [26] predicted 

disposition from the ED using only the triage text, 

while Chen et al. [50], Roquette et al. [10] and Choi et 

al. [13] combined structured predictors and unstru-

ctured textual triage notes. Ivanov et al. [51] used 

information collected at triage in addition to the 

textual patient history to predict the patient priority-

zation score, and compared the performance of their 

model to the ESI-based triage performed by nurses. 

 

3.3 Machine learning process  

3.3.1 Candidate variable handling and feature 

engineering: In the majority of the selected studies, 

all variables were included in the implemented models 

(Figure 4). Rendell et al. [47], Kwon et al. [43], 

Fernandes et al. [38] and Araz et al. [36] used Stepwise 

or Correlation-based methods for feature selection to 

reduce the number of input variables. When building 

a predictive model, it is often possible to improve its 

predictive performance by transforming variables. The 

most common transformation methods include categ-

orization (e.g. bucketing, binning), interactions, and 

polynomial or spline transformation for numerical 

variables. Only Rendell et al. proposed predictor 

interaction features [47]. None of the authors used 

polynomial or spline transformation. Levin et al. [44] 

and Kim et al. [41] did not provide any clear 

information on the variables retained in their models. 

 

3.3.2 Data resampling: In most articles, the datasets 

were randomly partitioned into training and test 

datasets (Table 1). The percentage of data contained in 

each dataset differed among studies (e.g. 90:10 in the 

study by Hong et al. [40], and 70:30 in the study by 

Raita et al. [46]). Levin et al. used the bootstrapping 

resampling technique [44]. Fourteen studies used the 

cross-validation method to validate the model perfor-

mance or to tune hyperparameters, which helps to 

avoid the risk of overfitting or underfitting [52-53]. 

 

3.3.3 Prediction algorithms and calibration of 

hyperparameters: In total, 75 models were used to 

predict hospital admission or critical illness outcomes 

(Figure 5). Deep Neural Network and Logistic 

Regression (n=12/21 articles) were the two most 

widely used models, followed by Random Forest 

(n=11/21 articles) and Gradient Boosting models 

(n=10/21 studies). Some models were only used in one 

study: K-Nearest Neighbors (Rendell et al. [47]) and 

Random Under Sampling Boost (Fernandes et al. 

[38]). Among the used tools, R and Python were the 

most common, followed by Java, MATLAB and the 

SQL language. Only 11/21 articles included infor-

mation on calibration of at least one hyperparameter, 

depending on the method used [10, 16, 23, 36-40, 46, 

49, 51]. 
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3.3.4 Evaluation metrics: The metrics used to 

evaluate the performance of the different models 

(Figure 6) included the F1 score, the receiver operating 

characteristic-area under the curve (ROC-AUC), sen-

sitivity and specificity, and accuracy. The sensitivity 

and specificity and ROC-AUC metrics were the most 

used. 

 

3.3.5 Model agnostic methods: Most authors used 

Logistic Regression coefficients to identify significant 

variables. For models that cannot be interpreted 

directly, such as Random Forests, Gradient Boosting 

and Neural Networks, the Permutation Feature Import-

ance model-agnostic method was used in eight studies 

to identify the variables that most contributed to 

discrimination [16, 37-38, 40-42, 44, 46]. This method 

assesses the predictor importance by measuring the 

increase of the prediction error when the feature values 

are permuted.  

 

3.4 Model performance assessment 

3.4.1 Hospitalization outcome: In the selected 

studies, 60 models were developed (Table 1) with 

hospital admission as outcome. Figure 7 illustrates the 

performance of the prediction models based on the C-

statistic method (AUC). Gradient Boosting was the 

most discriminant (median AUC = 0.863 and 

interquartile ranges (IQR) = 0.859-0.891), compared 

with Logistic Regression (median AUC = 0.845, IQR 

= 0.806-0.887), Lasso-ElasticNet (median AUC = 

0.825, IQR = 0.818-0.833) and Single Layer Neural 

Networks (median AUC = 0.825, IQR = 0.820-0.830), 

and also Deep Neural Networks and K-Nearest 

Neighbors (median AUC = 0.822 for both, IQR = 

0.795-0.876 and 0.815-0.850, respectively). 

 

3.4.2 Critical illness: Fifteen models used critical 

illness as outcome measure (Figure 8). Deep Neural 

Networks displayed the best performance in 

differentiating between patients with and without a 

critical illness (median AUC = 0.875, IQR = 0.857-

0.895), followed by Random Forest (median AUC = 

0.870, IQR = 0.850-0.881), Logistic Regression 

(median AUC = 0.851, IQR = 0.846-0.860), and 

Gradient Boosting (median AUC = 0.840, only one 

model). 

 

3.4.3 Natural language processing: Bag-of-words 

(BOW), term frequency-inverse document frequency 

(TF-IDF), word embedding [54], and paragraph 

vectors [55] were common NLP techniques used to 

transform free text into numerical variables [50]. 

Serling et al. [23] and Tahayori et al. [26] used NLP to 

process the free text of the nurses’ triage notes, 

independently of other clinical variables, to predict 

patient outcomes. Serling et al. [23] tested three 

common NLP techniques: BOW, word embedding, 

and paragraph vectors. Model training and validation 

were performed using Deep Learning for Java (DL4J). 

They found that the best prediction for hospital 

admission were obtained with paragraph vectors 

(AUC = 0.785, 95% CI = 0.782 - 0.788). Tahayori et 

al. [26] used the Bidirectional Encoder Represe-

ntations from Transformers model and obtained an 

AUC of 0.88 for predicting hospital admission. Ivanov 

et al. used the C-NLP method from the OpenNLP Java 

library to extract medical historical data. They found 

that when using the NLP information, accuracy of 

predicting ED disposition was 26.9% higher than the 

mean nurse accuracy (75.7% versus 59.8%) (P <.001). 

Chen et al. compared the prediction performance of 

only structured predictors, of only clinical narratives 

recorded following the Subjective, Objective, 

Assessment, and Plan (SOAP) method, and of the 

combination of structured data and unstructured texts. 

They showed that the third option gave the best 
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prediction metric. Figure 9 shows the performance of 

the different models with and without NLP techniques. 

Roquette et al and Choi et al did the same analysis 

using free triage notes instead of SOAP notes, and 

concluded that the addition of nursing triage text data 

improved the prediction performance of all the studied 

models. 

 

 

Abbreviations: ML Machine Learning, ICU Intensive Care Unit, LOS Length of Stay 

 

Figure 2: Flow diagram of database search and final selection. 
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Author Year Country Population Outcome Method Used Predictors Sample size Validation Method Tools (R, Python packages) 

Araz et al. 

[36] 
2019 USA ED Hospitalization 

LR, ANN, DT, RF, 

SVM, XGBoost 
7 118,005 

Randomly partitioned (70: 

15:15) Training: validation: 

test 

R (packages: glm, 

NeuralNetTools, ksvm, 

randomForest, XGBoost) 

Choi et al. 

[13] 
2019 Korea ED KTAS level LR, RF, XGBoost 10 138,022  

Python (pandas, scikit-learn, 

soynlp libraries) 

De Hond et 

al. [37] 
2021 Netherlands ED Hospitalization 

LR, RF,GBDT, 

DNN 
20 172,104 

Split sample (66.6:33.3) + 

cross validation 
Python, R 

Fernandes 

et al. [38] 
2019 

Portugal and 

USA 
ED 

Hospitalization 

(ICU) 
LR, RUSB, RF 13 

599,276 and 

267,257 

respectively 

Random stratified sample 

(70:30) + 10-fold cross -

validation 

 

Goto et al. 

[16] 
2019 USA ED 

Critical illness 

and 

hospitalization 

LASSO, RF, 

GBDT, DNN 
8 52,037 

Random split sample (70:30) + 

cross-validation 
R, Keras 

Graham et 

al. [39] 
2018 

Northern 

Ireland 
ED Hospitalization LR, RF,GBDT 13 107,545 

Split sample (80:20) + cross-

validation 
SQL, R 

Hong et al. 

[40] 
2018 USA ED Hospitalization LR, GBDT, DNN 972 560,486 Random split sample (90:10)  

R (caret, xgboost, Keras, 

pROC) 

Kim D et 

al. [41] 
2018 Korea Prehospital Critical illness LR, RF, DNN 5 460,865 10-fold cross-validation 

MATLAB, Python 

(tensorflow) 

Klug et al. 

[42] 
2019 Israel ED 

Early and short-

term mortality 
GBDT 11 799,522 

Training (year 2012 to 2017) 

and Validation (year 2018) 
Python, R (XGBoost library) 
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Kwon et al. 

[43] 
2019 Korea ED 

Critical illness, 

hospitalization 
DNN, RF, LR 8 2,937,078 10-fold cross-validation 

Python (TensorFlow), R 

(glmulti, randomForest) 

Levin et al. 

[44] 
2018 USA ED 

Critical care,  

Hospitalization, 

emergency 

procedure 

RF 18 172,726 
Random split sample (66:33), 

bootstrapping 
 

Olivia et 

al. [45] 
2018 India ED Triage Level DT, SVM, NN, NB 8 - 10-fold cross-validation Python (Keras) 

Raita et al. 

[46] 
2019 USA ED 

Critical illness, 

hospitalization 

LR, LASSO, 

RF,GBDT, DNN 
6 135,470 

Random split sample (70:30) + 

10-fold cross-validation 

R (glmnet, ranger, caret, 

xgboost, Keras) 

Rendell et 

al. [47] 
2019 Australia ED Hospitalization 

B, DT, LR, NN,NB, 

KNN 
11 1,721,294 10-fold cross-validation START, Python (scikit-learn) 

Roquette et 

al. [10] 
2020 Brazil Pediatric ED Hospitalization 

SVM, ElasticNet, 

DNN, 

Catboost, XGBoost 

62 499,853 

Training (Jan 2015 to Apr 

2018) + CV 

Test (May to Aug 2018) 

R version 3.5 and Python 

version 3.6 (Keras version 

2.2.4 with Tensorflow back-

end version 1.10.0 for the 

deep learning part) 

Sterling et 

al. [23] 
2019 USA ED Hospitalization 

NLP (BOW, PV, 

TM) & NN 
1 260,842 Random split sample (50:50) 

Deep Learning for Java 

(DL4J) 

van Rein et 

al. [48] 
2019 Netherlands Prehospital Critical illness LR 48 6,859 Separate external validation R 

Wolff et al. 

[49] 
2019 

Chile and 

Spain 
Pediatric Hospitalization DL, RF, NB, SVM 7 189,718 

Hold-out scheme (80:20) + 5-

fold cross-validation 
- 
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Chen et al. 

[50] 
2020 Taiwan 

All non-

trauma adult 

ED visits 

Hospitalization LR, DNN 15 18,308 10-fold cross-validation 
Python Tensorflow and scikit-

learn 

Ivanov et 

al. [51] 
2021 

Ukraine and 

Canada 
ED ESI triage acuity XGBoost - 166,175 - 

Java 8.0 (Oracle Corporation) 

OpenNLP Java library 

Python Sklearn and SciPy  

Tahayori et 

al. [26] 
2020 Australia ED 

Patient 

disposition 
DNN 1 399,876 80%/20% split 

TensorFlow Keras 

Google BERT 

 

Table 1: Characteristics of the selected articles. 
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For each article, the included variables are shown by a green diamond. Variables that were not included (or not available) and 

variables for which no clear information was found are shown with red and gray diamonds, respectively.  

 

Figure 3: Predictors/candidate variables included in the selected articles. 
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Figure 4: Candidate variable handling and feature engineering for model building in the different studies. Green 

diamond, yes; red circle with a cross, no; gray circle with a cross, no clear information. 
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Figure 5: Algorithms used in the selected studies. Green diamond, algorithm used in that study; red circle, not used 

in that study. 
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Abbreviations: PR AUC area under the precision recall curve, ROC AUC area under the receiver operating characteristics curve, 

PPV positive predictive value, NPV negative predictive value. 

 

Figure 6: Evaluation metrics used in the included studies. 

 

 

 

Figure 7: C-statistics of the algorithms used to predict hospitalization. 
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Figure 8: C-statistics of the algorithms used to predict critical illness. 

 

 

Abbreviations: DNN Deep Neural Networks, GB Gradient Boosting, LR Logistic Regression, RF Random Forest 

 

Figure 9: C-statistics of the algorithms with and without NLP techniques. 

 

4. Discussion 

The objective of these studies that developed ED 

triage algorithms was to propose decision support 

systems to help health professionals to prioritize high-

risk patients. As mentioned in previous review articles 

[16, 36, 38-40, 41, 43-44, 46], the reference standard 

on which ED triage is currently based, such as the ESI, 

can hardly recognize critically ill patients. Indeed, it is 

hard to deal with such detailed data on the little time 

available. Advanced AI models based on big volumes 

of historical clinical data may allow overcoming this 

obstacle. The aim of the present review was to identify 

the tools needed to build robust and efficient 

prediction algorithms that offer higher discrimination 

performance than the reference standard models. The 

twenty-one recent and most cited studies from 2018 to 
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October 2021, selected for this review, described ML-

based decision support systems to improve patient 

triage in ED. Two outcomes were selected: hospital 

admission and critical illness. The most common 

methods were Gradient Boosting (17 models), 

followed by Random Forest, Logistic Regression and 

Deep Neural Networks (15 models/each).  

 

The objective of this review was not only to describe 

the developed methods and techniques, but also to 

identify possible improvements. A common problem 

with the selected studies was that they did not describe 

in detail or did not report their feature engineering 

process. Only one study mentioned that they took into 

account the predictor interactions [47]. No study 

explained how they would model non-linear numerical 

predictors and non-linear relationships (e.g. poly-

nomials or splines). Furthermore, nine of the included 

studies mentioned that they took into account the 

hyperparameter calibration [16, 36-40, 46]. However, 

the majority did not explain the rationale behind the 

choice of calibration method and did not include the 

results of this analysis. Yet, the calibration result 

analysis might be crucial during the development of a 

transportable model that needs to be adapted to new 

settings [15, 56-58]. Many authors mentioned the 

necessity to offer the widest possible range of predic-

tion approaches. For example, Rendell et al. high-

lighted the different advantages of each ML algorithm 

and emphasized that these algorithms overcome the 

limitations of more traditional regression techniques 

by offering both linear and non-linear decision forms. 

However, in our selected studies, only two studies 

implemented six models [10, 36], and most proposed 

only three to four prediction algorithms.  

 

In all selected studies (n=21), the ED triage outcome 

was imbalanced in terms of the two disposition classes 

(hospital admission or not, and critical illness or not). 

However, only two articles (Wolff et al. [49] and 

Tarayori et al. [26]) balanced the dataset by over-

sampling the minority class to avoid naive results with 

‘high accuracy’. Future works could include system-

atically this step in the ML-based ED triage workflow. 

The studies on NLP contribution to ED triage 

performance showed that the addition of textual data 

enhanced the prediction performance of all studied 

models, even when using minimal text preprocessing 

[10, 13, 50]. This suggests that some information 

included in unstructured data is not captured by the 

conventional structured triage predictors, even with 

the minimal text preprocessing. The interest of more 

recent NLP techniques, such as recurrent neural 

networks and convolutional neural networks, for 

textual data could be explored in future studies [13]. 

  

Lastly, model-agnostic interpretation methods help to 

understand how features can affect the model predi-

ction. They are flexible and can be applied to any ML 

model to find new patterns and to know more about 

the dataset [59-61]. In the selected studies, the authors 

used exclusively the Permutation Feature Importance 

method to identify relevant features. Other methods, 

such as Partial Dependence Plot, Accumulated Local 

Effect Plots, Feature interaction (H-statistic), Funct-

ional Decomposition, and Global Surrogate Models, 

could be investigated in future works to identify 

predictors that might affect the patient triage 

prediction [59]. Predictive modeling can be useful for 

human triage as a support tool because expertise in ED 

triage requires significant training and may be limited 

in resource-constrained contexts. A support tool based 

on ML and NLP may be more robust to accurately 

assess and classify severe symptoms, with the aim of 

identifying the patients who need rapid treatment in 

ED.  
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5. Conclusion 

This review found that combining ML with historical 

clinical data for patient triage in ED has a clear 

advantage over the reference standard currently in use. 

However, there is still scope for improvement to 

enhance the prediction performance and explicability 

of ML models: 1) integration of predictors’ intera-

ctions and non-linear relationships; 2) precise infor-

mation on hyperparameter calibration to make models 

more transportable; 3) correction of unbalanced 

datasets using the oversampling method; 4) testing 

more advanced NLP techniques to convert free text 

into numerical representation, and 5) more studies on 

the different model-agnostic interpretation methods to 

identify predictors that affect the triage process. The 

goal is to optimize the patient flow in order to improve 

their management, reduce waiting time, and efficiently 

use resources [62-63]. 
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