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Abstract

Underground nuclear explosions generate non-isothermal two-phase flows, heat and mass trans-

fer, and tracer transport through fractured porous media. The governing equations of these coupled

phenomena on the Darcy scale are presented and the corresponding numerical code is briefly de-

scribed. Two configurations are considered. In the first one, the damaged zone generated by the

explosion is replaced by equivalent macroscopic boundary conditions at the bottom of the medium.

Vapor condensation at distance from this zone plays a crucial role and slows down the tracer trans-

port to the ground surface, while the presence of hot liquid water and of hot rubble particles

in it accelerates it. In the second configuration, the damaged zone itself is treated as a porous

medium with specific properties and is integrated in the simulation domain. Several regions can

be distinguished with different properties, such as the chimney, the cavity, the solidified magma,

the fractured porous medium, and the intact porous medium. Phase change, heat transfer and

tracer transport can be detailed in these regions and at the boundaries between them. Among the

most important conclusions, the role of phase change, of the thermal properties and therefore of

the temperature, is pointed out.
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I. INTRODUCTION

An underground nuclear test generates extreme pressures and temperatures which induce

dramatic mechanical damage to the host rock and strong flows of water, vapor and air

together with production of various nuclides among which gaseous species such as radioxenon

play a particular role for remote detection (Sun et al, 2015; Carrigan et al, 2016 and 2019).

The objective of this work is to analyze the transport and transfer aspects of these complex

phenomena when the host rock has reached a stable state.

The following ingredients are necessary in order to perfom a realistic modeling. Three

compressible fluids, namely air, water and its vapor, should be considered with heat and

mass transfer. Therefore, the temperature field should be determined by solving an energy

conservation equation. Moreover, the test generates radioactive elements which are carried

by the fluids to the atmosphere. Finally, these transport and transfer occur through a

medium with heterogeneous properties including a fractured porous matrix.

These are the general requirements. In addition, the numerical formulation should be

sufficiently flexible to account for various boundary conditions and for variable distributions

of the petrophysical characteristics of the medium, such as the porosity, the permeability,

and the fracture density. For instance, the same code should be able to cope with the early-

time conditions after rock stabilization when pressure and temperature are high and the

long term behaviour when barometric pumping due to minute variations of the atmospheric

pressure become predominant.

The following short literature review is devoted to transport of radionuclides from a nu-

clear cavity after an explosion from the point of view of its modeling. With a few exceptions

such as Sun et al (2015) and Carrigan et al (2016, 2019), the thermal effects are neglected

and only the long-term evolution is analyzed when barometric pumping is predominant.

A few papers use a simplified approach usually based on Nilson et al (1991) in order

to easily obtain orders of magnitude. The configurations are composed of a single vertical

fracture or of a series of such fractures periodically arranged. The transport equations are

then solved in these configurations (Harp et al, 2019, 2020).

However, most papers use the dual permeability approach of Barenblatt et al (1960) with

various degrees of sophistication and various softwares depending on their institutes. NUFT

is used for single phase flows by Sun and Carrigan (2014) and for two-phase flows the thermal
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effects are neglected and only long-term by Sun and Carrigan (2014, 2016), Sun et al (2015)

and Guillon et al (2016). FEHM is used by Jordan et al (2014, 2015), Harp et al (2018),

and Bourret et al (2020) for instance. Other codes are used by Lowrey et al (2013, 2015).

The methodology adopted here is very different since the exact geometry and properties

of the fracture network are taken into account as was done by Mourzenko et al (2014) for

barometric pumping. Of course, the computation cost is significantly increased, but a much

more precise quantification of the phenomena is possible.

This paper which is a continuation of the companion paper (Pazdniakou et al, in prepa-

ration) is organized as follows. Section II provides the basic partial differential equations

governing the phenomena on the Darcy scale, and the necessary constitutive equations.

Theoretical details and the numerical methodology are exposed in the Appendices. The

two studied configurations are detailed in Section III where the effect of an underground

nuclear explosion on the host rock is first described. The applications to tracer transport

from a damaged zone replaced by approximate boundary conditions at the bottom of the

simulation domain are presented in Section IV. The difference between two-phase flow with

and without phase change is analyzed, as well as the influence of liquid water and of an ad-

ditional heat capacity in the damaged zone due to the presence of rubble particles. Results

relative to a damaged zone which belongs to the simulation domain are presented in Section

V. The damaged zone is first uniformly heated with uniform properties, and the influence

of evaporation is outlined. Then, results relative to a damaged zone with heterogeneous

properties and initial temperatures are summarized. Finally, some conclusions are given in

Section VI.

II. GENERAL

In this section, the basic equations governing the tracer transport by a fully compressible

non-isothermal flow inside a fractured porous matrix are formulated. They are based on

two major assumptions, namely the validity of the description on the Darcy scale, and local

equilibrium.
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A. Two phase flow

In this model, a tracer is transported by the flow of two distinct phases. The liquid

wetting phase denoted by the subscript w is naturally associated with liquid water which

is generally present underground under normal conditions. The gaseous non-wetting phase

denoted by the subscript n corresponds to air. While the air itself is a mixture of gases,

for our model it is important to distinguish between dry air (subscript a) and water vapor

(subscript v) due to water evaporation. Two phase flow takes place inside the porous matrix

(subscript m) as well as inside the fractures (subscript f). The equations are very close to

the ones used by Bogdanov et al (2003a).

Both, liquid and gaseous phases obey the mass conservation equations inside the porous

matrix
∂εmρw(1− Sn)

∂t
+∇ · ρwv̄w = Em (1a)

∂εmρnSn
∂t

+∇ · ρnv̄n = −Em (1b)

where εm[−] is the matrix porosity, ρα[ML−3] the density of phase α, Sα[−] the saturation,

v̄α[LT−1] the mean seepage velocity, and Em[ML−3T−1] the phase transition source term

associated with evaporation/condensation.

Inside the fractures, similar equations are written

∂bεfρw(1− Sn)

∂t
+∇S · ρwqw + [ρwv̄w] · n = Ef (2a)

∂bεfρnSn
∂t

+∇S · ρnqn + [ρnv̄n] · n = −Ef (2b)

where b [L] is the fracture aperture, εf [−] the fracture porosity (normally εf = 1), qα[L2T−1]

the flow rate per unit width (integral of flow velocity over the fracture aperture), and

Ef [ML−2T−1] the phase transition rate equivalent to a mass source or sink. Here, ∇S =

(I− nn) · ∇ denotes the two-dimensional gradient operator in the fracture plane, where n

the unit normal vector to the fracture, and I[−] the unit tensor. The [ραv̄α]·n term describes

the exchange between the fractures and the porous matrix, with [ζ] denoting the difference

between the values of an arbitrary quantity ζ at the +n and −n sides of the fracture.

The mean seepage velocities v̄α are related to the flow driving forces (pressure gradient

and gravity) by assuming the generalized Darcy laws

v̄w = −Kr,w

µw
Km (∇pw − ρwg) (3a)

4



v̄n = −Kr,n

µn
Km (∇pn − ρng) (3b)

where Kr,α[−] is the relative permeability, µα[ML−1T−1] the viscosity, Km[L2] the porous

matrix permeability, pα[ML−1T−2] the pressure, and g[LT−2] the gravity acceleration.

The same considerations for the flow rates qα for unit width of the fractures lead to

similar Darcy’s laws

qw = −σr,w
µw

σf (∇Spw − ρwgS) (4a)

qn = −σr,n
µn

σf (∇Spn − ρngS) (4b)

where σf [L
3] is the fracture transmissivity, σr,α[−] the relative fracture transmissivity; gS is

given by gS = g · (I− nn). It is important to note that pressure is regarded as constant

across the fracture aperture, and equal to the pressure in the matrix on either side (which

implies [p] = 0).

B. Water vapor transport

In our model, the gaseous non-wetting phase n is a mixture of dry air a and water vapor

v. For this binary mixture, the transport of the vapor component inside the porous matrix

is described by the following convection-diffusion equation

∂(εmSnρnCv)

∂t
+∇ · (v̄nρnCv)−∇ ·

(
DmvD̄nρn∇Cv

)
= −Em (5)

where Cv[−] is the water vapor mass fraction, Dmv the molecular diffusion coefficient of

the vapor, and D̄n is the effective diffusivity of the pore space occupied by the non-wetting

phase. A similar convection-diffusion equation is formulated for the fractures and is given

in Appendix A for the sake of brevity (A1).

The dry air mass fraction Ca can be simply derived from the additional relation

Ca + Cv = 1 (6)

which holds everywhere.

This set of equations is well suited for Cv small or equal to 1. A more sophisticated

approach for multi-component diffusion would require significant modifications of the model

and is left outside the scope of the present study. Moreover, the vapor transport by diffusion

is expected to be of little importance for the considered phenomena which are characterized
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by steep spatial variations of temperature. High vapor concentrations (Cv ≈ 1) can only

exist inside the limited overheated pressurized zone. Since it leaves this zone by convection

and enters into the much cooler surrounding pore space, the vapor is very quickly condensed

which decreases its concentration down to the ambient level (Cv ≈ 0.012).

C. Energy transport

The energy transport influences all the phenomena included in the model. Heat transfer

takes place by conduction and convection, while radiative transfer is ignored. The assump-

tion of local thermal equilibrium implies the use of a single temperature T [K] for the solid

Ts, gas Tn, and liquid Tw phase at a given point

T = Ts = Tn = Tw (7)

Hence, the energy transport equations can be easily combined for all the phases present

in the model. For the porous matrix, they yield

∂

∂t
{εm [ρw(1− Sn)h∗w + ρnSnh

∗
n] + (1− εm) ρsh

∗
s}+∇ · (v̄wρwh∗w + v̄nρnh

∗
n) (8)

−∇ · (λm∇T ) = Rm + εm

[
(1− Sn)

∂pw
∂t

+ Sn
∂pn
∂t

]
where h∗α[L2T−2] is the α phase specific enthalpy, λm[MLT−3K−1] the effective conductivity

of the porous matrix, and Rm[ML−1T−3] the energy source term corresponding to the phase

change. The first term of the equation corresponds to the energy accumulation, the second

to the energy transfer due to convection, and the third term to heat conduction. The last

term of the equation on the right side corresponds to the combined contribution from the

compression work and the viscous dissipation. Since constant specific heat capacities are

assumed for all phases, the specific enthalpies are linear functions of temperature

h∗s = csT , h∗w = cwT , h∗n = (caCa + cvCv)T (9)

where cα[L2T−2K−1] is the α phase specific heat capacity at constant pressure.

For the fracture network, the temperature is considered constant across the fracture

aperture and equal to the porous matrix temperature on either side. The resulting detailed

equation is given by (A2).
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D. Tracer transport

The tracer is soluble in both the wetting and the non-wetting phases. In most cases,

both phases are simultaneously present at a given location. Again an instantaneous local

equilibrium between the tracer concentration inside the wetting phase ρwc
∗
w and the non-

wetting phase ρnc
∗
n is supposed. Thus, the tracer concentrations are related through Henry’s

law

c∗nρn = KDc
∗
wρw (10)

where KD is the gas-liquid distribution constant. With this relation, a new variable can be

introduced

C̃∗ =
ρw(1− Sn)c∗w + ρnSnc

∗
n

(1− Sn)K
− 1

2
D + SnK

1
2
D

(11)

which effectively characterizes tracer concentration whatever the number of phases present

at a given location. The phase related concentrations can be easily recovered by using

c∗w =
C̃∗

K
1
2
Dρw

, c∗n =
K

1
2
DC̃
∗

ρn
(12)

The denominator in (11) can be associated with the effective saturation

S̃ = (1− Sn)K
− 1

2
D + SnK

1
2
D (13)

Also, an effective convective velocity inside the porous matrix and an effective convective

flux inside the fractures can be defined as

˜̄v = v̄wK
− 1

2
D + v̄nK

1
2
D (14a)

˜̄q = qwK
− 1

2
D + qnK

1
2
D (14b)

Then, combining the individual tracer transport equations for wetting and non-wetting

phases together and using the newly defined effective variables yields the single tracer trans-

port equation for the porous matrix as

∂εmS̃C̃∗

∂t
+∇ ·

[
˜̄vC̃∗ −

(
DmwD̄wρw∇

C̃∗

K
1
2
Dρw

+DmnD̄nρn∇
K

1
2
DC̃
∗

ρn

)]
= Wm (15)

where D̄w is the effective diffusivity of the pore space occupied by the wetting phase, Dmw

and Dmn are the tracer molecular diffusion coefficients for the wetting and the non-wetting
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phase, respectively; Wm is the tracer source term. This equation can be solved for the

effective concentration C̃∗, irrespectively of the phase distribution inside the simulation

domain.

A similar equation holds inside the fractures (A3). The terms Wm and its counterpart

in fractures Wf are included in the general code, but are taken equal to zero in this work;

they could be used to take into account radon emanation for instance.

E. Constitutive equations

Several constitutive equations must be supplied to complete the model.

1. State equations

The compressibility of the wetting phase is taken into account by a linear equation of

state

ρw = ρw,0 [1 + Cw (pw − pw,0)] (16)

where Cw [Pa−1] is the wetting fluid compressibility, and ρw,0 = 1000 kg m−3 is a reference

density at a reference pressure pw,0 = 1 bar. For water, Cw is very low and of the order of

10−10 Pa−1. Unfortunately, the influence of temperature was not taken into account.

For the gaseous phase, the equation of state of ideal gases is adopted

ρn = ρa + ρv =
pn

RT (Ca/Ma + Cv/Mv)
(17)

where Rg = 8.3145 J K−1 mol−1 is the ideal gas constant, Ma = 0.02896 kg mol−1 the dry

air molar mass, and Mv = 0.01801528 kg mol−1 the water vapor molar mass.

2. Capillary pressure and relative permeabilities

The pressures inside the wetting and the non-wetting phases are related one to another

by the capillary pressure pca as

pca = pn − pw (18)
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The relation between the capillary pressure pca and the wetting fluid saturation Sw is

described by van Genuchten (1980)

Swβ =

[
1 +

(
pca
p0β

)nβ] 1
nβ
−1

, pca = p0β

[
S

nβ
1−nβ
wβ − 1

] 1
nβ

, (β = m, f) (19)

where p0β and nβ are model parameters which define the shape of the capillary pressure

curve. In addition, the relative permeabilities Kr,i and transmissivities σr,i are modeled as

Kr,w = S
1
2
wm

[
1−

(
1− S

nm
nm−1
wm

)1− 1
nm

]2
, Kr,n = Sqmnm (20)

σr,w = S
1
2
wf

[
1−

(
1− S

nf
nf−1

wf

)1− 1
nf

]2
, σr,n = S

qf
nf (21)

Obviously, the model parameters p0β, nβ and qβ are different in the porous matrix and the

fractures. The very same equations were used by Bogdanov et al (2003b). The possible

difficulties close to Sw = 0 are discussed in Appendix B.

3. Effective diffusion coefficients

The effective diffusivities of the pore space occupied by the wetting D̄w and non-wetting

D̄n phases can be expressed by

D̄w = D̄mSw , D̄n = D̄mSn with D̄m = ε1.4m (22)

where D̄m is the effective diffusivity of the porous medium approximated by Archie’s law

(see Adler, 1992).

The effective diffusional conductivities of the fracture volume occupied by the wetting

Σ̄w and non-wetting Σ̄n phase can be defined as (see Appendix A)

Σ̄w = Σ̄fSw , Σ̄n = Σ̄fSn with Σ̄f = b (23)

where Σ̄f is the fracture diffusional conductivity for a plane channel of constant aperture b

(Adler et al, 2012).

The effective conductivities of the porous matrix and of the fractures are approximated

as

λm =
λU,m + λL,m

2
, Λf = b

λU,f + λL,f
2

(24)

where λL,η and λU,η (η=m,f) are the lower and the upper Hashin-Shtrikman bounds calcu-

lated by taking into account the solid, the wetting and the non-wetting phases.
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F. Evaporation/condensation source term

The evaporation/condensation phenomenon can be naturally taken into account by using

the source terms Eα and Rα which describe mass and energy effects, respectively.

For water, liquid and vapor phases are distinguished below the critical point at pC=221.2

bar and TC=647.3 K. The energy variation ∆Hw due to evaporation/condensation can be

expressed as a function of temperature (Reid et al, 1987)

∆Hw =
[
7.08τ 0.354 + 10.95ω τ 0.456

]
RTC [J mol]−1 (25)

where ω is the acentric factor (ω=0.344 for water), and τ = 1− T/TC .

Evaporation/condensation takes place when there is a difference between the water vapor

pressure

pv = R
ρv
Mv

T (26)

and the saturation vapor pressure at a given temperature (Reid et al, 1987)

psv = pCe
TC
T

(−7.76451τ+1.45838τ1.5−2.7758τ3−1.23303τ6) (27)

The net mass flux due to phase change per unit area of liquid/vapor interface can be

evaluated by the Hertz-Knudsen-Schrage equation. It is proportional to psv−pv and sufficient

to provide or extract enough vapor from the gas in the neighboring interstitial space to bring

the partial pressure back to its equilibrium value in much less than 1 second, i.e. much less

that the typical time step for the simulations. For this reason, the exchange terms Em and

Ef are modeled as

Em = − 1

δt
εmSn

(
(psv − pv)Mv

RT

)[
1− 2

− δt
t0.5,α

]
(28a)

Ef = − 1

δt
bεfSn

(
(psv − pv)Mv

RT

)[
1− 2

− δt
t0.5,α

]
(28b)

Let us first ignore the factors within brackets. δt [s] is the time step. Obviously, these original

source terms are devised to bring to zero the difference between the local water vapor and

saturation vapor densities during one time step. The energy source terms corresponding to

the phase change for the porous medium Rm and for the fractures Rf can be easily defined

as

Rm =
Em∆Hw

Mv

; Rf =
Ef∆Hw

Mv

(29)
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In order to improve the numerical stability of the code, the factors within brackets were

added where t0.5,α [s] is a time scale parameter which can be set separately for evaporation

t0.5,e and condensation t0.5,c. Further details are given in Appendix B.

III. THE STUDIED CONFIGURATIONS

First, this section provides the main characteristics of the underground medium after the

explosion. Then, this medium is schematized by two configurations. The more complete

one is called configuration with an internal damaged zone (CIDZ). The nuclear cavity and

the chimney, previously called the damaged zone, that developed after the nuclear explosion

are viewed as a porous medium with specific properties, surrounded by the host rock and

prolongated up to the surface by a fractured porous medium; the evolution of this zone

which may include solidified magma is computed with the rest of the domain; the subscript

c will denote the quantities relative to this zone. A simplification of the previous one is

called configuration with boundary conditions (CBC) since the damaged zone generated by

the explosion is now included in the computations by some overall conservation relations

and by the boundary conditions imposed at the bottom of the fractured porous medium.

The physical properties and parameters for both configurations are summarized in Table

I. For the calculations, the same initial tracer mass fraction inside the damaged zone c∗n = 0.1

is imposed and the concentration fields and curves which are represented correspond to this

condition. However, it must be noted that due to the different initial conditions inside the

damaged zone (gas pressure and temperature), the initial total mass of tracer varies from

case to case. For the analysis, it is important to note that all the obtained tracer fluxes

are rescaled to the same initial tracer mass Mc = 15 g which can be safely done due to the

linearity of the tracer transport equation; for 133Xe, this mass corresponds to ca. 0.1 mol or

1017 Bq.

A. General

As the phenomenology of underground nuclear explosions is beyond the scope of this work,

we will here only refer to a given finite geometry with given properties. Johnson (1959),

Boardman (1964), Derlich (1970) and Carothers (1995) provide more details on phenomenol-
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ogy. As an example, the list of the United States nuclear tests (DOE/NV-209, 2015) shows

the diversity of the underground nuclear test configurations. For demonstration purposes,

an energy of 150 kt is considered, which corresponds to the upper boundary of the energy

range assigned to nuclear tests conducted after 1973, following the Treaty on the Limitation

of Underground Nuclear Weapon Tests (DOE/NV-209, 2015). As presented by Boardman

(1964), a 150 kt-explosion at a depth of 630 meters in a granitic rock would produce a cavity

with a radius of ca. 50 meters (hence a volume of ca. 5×105 m3) and develop a chimney

with an height of ca. 230 m filled with rubbles. The chosen characteristics (energy, depth

of burial, rock type) and assumed geometrical and thermodynamic consequences (volume of

cavity, height of chimney, initial pressure and temperature) do not represent any particular

existing nuclear test. They rather represent a paradigm with realistic features including high

gradients and long distances to demonstrate the robustness of the code as well as to provide

relevant lessons regarding what controls tracer gas emission to the atmosphere. At the final

stage schematized in Fig. 1, we assume that a fracture network reach the ground surface,

thus creating a percolating fractured porous medium located over the chimney, which pro-

vides a path for the hot pressurized gas potentially emitted to the atmosphere before any

detection. This network is not included in what is called the damaged zone.

The main purpose of this study is to apply the developed code to the tracer transport

simulation from the damaged zone through a fractured porous medium aiming at a close

replication of the conditions corresponding to the final stage of an underground nuclear

test. The influence of various factors, such as the conditions inside the damaged zone (gas

pressure and temperature), and some others will be considered and discussed.

It should be stressed that the permeabilities chosen here are much smaller than the

ones of Carrigan et al (2016, 2019, 2020), simply because the fields of applications are

different. The same is true for the other parameters such as the chimney permeability, the

domain dimensions and some of the physical conditions. Indeed, most studies addressed

the peculiarly high permeability and high porosity volcanic rocks from the Nevada National

Security Site (NNSS, USA) with their nonetheless peculiar joints and fracture systems due

to the formation mode of these rocks (e.g. Carrigan et al., 1996, 2016, 2019; Bourret et al.,

2020). Only few studies addressed low permeability volcanic rocks at the NNSS (Carrigan et

al, 2020). We therefore focused our efforts on low permeability and low porosity crystalline

rocks, taking benefit from a long record of studies of the rock properties conducted at the
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Roselend Natural Laboratory (Richon et al., 2005; Patriarche et al., 2007; Pili et al., 2008;

Guillon et al., 2013). This remains relevant to the field of nuclear testing considering that

crystalline rocks (gneiss, granite, diorite) compose the basement of the Democratic People’s

Republic of Korea nuclear test site in Pungye-ri (Coblenz and Pabian, 2015).

B. Configuration with an internal chimney (CIDZ)

This configuration displayed in Fig. 1 contains the cavity, the chimney, possibly a solidified

magma, the fractured porous medium located above the chimney, and the assumed intact

porous medium enveloping them. The geometry of these elements can be varied at will. Here,

the full simulation domain is a parallelipipedon of size 200× 200× 650 m3 with properties

depending on position. The permeability of the porous matrix is Km = 10−16 m2, and its

porosity is ε = 0.01 which are close to the properties of a granite rock. The damaged zone

located inside the porous medium is also a parallelepiped of size 100 × 100 × 200 m3. It

is often modeled as a uniform porous medium (in which case it is a chimney) with a much

higher permeability Kc = 8.33 × 10−8 m2 and a porosity ε = 0.29. The fracture network

(see Fig. 1b) consists of 192 regular hexagonal fractures of radius 20 m. On the four vertical

sides and on the bottom one, the damaged zone is surrounded by an intact porous medium

which is 50 m thick (see Fig. 1a). The centers of the fractures are randomly generated inside

the 100× 100× 400 m3 domain located over the chimney. The fracture network percolates

along the z-axis, i.e., it continuously connects the chimney and the ground surface. The

fracture aperture b = 10−3 m is constant with a transmissivity σf = 8.33× 10−11 m3.

All the computations are initiated assuming normal physical conditions inside the domain

around the damaged zone. The normal physical conditions correspond to the temperature

T0 = 288.15 K, the gas pressure p0 = 101330 Pa, and the gas density ρ0 = 1.2172 kg ·m−3

(Cv = 0.0104). The initial water saturation inside the domain is Sw = 0.242.

Dirichlet boundary conditions corresponding to the normal state are applied at all the

sides of the simulation domain. The ground surface corresponds to the upper side of the

simulation domain z = 650 m where Dirichlet boundary conditions for the temperature

T (z = 650) = 288.15 K, the tracer mass fraction c∗n(z = 650) = 0, and the atmospheric

pressure are imposed. The atmospheric pressure at the soil surface undergoes periodic
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variations

p(z = 650) = pn(z = 650) = p0 + Ap sin(ωpt) (30)

with an amplitude Ap = 103 Pa, and a frequency ωp = 10−5 Rad·s−1 which corresponds to

a period of 7.27 days. This model pressure, although very simplified, captures most of the

characteristics of a natural signal (amplitude and frequency).

Various initial conditions inside the damaged zone are studied with the gas pressure

ranging between 1.21 and 27.48 bar, and the temperature between 378.15 and 1000 K.

Water saturations inside the chimney vary between 0 and 0.0672. Initially, the gas inside

the chimney is almost exclusively composed of water vapor (Cv = 0.99).

C. Configuration with boundary conditions (CBC)

In order to accelerate the computational speed, the simulation domain of Fig. 1 can be

simplified as displayed in Fig. 2a where it contains the fractured porous medium located

over a surface where approximately equivalent boundary conditions corresponding to the

damaged zone, i.e. the chimney and the cavity, are imposed. For the sake of simplicity, the

ensemble cavity plus chimney is designated by the term chimney in this configuration.

The simulation domain is reduced to a parallelipipedon of size 100× 100× 400 m3. The

permeability of the porous matrix is Km = 8× 10−14 m2, and its porosity is εm = 0.05. The

fracture network inside the domain (see Fig. 2b) consists of 147 regular hexagonal fractures

of radius 20 m. This fracture network which is at the percolation threshold percolates along

the three directions of space. The same equivalent aperture b = 10−3 m is assigned to

all the individual fractures, which implies a fracture transmissivity σf equal to 8.33×10−11

m3. As a result (cf [28]), the effective permeability of this fractured porous medium is

Keff = 3.78× 10−13 m2 when calculated with spatially periodic boundary conditions.

The initial conditions inside the simulation domain are assumed to be normal. The

temperature is T0 = 288.15 K and the air pressure p0 = 101330 Pa. The gas density is

ρ0 = 1.2172 kg m−3 since it includes some vapor (Cv = 0.0104). The initial water saturation

throughout the domain is Sw = 0.27, except for 100 < z < 200 m, where it is slightly

increased to Sw = 0.30.

The chimney is replaced by boundary conditions applied at z = 0 m. It is characterized

by a volume Vc = 100× 100×Hc m3 filled with a heated pressurized gas containing a tracer
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and optionally some amount of liquid water. Vc corresponds to the volume of the pore space

between the rubble particles after the collapse of the initial spherical cavity. Here, Hc = 50

m resulting in Vc = 5 × 105 m3. The chimney is also characterized by the heat capacity

coefficient Cc which is associated with the total heat capacity of the rubble particles inside

it, but it is possible to set Cc = 0 for a cavity without rubble particles. The exchanges

between the chimney and the fractured porous matrix take place through all the bottom

surface of area Sb = 10000 m2.

For simplicity, a no flow boundary condition for the liquid phase is applied at z=0; this is

likely to be true due to the high pressure inside the chimney for all the simulations. However,

the water and vapor contained inside the chimney can evaporate or condense according to the

prevailing physical conditions. Thus, the evolution of the water density inside the chimney

can be expressed by
dρ′w,c

dt
=
Ec
Vc

(31)

where Ec is the phase change source term for the chimney given in kg s−1, and ρ′w,c =

Mwater/Vc the density relative to the chimney volume Vc. The water saturation inside the

chimney is obtained as

Sw,c =
ρ′w,c

ρw,0 [1 + Cw (pw,c − pw,0)]
(32)

where pw,c is the pressure inside the water phase. The capillary pressure inside the chimney

is supposed to be zero, hence pw,c = pn,c. The pressure inside the gas phase pn,c follows from

the equation of state for perfect gases. Evolution of the gas density ρn,c inside the chimney

is calculated from
d[ρn,c(1− Sw,c)]

dt
=
Qn,b − Ec

Vc
(33)

where Qn,b kg s−1 is the total gas flux from the porous medium to the chimney at the

bottom side of the simulation domain (i.e., the gas flux integrated over the bottom surface).

Similarly, the mass fraction of the vapor Cv,c in the gas inside the chimney is computed from

d[Cv,cρn,c(1− Sw,c)]
dt

=
Qv,b − Ec

Vc
(34)

where Qv,b kg s−1 is the total vapor flux at the bottom side of the simulation domain. The

evolution of the effective tracer concentration C̃∗c inside the chimney is given by

d[C̃∗c (Sw,cK
− 1

2
D + (1− Sw,c)K

1
2
D)]

dt
=
Qc,b +Wc

Vc
(35)
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where Qc,b kg s−1 is the total tracer flux at the bottom side of the simulation domain, and

Wc kg s−1 is the tracer source term for the chimney, which is usually zero.

Finally, the evolution of the temperature Tc inside the chimney should take into account

the heat stored in the solid rubble particles. Therefore,

d[Cc + ρ′w,ccwVc + ρn,c(1− Sw,c)cnVc]Tc
dt

= Vc
dpn,c

dt
+QT,b + Ec∆Hw (36)

where QT,b [W] is the total heat flux at the bottom side of the simulation domain, and

Cc the heat capacity of the rubble particles. Tc should not be confused with the critical

temperature TC in (25). QT,b and Qv,b are oriented as Qn,b from the porous medium to the

chimney.

The oscillating atmospheric pressure (30) is imposed at the ground surface.

Spatially periodic boundary conditions are applied at the lateral sides of the simulation

domain.

Various initial (t = 0 s) conditions inside the chimney were considered. In most sim-

ulations, the desired conditions inside the chimney (pc = 2 × 107 Pa, Tc = 1000 K) are

characterized by very high pressures and temperatures which induce numerical difficulties

alleviated by a gradual initial increase of the gas pressure inside the chimney instead of using

an instantaneous peak value. The variations of pc are of the form

pc = 105 + naδt with a ≈ 2.5× 108 δt = 8× 10−4 (37)

Thus, the chimney pressure pc = 2 × 107 Pa can be reached after n =100 time steps δt at

t = 8×10−2 s. Since this initial stage of the simulation associated with the pressure increase

inside the chimney constitutes only a tiny time fraction of the total simulated time period,

the pressure increase can be considered as almost instantaneous.

After the desirable pressure level is obtained, the pressure growth is stopped, and the

time step is gradually increased to the desirable value (δt = 800 s) or to the maximal value

which can be supported by the code without divergence. Then, the simulation proceeds

as usually with gas, heat, and tracer leaving the chimney and propagating through the

fractured porous medium.
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IV. APPLICATIONS TO CONFIGURATIONS WITH BOUNDARY CONDITIONS

(CBC)

This section summarizes the simulations performed for the configurations with boundary

conditions (CBC) by using the two-phase flow model.

A. Two phase flow without phase change

Of course, it is unrealistic to neglect phase change for such high initial pressures, but

this artificial situation roughly corresponds to a single phase compressible gas flow from a

heated pressurized chimney. In addition, it sets an upper limit for the expected tracer flux

at the ground surface for given pressure and temperature inside the chimney and illustrates

the necessity to consider the vapor condensation effects.

The initial chimney temperature is Tc = 1000 K and the initial gas pressure pc = 2× 107

Pa. The chimney volume is Vc = 5 × 105 m3; Cc is set to 0 J K−1. Without any loss

of generality, the initial tracer mass fraction inside the chimney is set to c∗n = 0.1. The

simulation is performed with g = 0. The gas inside the chimney is mainly the water vapor

Cv,c = 0.98. The air is initially dry inside the domain Cv = 0. The initial saturation is

Sw = 0.025, except for 100 < z < 200 m where it is set to Sw = 0.2425.

The spatial variations of pn, ρn, Sw, T , Cv and c∗n at t = 2.68 days are displayed in

Fig. 3. Generally, these profiles resemble those obtained for single phase flow [30]. Sw(z) is

almost unchanged by the gas flow. The water vapor and the tracer easily penetrate into the

porous matrix, which generates an almost uniform profile considering their respective mass

fractions. The layer of higher water saturation for 100 < z < 200 m only slightly delays

the tracer transport to the ground surface.

The evolution of the gas pressure, the temperature, the water saturation, the vapor and

the tracer mass fractions as well as the total tracer mass inside the chimney are presented in

Fig. 4. Again, pn,c and Tc inside the chimney are rapidly decreasing in the same manner as

for the single phase simulations [30]. The vapor and tracer mass fractions inside the chimney

can be considered as constant during the simulation. Fig. 4f shows that the tracer initially

present only inside the chimney rapidly leaves it with the gas.

The tracer flux evolution at the ground surface as well as the fraction of tracer mass
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released to the atmosphere are displayed in Fig. 5. The tracer flux evolution at the ground

surface is very similar to the one for single phase with similar initial conditions inside the

chimney [30]. The tracer arrives very quickly at the ground surface. Its flux reaches a

maximum around t = 0.267 day and then rapidly decreases. More than 50 % of the tracer

are released to the atmosphere during the first two days.

For the sake of completeness, radionuclide activities (Bq) have been added to Fig. 5.

However, converting radionuclide activities (Bq) released to the atmosphere into volume

activity (Bq m−3) measured at a given monitoring station depends on the situations, notably

the distance of the emission from the stations, the wind direction and speed as well as the

dispersive properties of the atmosphere at the time, in addition to the minimum detectable

concentration of the station (e.g., Achim et al., 2020; Topin et al., 2020). This is thus beyond

the scope of the present study.

B. Two phase flow with phase change

In order to demonstrate the effects of the phase change, calculations were performed with

the same initial conditions as in the previous case, but taking into account the phase change.

The time scale parameters are set to t0.5,e = t0.5,c = 80 s.

The distributions of pn, ρn, Sw, T , Cv and c∗n at t = 0.2 days are displayed in Fig. 6. When

compared to the case without phase change, a very different picture is observed. Now, the

gas, which is initially mainly composed of the water vapor, travels a relatively short distance

before being condensed since the surrounding porous matrix is cold. Hence, the pressure and

the density profiles quickly decrease for z small. This sharp decrease designates the areas

where condensation takes place. Due to condensation, Sw grows inside the fractures and

inside the porous matrix as well. This process effectively decreases the permeability of the

fractured porous medium; this effect coupled with the pressure losses slows down the tracer

transport toward the ground surface. Moreover, because of the massive vapor condensation,

T increases further away from the chimney with variations up to several tens of degrees in

the fractures and in the surrounding porous matrix. The limits of the condensation zone

are provided by the distribution of Cv in Fig. 6e. This zone is limited to z < 100 m. Since

the tracer stays mostly inside the gaseous phase, the vapor condensation locally increases

the tracer mass fraction inside the gaseous phase (see Fig. 6f) to a great extent. The tracer
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propagates inside the fractures and penetrates into the porous matrix as well.

The evolution of the main variables inside the chimney denoted by the subscript c is

displayed in Fig. 4. Now, pn,c decreases significantly faster, since the vapor is condensed in

the vicinity of the chimney leading to a fast pressure drop. Hence, the gas is evacuated

from the chimney significantly faster, thus increasing the transport rate of the tracer from

the chimney. However, because of the low pressure outside the chimney, the tracer does not

travel fast to the ground surface. Tc and ρc also decrease faster for the same reasons. Cv,c is

almost constant with a slight trend to decrease, since the vapor continues condensing close

to the chimney. For the same reasons, c∗n,c only experiences a very slight increase.

At the present state of the simulation (t = 17950 s), the tracer has not reached the ground

surface, while in the absence of condensation (see Fig. 5a), the tracer flux has already reached

its maximum and is decreasing.

C. Influence of liquid water inside the chimney

If the initial conditions inside the chimney are less extreme, liquid water can be present.

For this purpose, the initial chimney temperature is decreased to Tc = 502.15 K, and the

initial gas pressure is set to pn,c = 27.48×105 Pa. The vapor mass fraction inside the chimney

is Cv,c = 0.99, and the initial water saturation is Sw = 0.03828. The initial saturation is

increased to Sw = 0.27 everywhere inside the simulation domain, and to Sw = 0.3 for

200 < z < 100 m. All the other parameters are the same.

The distributions of the main variables inside the simulation domain at t = 13.56 days

are displayed in Fig. 7. The profiles of pn and ρn are quite similar to those of the previous

section. Near the chimney, pn experiences a large steep drop which is associated with vapor

condensation, a phenomenon visible in the profile of Cv in Fig. 7e. The rest of the domain

is filled with dry air mixed with a small amount of vapor. From the temperature profile,

it follows that the heat is absorbed near the chimney, increasing the temperature not only

inside the fractures, but also inside the porous matrix. This temperature increase causes

water evaporation close to the chimney (see Fig. 7c). This evaporation also locally decreases

c∗n. In the rest of the porous matrix, c∗n is significantly higher than inside the chimney due

to vapor condensation. Thus, inside the fractures near the ground surface, it is up to 120

times higher than inside the chimney.
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These effects are more visible in Fig. 8 where the variables inside the simulation domain

are displayed in 3D. Thus, it is clear that water is evaporated from a relatively thin (about 5

m thick) layer next to the chimney. Right over this area, there is a thin highly water saturated

layer. Sw is also significantly increased inside the fractures and inside the contiguous porous

matrix. Moreover, high Cv can be found only near the chimney, and T increases where vapor

is condensed and where c∗n is the highest (see Fig. 8d).

The evolution of the main variables inside the chimney is presented in Fig. 4. pc and Tc

gradually decrease at a smaller rate due to the presence of water. The water present inside

the chimney slowly evaporates, as can be observed in Fig. 4c. This process increases Cv,n (see

Fig. 4d) and decreases c∗n (see Fig. 4e). Fig. 4f shows that the tracer is rapidly transported

from the chimney into the surrounding fractured porous medium.

The evolution of the tracer flux at the ground surface as well as the fraction of tracer

mass released to the atmosphere are presented in Fig. 5. The total tracer flux (for the total

initial tracer mass Mc=15 g) at the ground surface exceeds the level of 10−14 g s−1 after t=5

days.

In contrast with the case without vapor condensation (black solid line), the tracer flux

is much smaller and steadily grows for several days. Due to the low gas pressure inside the

fractured porous matrix, the tracer flows out to the atmosphere slowly, with less than 1%

of the total tracer mass being released to the atmosphere after 13 days as demonstrated in

Fig. 5b.

D. Influence of an additional heat capacity inside the chimney

In order to simulate the influence of rubble particles inside the chimney, an additional

heat capacity Cc = 1.55× 1018 J K−1 is introduced into the heat balance equation (36). All

the other simulation conditions are the same as in the previous section.

Comparing the distributions of the variables inside the simulation domain at t = 8.6 days

(see Fig. 9) with the previous case at 13.2 days (see Fig. 8) where Cc = 0, it is clear that

transports from the chimney are intensified by the additional heat capacity. Thus, there is

much more condensed water inside the fractured porous matrix (see Fig. 9a), and the water

was condensed further from the chimney. Moreover, the region next to the chimney, where

water is vaporized, is approximately twice thicker than when Cc = 0. The temperature inside
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the fractured porous matrix has risen more and further from the chimney (see Fig. 9b). The

vapor condensation zone is also larger (see Fig. 9c). Finally, the tracer is more dispersed

inside the fractured porous matrix (see Fig. 9d).

The variations of the main variables inside the chimney are shown in Fig. 4. Thanks to

the very large additional heat capacity which stores a lot of heat, water is rapidly vaporized

almost at a constant rate, and there is no more water inside the chimney after 3 days (see

Fig. 4c). The evaporation rate is high enough to maintain an almost constant gas pressure

inside the chimney when water still remains (see Fig. 4a); when evaporation is over, the

pressure rapidly decreases. The absolute variations of Tc are very tiny due to the huge

value of the additional heat capacity used in the simulation; therefore, Tc can be effectively

considered as constant (see Fig. 4b). Cv,c increases during the water evaporation stage, then

it decreases due to the air next to the chimney which goes back into the chimney (see Fig. 4d).

c∗n,c decreases when there is still water inside the chimney; then, it slightly increases due to

the tracer next to the chimney which goes back into the chimney because of the air motion

(see Fig. 4e).

Hence, there is almost no tracer left inside the chimney after 10 days (see Fig. 4f). This

figure also shows that in presence of an additional heat capacity, which maximizes evapo-

ration inside the chimney, the tracer transport out of the chimney is intensified compared

to the previous case where only liquid water is present inside the chimney. This allows to

conclude that the presence of the vapor source inside the chimney intensifies tracer transport

from the chimney; this effect is positively correlated with the strength of this source.

The variations of the tracer flux at the ground surface and the fraction of tracer mass

released to the atmosphere are given in Fig. 5. These plots are similar to those with Cc = 0

(compare to the green dotted lines). However, the intensity of the tracer transport towards

the ground surface is increased when Cc is not zero. Thus, the tracer flux reaches the level of

10−14 gs−1 roughly one day earlier, and it is 3.7 times higher at t = 9.82 days. However, the

tracer is transported to the atmosphere slowly, with less than 1.4% released after 10 days

due to the low pressure inside the fractured porous medium, since all the vapor is condensed

near the chimney.
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V. APPLICATIONS TO CONFIGURATIONS WITH AN INTERNAL DAMAGED

ZONE (CIDZ)

Several simulations were performed in the second configuration described in section III B

and displayed in Fig. 1; most simulations are for damaged zones restricted to a chimney,

hence the notations; Sc and Vc are the chimney surface and volume for the CIDZ config-

uration, respectively. Only the initial conditions inside the chimney are different for the

following CIDZ simulations, while the other parameters are the same as in Section IV.

A. Uniformly heated chimney. Simulation without evaporation inside the chimney

First, consider an uniformly heated chimney with the following initial conditions identical

to the ones for the CBC-simulations: Tc = 502.15 K, pn,c = 27.48 × 105 Pa, Cv,c = 0.99,

Sw,c = 0.03828, and c∗n,c = 0.1. For this particular simulation, water evaporation is restricted

inside the chimney by setting the corresponding source term to 0 if the local water saturation

satisfies Sw ≤ 0.05. However, water condensation is allowed inside the chimney.

The presence of the chimney inside the simulation domain allows to take into account

physical phenomena inside it and at its border with the porous matrix which may influence

the tracer outflow, but were not accounted for in the CBC-simulations. The distributions of

Sw, T , Cv and c∗n at t = 9.96 hours are given in Fig. 10. The distribution of Sw in Fig. 10a

shows that the vapor leaving the chimney is mainly condensed inside the fractured porous

medium located over the chimney. Moreover, much less condensation is observed inside

the intact porous matrix near the bottom and the lateral sides of Sc. Again, the vapor

does not travel far from the chimney before being condensed as seen in Fig. 10c. Vapor

condensation causes small temperature rises in the fractures. Heat is also transferred to

the intact porous matrix at the bottom and the lateral sides of Sc (see Fig. 10b). Due to

the vapor condensation, the tracer mass fraction c∗n is increased inside the fractures and the

contiguous porous matrix. It is also increased inside the intact porous matrix forming a

quite thick layer surrounding Sc. It is interesting to note that c∗n in Vc close to this layer is

decreased. This can be explained by the evaporation of the water at Sc.

Various border effects can be better observed in the fields at t = 9.96 hours in the vertical

cross section y = 100 as shown in Fig. 11. The distribution of Sw implies that water evap-
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oration and condensation happen near Sc indicated by the white rectangle simultaneously

inside and outside the chimney. Cv is also changed in that region while c∗n is significantly

increased inside the porous medium close to the fractures; it is also increased inside the layer

of the intact porous medium surrounding Vc while inside it, it is decreased close to Sc due to

evaporation. In the central part of the chimney, the tracer mass fraction is unaffected and

is the same as at the beginning of the simulation. The gas pressure which is uniform in Vc

drops abruptly outside the chimney due to the vapor condensation and to the low perme-

ability of the intact porous matrix. Outside the condensation area, pn is slightly increased

in the fractures and the contiguous porous matrix. Temperature varies only near Sc.

The evolution of the mean values of the main variables inside the chimney is displayed

in Fig. 17. Since there is no water evaporation inside Vc, the mean gas pressure decreases

quite rapidly by leaving the chimney through the fracture network and through Sc. The

mean temperature decreases slowly due to the high value of Cc. At this stage, temperature

variations are caused by the cooling at Sc. In Vc, Sw increases since some water can be

condensed next to Sc as shown in Fig. 11. Water evaporation/condensation at Sc induces

variations of Cv inside Vc. Due to the decrease of c∗n near Sc (see Fig. 11), the mean tracer

mass fraction in Vc also decreases. Fig. 17f implies that the tracer initially present only in

Vc is being transported into the fractured porous medium, and that a significantly larger

part of the tracer goes into the intact porous medium. This can be related to the high ratio

between the areas of the chimney in contact with the intact porous matrix S = 9× 104 m2

and the fractured porous medium S = 104 m2.

The tracer reaches the ground surface at t = 9.05 hours. The variations of the tracer flux

at the ground surface and the tracer mass released to the atmosphere are given in Fig. 12.

The tracer flux grows steadily, however, it is still very limited, and the amount of the tracer

transported to the atmosphere is very small at the current stage. Despite the small pressure

gradient between Vc and the ground surface due to the vapor condensation, the tracer arrives

to the ground surface significantly faster than in the similar CBC simulations. This can be

explained by the better connectivity of the fracture network due to the increased number

of fractures. Moreover, the decreased permeability of the porous matrix channels the flow

inside the fractures which accelerates transport to the ground surface. Again, radionuclide

activities have been added and the same comments as for Fig. 5 apply.
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B. Uniformly heated chimney. Simulation with evaporation inside the chimney

The simulation conditions are kept the same as in the previous section without the limi-

tations on the evaporation inside Vc.

The distributions of the main variables at t = 1.71 hours are presented in Fig. 13. Even

after a shorter simulation time than in the previous case, Sw is increased to a higher extent

around the chimney and inside the fractured porous matrix. These effects are certainly due

to the water evaporation inside Vc which intensifies the gas outflow from the chimney. Heat

transport was also intensified, though the observable effects are small. Despite a higher

amount, the vapor is still quickly condensed near the chimney. c∗n is quite different with

almost no tracer in Vc since it is transported to the surrounding medium thanks to the

water evaporation in Vc.

The distributions of the variables at t = 3.51 hours in the cross section y = 100 are

displayed in Fig. 14. Again, considering the distribution of Sw, the effects of the evaporation

and condensation near Sc are more intense. Cv is almost uniform except near Sc. Unlike the

previous simulation, c∗n is close to zero inside Vc at t = 3.51 hours, and the tracer is mostly

around Vc and in the fractures close to it. Thanks to water evaporation, the gas pressure

is still 21.9 bar inside Vc after t = 3.51 hours. As usually, the pressure drops very quickly

outside the chimney. Temperature variations are still limited to Sc.

The evolution of the main average values inside Vc is presented in Fig. 17. After the

simulation start, pn inside Vc drops, but it is quickly restored by water evaporation inside

Vc. Then, pn slowly decreases due to the progressive cooling of the chimney observed in

Fig. 17b which is faster than in the previous case. The mean water saturation in Vc first drops

due to local water evaporation, but after some time it starts growing because of the water

evaporation inside the neighbouring intact zone and the consequent vapor condensation

at Sc. Cv inside Vc is now steadily increasing, while c∗n rapidly decreases. From the last

plot (see Fig. 17f), it is clear that the tracer quickly leaves the chimney, and most of it

is trapped inside the intact porous medium, while a small fraction escapes through the

fractured porous medium. When compared to the previous case without evaporation inside

Vc (see the same Fig. 17f), it is clear that the tracer leaves the chimney much faster in

presence of an evaporation source inside Vc. Thus, 87.09% and 11.8% of the initial tracer

amount are transferred to the intact porous medium and the fractured porous medium,
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respectively, for the case with evaporation inside the chimney after t = 0.113 days, compared

to the 61.91% and 6.92% for the case without evaporation after the same time.

At the current stage, the tracer is still inside the fractured porous matrix, i.e., there is

no tracer flux at the ground surface.

C. Chimney and magma

Actually, it is unlikely that the chimney is uniformly heated. Most of the heat released

during the test is retained by the solidified magma in the lower part of the chimney, while

its upper part filled with rock fragments is significantly cooler. The whole damaged zone is

called again chimney.

Therefore, the initial temperature field inside the chimney is not uniform. The upper

part (190 meters) is at Tc = 378.15 K, while the magma (assumed 10 meters thick with a

porosity ε = 0.01) is at Tc = 1000 K. Sw is Sw = 0.0672 in the upper part and Sw = 0.025

in the magma. The initial gas pressure pn,c = 1.2086 × 105 Pa, the vapor mass fraction

Cv = 0.99, and the tracer mass fraction c∗n = 0.1 are the same in both parts.

The distributions of the main variables inside the simulation domain are shown in Fig. 15.

Since the gas outflow from the chimney is very weak due to the low pressure inside it, the

vapor condensation is very limited outside Vc during the initial stage (see Fig. 15a). There is

slightly more condensed water near the hot magma at t = 0.54 days. However, when enough

of the heat is transferred through Sc, the water inside the porous matrix near Sc starts

evaporating. Then, the vapor can enter the chimney due to the much higher permeability

of the latter, and it is condensed near Sc. There can be also some water flow effects caused

by the significant difference in the capillary pressures inside Vc and inside the intact porous

matrix. For these reasons, water saturation does not increase outside the chimney at t = 2.17

days. At this stage, the vapor leaving the chimney is very quickly condensed in Vc near Sc,

and only the air and the tracer leave the chimney. Moreover, there is slightly more air

in the upper half of the chimney because of the initial intensive water evaporation in the

magma. The temperature contrast inside the chimney is clearly seen in Fig. 15b. The

magma remains very hot for a long time due to its high heat capacity and its low thermal

conductivity. Temperature variations outside the chimney are negligible. Fig. 15d shows

that the tracer is first pushed from the lower half of the domain into the upper half by the
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massive water evaporation inside the overheated part of the chimney. Later, when the excess

of the vapor is getting recondensed inside the cooler upper part of the chimney, the tracer

slowly goes down through the chimney. Moreover, the tracer slowly leaves the chimney

through the fracture network to be accumulated inside the intact porous medium near Sc.

The main distributions at t = 2.17 days in the cross section y = 100 are shown in Fig. 16.

Sw is seen to decrease inside the porous medium around the chimney, and to increase inside

Vc near Sc. Sw is zero in the hot magma where all the water is rapidly evaporated, and the

water inside Sc near this zone is also being gradually evaporated. The vapor mass fraction

is almost uniform, but slightly higher in the lower half of Vc. There is more air near Sc. It is

clear that the tracer was pushed by the vapor to the upper part of Vc, and consequently to

the fracture network and the intact porous medium. The tracer mass fraction is also higher

in the regions where vapor condenses. At this stage, the gas pressure is almost uniform inside

Vc, and it is slightly lower than its initial value due to the cooling of this zone. Outside Vc,

the pressure is higher inside the fracture network, but the tracer transport is slow due to

the low pressure difference. Again, temperature variations are very limited due to the high

heat capacity and low heat conductivity of the solid phase.

The variations of the mean values of the main variables inside Vc are displayed in Fig. 17.

At the beginning, the mean gas pressure inside Vc rapidly rises because of the evaporation

inside the magma. Then, it slowly decreases due to the gas outflow from the chimney and

because of the condensation of the excess vapor in the cooler part of the chimney. At the

end, it is slightly lower than the initial value and it continues decreasing because of the

chimney cooling. The mean temperature in Vc slowly decreases as observed in Fig. 17b. The

mean saturation in Vc slowly increases due to the border effects, i.e., the water evaporated at

the chimney border inside the intact porous medium is recondensed inside Vc near Sc. The

mean vapor mass fraction inside Vc first drops since some air from the lateral sides of the

chimney enters into the chimney during the initial stage. Then, mean vapor mass fraction

constantly increases since the air leaves the chimney through the fracture network and is

constantly replaced by vapor eventually reaching a maximum and beginning to decrease

slightly.

The mean tracer mass fraction for the gas phase inside Vc decreases with time. First, it

decreases rapidly due to the fast evaporation inside the hot magma. After that, it slowly

decreases for the same reasons as for the dry air. The tracer distribution among the different
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parts of the simulation domain shows that the tracer leaves the chimney and goes to the

fractured porous medium and the intact porous medium. This time, the ratio between these

quantities is smaller than in the previous simulation cases.

At this stage, there is no tracer flow at the ground surface.

VI. CONCLUDING REMARKS

A number of simulations were started with various conditions in two different configura-

tions. A simplified configuration (CBC) consists of a fractured porous matrix with boundary

conditions at its bottom which take into account the influence of the chimney. In the second

configuration (CIDZ), the simulation domain contains the chimney, the fractured porous

medium over it, and the intact porous matrix surrounding them.

For the CBC configuration, the influence of evaporation/condensation is clearly demon-

strated; it significantly slows down the tracer transport to the ground surface. Reversely,

the presence of liquid water and rubble particles inside the chimney induces an additional

heat capacity and intensifies the tracer transport out of the chimney, since water evaporation

tends to increase pressure for a longer time.

Similar effects are observed for the CIDZ configuration with much more detail in the

three regions, namely the chimney and the cavity, the fractured porous medium, and the

intact porous medium, and at the boundaries between these regions. Moreover, a zone of

hot solidified magma is added to the chimney and the cavity.

A few conclusions can be drawn from this preliminary work. First, all other things being

equal, temperature controls the surface release of radioxenon for the range of parameters con-

sidered; for the same cavity volume and the same total mass of radioxenon inside the cavity,

the total mass fraction released at the surface is larger for a larger heat capacity (presence

of hot magma). Second, flow and transport inside the chimney may lead to redistribution

of radioxenon inside the surrounding (fractured) porous medium, with consequences on the

quantities of radioxenon and isotope inventory possibly released at the surface.

However, much work remains to be done. Together with the systematic study of the

petrophysical parameters such as the fracture aperture, their density and diameter, a com-

parison should be made in the same conditions with the existing dual porosity models used

by Carrigan et al (2016,2019,2020) for instance. This should result in a precise assessment of
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the possibilities of these models which demand a much smaller computational effort. Finally,

different configurations could be analyzed where for instance fractures could be present at

the level of the chimney and generate complex two-phase behaviours.
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Parameter CBC CIDZ

Domain size [m3] 100×100×400 200×200×650

Damaged zone size [m3] defined by Vc = 5× 105 100×100×200

Porous medium permeability Km [m2] 8× 10−14 10−16

Chimney permeability Kc [m2] instant equilibrium 8.33× 10−8

Porous medium porosity εm 0.05 0.01

Chimney porosity εc 1 0.29

Number of fractures 147 192

Fracture aperture b [m] 10−3 10−3

Liquid viscosity µw [Pa s−1] 10−3 10−3

Gas viscosity µn [Pa s−1] 2× 10−5 2× 10−5

Solid density ρs [kg m−3] 2700 2700

Solid heat capacity cs [J kg−1 K−1] 900 900

Liquid heat capacity cw [J kg−1 K−1] 4180 4180

Dry air heat capacity ca [J kg−1 K−1] 1000 1000

Vapor heat capacity cv [J kg−1 K−1] 2000 2000

Solid conductivity λs [W m−1 K−1] 2.6 2.6

Liquid conductivity λw [W m−1 K−1] 0.6 0.6

Gas conductivity λn [W m−1 K−1] 0.026 0.026

Vapor/air molecular diffusion Dmv [m2 s−1] 2.42×10−5 2.42×10−5

Tracer/gas molecular diffusion Dmn [m2 s−1] 1.25×10−5 1.25×10−5

Tracer/liquid molecular diffusion Dmw [m2 s−1] 1.25×10−9 1.25×10−9

Gas-liquid distribution constant KD 8 8

Initial tracer mass fraction inside the chimney c∗n 0.1 0.1

TABLE I. Parameters and values of physical properties used in CBC and CIDZ simulations.
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(a) (b)

FIG. 1. The complete geometry CIDZ. The damaged zone includes the chimney, the cavity and

the magma. (a) Schematized cross section of the simulation domain. (b) The percolating fracture

network of 192 individual hexagonal fractures meshed with triangles inside the simulation domain.

The red lines indicate the location of the chimney whose internal volume is Vc and whose surface

is Sc.
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FIG. 2. The fractured porous medium configuration with boundary conditions CBC. (a) Schema-

tized cross section of the simulation domain. (b) The percolating fracture network of 147 individual

hexagonal fractures meshed with triangles inside the simulation domain.
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(a) (b)

(c) (d)

(e) (f)

FIG. 3. CBC simulation. Two phase flow without phase change. The gas pressure (a), the gas

density (b), the water saturation (c), the temperature (d), the vapor (e) and the tracer (f) mass

fractions distributions inside the simulation domain at t = 2.68 days. Data are for: porous medium

(blue), fractures (red). The dots correspond to the values at the nodes of the tetrahedra.
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(a) (b)

(c) (d)

(e) (f)

FIG. 4. CBC simulations. Evolution of the gas pressure (a), the temperature (b), the water

saturation (c), the vapor (d) and the tracer (e) mass fractions, and the total tracer mass inside

the chimney (f). The data are for the two phase flow without phase change (solid black lines), two

phase flow with phase change (red dashed lines), two phase flow with phase change in presence

of liquid water inside the chimney (green dotted lines), and two phase flow with phase change in

presence of liquid water and additional heat capacity inside the chimney (blue dash-dotted lines).36



(a) (b)

FIG. 5. CBC simulations. The total tracer flux at the ground surface (a) rescaled to Mc = 15 g,

and the tracer mass and the corresponding activity of 133Xe (grey lines) released to the atmosphere

(b). The data are for the two phase flow without phase change (solid black lines), two phase flow

with phase change (red dashed lines), two phase flow with phase change in presence of liquid water

inside the chimney (green dotted lines), and two phase flow with phase change in presence of liquid

water and additional heat capacity inside the chimney (blue dash-dotted lines).
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(a) (b)

(c) (d)

(e) (f)

FIG. 6. CBC simulation. Two phase flow with phase change. The gas pressure (a), the gas density

(b), the water saturation (c), the temperature (d), the vapor (e) and the tracer (f) mass fractions

distributions inside the simulation domain at t = 0.2 days. The data are for the porous medium

(blue) and fractures (red).
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(a) (b)

(c) (d)

(e) (f)

FIG. 7. CBC simulation. Two phase flow with phase change in presence of liquid water inside

the chimney. The gas pressure (a), the gas density (b), the water saturation (c), the temperature

(d), the vapor (e) and the tracer (f) mass fractions distributions inside the simulation domain at

t = 13.56 days. The data are for the porous medium (blue) and fractures (red).
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(a) (b)

(c) (d)

FIG. 8. CBC simulation. Two phase flow with phase change in presence of liquid water inside

the chimney. Each subfigure shows the values in the fractures (left) and in the porous matrix

(right). The water saturation (a), the temperature (b), the vapor (c) and the tracer (d) mass

fractions distributions inside the simulation domain at t = 13.2 days. Only the regions with values

exceeding the threshold Sw,min = 0.28, Tmin = 289.15 K, Cv,min = 0.012, and c∗n,min = 0.1, are

displayed. Note that for demonstration the upper limit of the tracer mass fraction is reduced to

c∗n,max = 100.
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(a) (b)

(c) (d)

FIG. 9. CBC simulation. Two phase flow with phase change in presence of liquid water and an

additional heat capacity inside the chimney. The water saturation (a), the temperature (b), the

vapor (c) and the tracer (d) mass fractions distributions inside the simulation domain at t = 8.6

days. Only the regions with values exceeding the threshold Sw,min = 0.28, Tmin = 289.15 K,

Cv,min = 0.012, and c∗n,min = 0.1, are displayed. Note that for demonstration the upper limit of

the tracer mass fraction is reduced to c∗n,max = 100.

41



(a) (b)

(c) (d)

FIG. 10. CIDZ simulation without evaporation inside the uniformly heated chimney. The water

saturation (a), the temperature (b), the vapor (c) and the tracer (d) mass fractions distributions

inside the simulation domain at t = 9.96 hours. Only the regions with values exceeding the

threshold Sw,min = 0.244, Tmin = 289.15 K, Cv,min = 0.012, and c∗n,min = 0.01, are displayed.

Each view contains only one half of the domain, thus allowing to see the interior of the chimney.

Note that for demonstration the upper limit of the tracer mass fraction is reduced to c∗n,max = 0.2.
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FIG. 11. CIDZ simulation without evaporation inside the uniformly heated chimney. Distribution

of the water saturation, the vapor mass fraction, the tracer mass fraction, the gas pressure, and the

temperature on the y = 100 plane at t = 9.96 hours. The white rectangle indicates the boundary

of the chimney. For the sake of clarity, the upper limits of the water saturation and the tracer

mass fraction plots are reduced.

(a) (b)

FIG. 12. CIDZ simulation without evaporation inside the uniformly heated chimney. Total tracer

flux at the ground surface (a) rescaled to Mc = 15 g, and the tracer mass and the corresponding

activity of 133Xe (grey dashed line) released to the atmosphere (b).
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(a) (b)

(c) (d)

FIG. 13. CIDZ simulation with evaporation inside the uniformly heated chimney. The water

saturation (a), the temperature (b), the vapor (c) and the tracer (d) mass fractions distributions

inside the simulation domain at t = 1.71 hours. Only the regions with values exceeding the

threshold Sw,min = 0.244, Tmin = 289.15 K, Cv,min = 0.012, and c∗n,min = 0.01, are displayed.

Each view contains only one half of the domain thus allowing to see the interior of the chimney.

Note that for demonstration the upper limit of the tracer mass fraction is reduced to c∗n,max = 0.2.

44



FIG. 14. CIDZ simulation with evaporation inside the uniformly heated chimney. Distributions of

the water saturation, the vapor mass fraction, the tracer mass fraction, the gas pressure, and the

temperature on the y = 100 plane at t = 3.51 hours. The white rectangle indicates the boundary

of the chimney. For the sake of clarity, the upper limits of the water saturation and the tracer

mass fraction plots are reduced.
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(a) (b)

(c) (d)

FIG. 15. CIDZ simulation with an unevenly heated chimney. The water saturation (a) at t = 0.54

days, the temperature (b), the vapor (c) and the tracer (d) mass fractions distributions inside

the simulation domain at t = 2.17 days. Only the regions with values exceeding the threshold

Sw,min = 0.243, Tmin = 289.15 K, Cv,min = 0.012, and c∗n,min = 0.01, are displayed. Each view

contains only a half of the domain thus allowing to see the interior of the chimney. Note that for

demonstration the upper limit of the tracer mass fraction is reduced to c∗n,max = 0.2.
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FIG. 16. CIDZ simulation with an unevenly heated chimney. Distribution of the water saturation,

the vapor mass fraction, the tracer mass fraction, the gas pressure, and the temperature on the

y = 100 plane at t = 2.17 days. The white rectangle indicates the boundary of the chimney. For

the sake of clarity, the upper limits of the water saturation and the tracer mass fraction plots are

reduced.
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(a) (b)

(c) (d)

(e) (f)

FIG. 17. CIDZ simulation. Evolution of the mean gas pressure (a), the temperature (b), the

water saturation (c), the vapor (d) and the tracer (e) mass fractions inside the chimney. Evolution

of the tracer mass inside the main geometrical regions (f). Data are for the uniformly heated

chimney without evaporation inside the chimney (solid lines), the uniformly heated chimney with

evaporation inside the chimney (dashed lines), and the unevenly heated chimney (dotted lines).
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Appendix A: Governing equations for fractures

The governing equations for fractures are gathered here.

The convection-diffusion equation is given by

∂(bεfSnρnCv)

∂t
+∇S ·(qnρnCv)−∇S ·

(
DmvΣ̄nρn∇SCv

)
+[v̄nρnCv−DmvD̄nρn∇Cv] ·n = −Ef

(A1)

where Σ̄n is the effective diffusional conductivity of the fracture volume occupied by the

non-wetting phase, and the last term on the left side describes the exchange between the

porous matrix and the fractures. The vapor flux continuity at the fracture/porous matrix

interface is ensured through the exchange term.

Then, using the same principles, a similar combined energy transport equation inside the

fractures is deduced

∂

∂t
b {εf [ρw(1− Sn)h∗w + ρnSnh

∗
n] + (1− εf )ρsh∗s}+∇S · (qwρwh∗w + qnρnh

∗
n) (A2)

−∇S · (Λf∇ST ) + [v̄wρwh
∗
w + v̄nρnh

∗
n − λm∇T ] · n

= Rf + bεf

[
(1− Sn)

∂pw
∂t

+ Sn
∂pn
∂t

]
where Λf [ML2T−3K−1] is the effective thermal transmissivity of the fracture, and Rf [MT−3]

the energy source term inside the fracture corresponding to the phase change. The first

term of the equation describes accumulation of the thermal energy; the following two terms

correspond to the energy transfer due to convection and conduction. Energy flux continuity

at the fracture/matrix interfaces is assured by the exchange term [v̄wρwh
∗
w + v̄nρnh

∗
n −

λm∇T ] · n.

The tracer transport equation for fractures reads as

∂bεf S̃C̃∗

∂t
+∇S ·

(
˜̄qC̃∗ −

(
DmwΣ̄wρw∇S

C̃∗

K
1
2
Dρw

+DmnΣ̄nρn∇S
K

1
2
DC̃
∗

ρn

))
(A3)

+

[
˜̄vC̃∗ −

(
DmwD̄wρw∇

C̃∗

K
1
2
Dρw

+DmnD̄nρn∇
K

1
2
DC̃
∗

ρn

)]
· n = Wf

where Σ̄w is the effective diffusional conductivity of the fracture volume occupied by the

non-wetting phase, Wf is the tracer source term inside the fractures, and the exchange term

inside the brackets ensures the flux continuity at the fracture/matrix interfaces.
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Appendix B: Numerical

1. General

The standard approach to numerically solve the transport equations involving convection-

diffusion phenomena is the finite volume method which starts with the discretization of the

simulation domain by a conforming mesh whose elements do not exceed a prescribed size δ.

First, the generated fracture network is meshed with triangles (Huseby et al, 1997; Adler et

al, 2012). Then, based on this initial mesh, the rest of the space is meshed with tetrahedra

(Bogdanov et al, 2003 a and b). This set of data is then rearranged in order to be more

efficiently processed by the parallel code based on OpenMP.

The partial differential equations are discretized following the finite volume methodology.

The variables of interest such as pressure, temperature, and concentration are defined at the

mesh nodes, i.e., the vertices of tetrahedra and triangles.

The discretized equations are solved by the conjugate gradient method. For the non-

linear fluid flow equations, an iterative approach based on the Picard iterative method is

employed. In order to limit numerical dispersion, the convection-diffusion equations are

discretized with a flux limiting scheme based on a SuperBee function (Harten, 1993; Sweby,

1984) generalized to three dimensions.

2. Time discretization

The code works with a variable time step which evolves during the simulation to meet the

imposed numerical stability and accuracy criteria. Usually, the time step δt is much larger

than t0.5,α, which means that
[
1− 2

− δt
t0.5,α

]
in (28) is very close to 1 and that the original

source terms are effectively retrieved. However, when the code experiences some convergence

difficulties during the simulation (for example because of a complicated physical situation),

the time step is progressively reduced. Unfortunately, in this situation, the original source

terms actually grow because of the δt−1 factor. On the other hand, the factors within

brackets decrease in such situations thanks to the
[
1− 2

− δt
t0.5,α

]
factor, and the choice of

t0.5,α permits to effectively control this process. It may be also possible to use t0.5,α in order

to introduce an additional time scale parameter into the evaporation/condensation source

term.
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3. Saturations close to zero

When Sw goes to zero, i.e. when for instance the chimney becomes completely dry, (19)

may create some difficulties since pc is expected to become infinite. This does not happen in

our formulation since the evaporation rates provided by (28) are very high, especially for high

temperatures. During the simulation, the wetting phase disapears when Sw approximately

reaches 10−6 (pca ≈ 109 Pa). At this point, the source term (28) evaporates all the wetting

phase present inside a control volume during one time step. Thus, the problem of infinite

capillary pressure values is avoided.
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