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The interactions of mildly irregular detonation waves with sharp interfaces separating combustible mixtures from inert

gas were modeled numerically using the Compressible Linear Eddy Model for Large Eddy Simulation (CLEM-LES)

approach. In past experiments of Lieberman and Shepherd [Phys. Fluids 19, 096101 (2007)], such interactions resulted

in a Transmitted Shock-Turbulent Mixing Zone complex as the reactive wave traveled through the interface separat-

ing fuel rich ethylene-oxygen mixtures and nitrogen: Kelvin-Helmholtz (K-H) instability was proposed as the main

mechanism contributing to the formation of the Turbulent Mixing Zone (TMZ). This work aims to determine to what

extent K-H plays a role, and whether or not other sources of instability contribute to the observed evolution of the

TMZ. Results show that full-scale simulations using the CLEM-LES reproduce well (qualitatively and quantitatively)

the experimental flow features. Upon recasting the simulations in the frame of reference of the node (i.e., location

where the detonation wave meets the interface), and by removing the cellular instability from the front, the growth

rates of the TMZ only due to K-H instabilities originating from the velocity difference across the mixing layer were

found to be insignificant. Conversely, the addition of controlled perturbations to the detonation front pressure, resulted

in significant growth of the TMZ. This outcome suggests that the TMZ formation and evolution is heavily influenced

by instabilities originating at the front. In this regard, transverse waves associated with the detonation front cellular

structure are likely to provide the bulk of TMZ growth through additional Richtmyer-Meshkov instabilities.

I. INTRODUCTION

Studying detonation-interface interactions is relevant to in-

dustrial safety where upon accidental leaks/releases, layers of

fuel and inert gas may form due to differences in molecular

weight of the gases and/or insufficient mixing. In detonation-

based propulsion applications, such as rotating detonation en-

gines this flow configuration is also present. For example see

Refs. 1 and 2.

Detonation propagation in uniform reactive mixtures has

been studied extensively. Gaseous detonations exhibit a char-

acteristic cellular structure, which effectively describes the

motion and collisions of transverse waves passing along the

wave front forming triple points. Traditionally, detonations

are characterized as having either a regular or an irregular

structure. Regular detonations, typical of fuel mixtures in-

volving high levels of argon dilution, have very structured

patterns with cell widths (λ ) that can be unambiguously

determined.3–5 Irregular detonations, typical of fuel mix-

tures involving low levels of argon dilution, tend to exhibit

much more stochastic-looking structures where various length

scales are present. In general, such irregular detonations tend

to exhibit flow fields that appear turbulent.4,6–10 In these cases,

the presence of rapidly spreading shear layers, vortex roll-

up, and unburned pockets of reactive gas contribute towards

the observed irregularity, arguably resulting in detonation cell

widths that do not remain constant. Detonation propagation

into non-uniform mixtures, however, has been studied much

less extensively.

Up to now, re-initiation of detonation through a gap of in-

ert gas,11–14 and detonation propagation into fuel concentra-

tion gradients aligned with the detonation wave propagation

direction15–17 have received the most attention. Nonetheless,

situations where fuel concentration gradients lie perpendic-

ular, or oblique, to the direction of the propagating detona-

tion wave are not very well understood. In the early works of

Oran et al.18 and Tonello et al.,19 detonation propagation into

a discrete array of reactive/inert gas were considered. Specif-

ically, the simulations of Oran et al.18 were found useful to

observe what happens when an unsteady detonation travels

perpendicular to an interface that separates two different re-

active mixtures. It was found that upon interaction, a deto-

nation failure followed by a transient series of shock reflec-

tions were necessary to re-establish the complex detonation

structure coupled to both reactive mediums. While complex

large-scale gas-dynamic structures were observed as the det-

onation traversed from one layer to another, the structure of

the thin mixing layer, on orders much smaller than the deto-

nation reaction length, was ultimately believed to be inconse-

quential to the global behavior of the detonation.20 To explore

the influence of much larger mixing layers, on orders larger

than the reaction length scales of the detonation, experiments

of Ishii and Kojima21 considered the case of detonation prop-

agation into comparatively large diffuse mixing layers con-

taining reactive and inert gases. In these experiments, it was

found that diffusion of the inert gas into the reactive mixture

resulted in a curved detonation front as it passed through the

mixing layer. Lieberman and Shepherd22,23 also considered

such arrangements, but isolated diffuse from sharp interfaces,

where the mixing layer, δ , is of the order of, or much smaller

than λ , respectively. For diffuse interfaces, δ ∼ λ , the au-

thors determined that the observed wave curvature resulted
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from a decrease in available heat release, and therefore a de-

crease in leading shock velocity as it traveled in the diluted

mixture. The subsequent increase in induction delay lead to

the creation of a decoupled turbulent mixing zone (TMZ) be-

hind the transmitted shock, separated by a gap of shocked inert

gas. Such features were also observed for detonation propa-

gation into sharp interfaces of inert–reactive gas (δ ≪ λ ) but

in the absence of strong wave curvature effects. Their anal-

ysis suggested that such turbulent mixing was mainly due to

the velocity difference across the TMZ, separating shocked

and burned gases behind the wave interaction with the inert–

reactive gas interface. In both cases, diffuse and sharp inter-

faces, secondary combustion in the TMZ was observed when

the reactive mixture was separated by pure oxygen. The role

and influence of this secondary combustion in supporting the

transmitted shock wave remains unclear.

More recently, detonation propagation in the presence

concentration gradients and confinement has also been

investigated.24,25 While a curved detonation front and decou-

pling of the reaction zone from the leading shock wave were

observed upon interaction with the mixing layer in all the pre-

viously cited studies, little focus was placed on experimentally

examining the TMZ and the source and influence of secondary

combustion as the detonation propagated into the inert gas, ex-

cept, for the work of Lieberman.26 Investigation of the source

of turbulent mixing behind detonation waves upon interaction

with gas interfaces requires further attention.

There have been several attempts to model detonation wave

interactions with interfaces that lie perpendicular to the ini-

tial wave flow direction.18,20,27–33 Kessler et al.,20 who in-

vestigated the effects of layers containing gradients in mix-

ture equivalence ratio, found that the structure of detona-

tions propagating through the mixture depended on the width

of the stratified reactive layer relative to the detonation cell

size. Han et al.31 later found that steeper gradients in equiva-

lence ratio had a destabilizing effect on the detonation wave,

tending towards marginal behaviour. For sharp interfaces

of reactive mixtures with inert gas, Houim and Fievisohn28

found that differences in acoustic impedance between the

mixtures influenced the detonation wave. For equal acous-

tic impedance across the interface, unstable detonations were

observed, while inert gases with much greater or much lower

acoustic impedance permitted stable detonation propagation

in the reactive gas layer. The work of Reynaud et al.30 found

that the reactive mixture sensitivity, i.e., its activation energy,

was found to influence the minimum reactive layer height

under confinement by an inert gas that permitted detonation

propagation. The effect of chemistry modelling on the pre-

diction of quenching limits was assessed in Taileb et al.32 It

was found that a detailed description of the chemistry was in

good agreement with experimental observations and that sim-

plified models fitted to reproduce realistic ignition delay times

overpredicted the quenching limits significantly. Note that

most of the studies cited used inviscid formulations. While

we do not dismiss such an approach, subgrid mixing un-

avoidably occurs through the introduction of artificial dissi-

pation; these solutions may therefore be sensitive to and in-

fluenced by changes in resolution. This shortcoming was re-

cently addressed in Melguizo-Gavilanes et al.33, where the

CLEM-LES approach10 was used to resolve cellular structures

to study failure, re-initiation and propagation limits for deto-

nation wave interaction with a diffuse interface created by a

gravity current. The aforementioned approach has been used

successfully in many configurations including two- and three-

dimensional planar detonation waves,10,34 detonation quench-

ing and re-initiation through porous media,35,36 and pulse

compression detonation engines.37 The present work applies

the same CLEM-LES methodology to gain insight on the role

of turbulent mixing on the observed wave structure for in-

teractions of gaseous detonation waves with sharp reactive–

inert interfaces. The main objective of this study is thus to

thoroughly examine the source of instabilities in the TMZ

that forms upon the interaction of a detonation wave with a

sharp interface following past experiments of Lieberman and

Shepherd.23

II. NUMERICAL METHODOLOGY

A. The compressible linear eddy model for large eddy
simulation (CLEM-LES)

For the highly compressible and transient flow at hand, the

governing Navier-Stokes equations are filtered using the large

eddy simulation (LES) methodology. For a calorically perfect

gas, the conservation equations for mass, momentum, energy,

and subgrid kinetic energy are:

∂ ρ̄

∂ t
+∇ · (ρ̄ũ) = 0, (1)

∂ ρ̄ũ

∂ t
+∇ · (ρ̄ũ⊗ ũ)+∇ p̄

−∇ · ρ̄(ν +νt)

(

∇ũ+(∇ũ)T − 2

3
(∇ · ũ)Î

)

= 0, (2)

∂ ρ̄ ẽ

∂ t
+∇ ·

(

(ρ̄ ẽ+ p̄)ũ− ũ · τ̄
)

−
(

γ

γ −1

)

∇ ·
(

ρ̄(
ν

Pr
+

νt

Prt

)∇T̃

)

=−Qω̇, (3)

∂ ρ̄ksgs

∂ t
+∇ · (ρ̄ũksgs)−∇ ·

(

ρ̄νt

Prt

∇ksgs

)

= ρ̄νt

(

∇ũ+(∇ũ)T − 2

3
(∇ · ũ)Î

)

· (∇ũ)− ρ̄ε,(4)

where ρ , p, e, T , u, and ksgs refer to density, pressure, spe-

cific sensible + kinetic energy, temperature, velocity vector,

and subgrid kinetic energy, all of which are normalized by the

quiescent reactive mixture properties (see Ref. 35). The total

energy (internal + kinetic) and the equations of state are given

by

ẽ =
p̄

ρ̄(γ −1)
+

1

2
ũ · ũ+

1

2
ksgs, (5)
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p̄ = ρ̄T̃ . (6)

Favre-average (LES) filtering is achieved through f̃ = ρ f/ρ̄ ,

where f represents one of the many state variables (ρ , p, e,

T , u, and ksgs). Other usual properties to note are the heat re-

lease, Q, the ratio of specific heats, γ , the kinematic viscosity,

ν , the filtered viscous tensor, τ̄ , and the identity matrix, Î .

The turbulent viscosity and dissipation are modelled accord-

ing to

νt =
1

π

(

2

3Cκ

)3/2√
ksgs∆̄, (7)

ε = π

(

2ksgs

3Cκ

)3/2

/∆̄, (8)

whose derivations in these forms are detailed in Ref. 35.

Here, ∆̄ is the minimum grid spacing (which corresponds to

the LES filter size), and Cκ is the Kolmogorov number. Fi-

nally, like in any other reactive LES approach, the chemical

reaction source term, ω̇ , requires closure. This is achieved us-

ing the CLEM sub-grid modeling strategy.35 The micro-scale

mixing and chemical reaction are handled entirely on the sub-

grid, through a supplementary simulation of a 1D sample of

the flow field within each fully refined LES cell. The sys-

tem of unfiltered equations that was solved on the sub-grid in-

cluded the conservation of energy and reactant mass fraction

(Y ):

ρ
DT

Dt
−
(

γ −1

γ

)

ṗ−ρ
∂

∂m

(

ρ2 ν

Pr

∂T

∂m

)

=−
(

γ −1

γ

)

Qω̇ + ḞT , (9)

ρ
DY

Dt
−ρ

∂

∂m

(

ρ2 ν

LePr

∂Y

∂m

)

= ω̇ + ḞY . (10)

The source terms, ḞT and ḞY , account for the effect of tur-

bulence on the sub-grid in the form of random “stirring"

events;38 ṗ accounts for temporal rates of change in pressure,

which are obtained entirely from the large-scale simulation,

Eqs. (1) to (4). Note that the partial derivatives are taken

along m, which is a one-dimensional mass weighted coordi-

nate whose mapping to Cartesian spatial coordinates is given

by

m(x, t) =
∫ x

x0

ρ(x, t)dx. (11)

A first order one-step irreversible Arrhenius chemistry, Y →P,

closes the governing equations, whose rate is given by

ω̇ =−ρAY exp(−Ea/T ). (12)

where Ea and A are the activation energy and pre-exponential

factor, respectively.

For simplicity, differences in molecular weight between the

inert gas, reactive mixture and detonation products were ne-

glected. As a result, we consider only the transport of a single

reactant species (Y ), whose value of Y = 1 (or Ỹ = 1 on the

filtered LES-scale) represents the unburned reactive mixture

while Y = 0 (or Ỹ = 0) is used to denote the inert gas or deto-

nation products.

B. Numerical implementation

To solve the governing equations, Eqs. (1)-(4), a second

order exact Godunov method39 is used. To keep the computa-

tion tractable at the scales considered, Adaptive Mesh Refine-

ment (AMR)40 is also used to enable sufficient resolution in

regions where strong gradients exist, such as shocks, reaction

zones, and contact surfaces. For this study, the refinement cri-

teria was defined as follows, a computational cell is refined if

Ỹ > 1× 10−4 and ρ̄ > 1.1ρ0, where ρ0 is the density of the

fresh mixture ahead of the detonation wave. Cells were also

flagged as needing refinement when density changes of more

than 1% occurred between grid levels; special care is taken to

ensure smooth transitions across fine-coarse cell boundaries.

For the LEM-subgrid Eqs. (9) and (10) were solved using im-

plicit integration. For additional details on the implementation

of the LEM and its coupling to the LES, the reader is referred

to Refs. 10, 35, and 36.

C. Numerical domains, initial and boundary conditions

We studied detonation propagation into sharp interfaces

separating reactive mixture (2.5C2H4+3O2) from inert gas

(N2) at interface angles ranging from α = 0◦ to 60◦, at 15◦

intervals. The initial distribution of inert and reactive gas for

a general case, and the special case of α = 0◦, where the in-

terface horizon has been located midway through the height

of the domain, are shown in Figs. 1a and 1b, respectively. The

total domain size of each simulation was 8100 ∆1/2 long (x

= 0.81 m) by 1000 ∆1/2 high (y = 100 mm); nearly to scale

with the experiments of Lieberman and Shepherd,23 which

had a test section height of y = 150 mm. In each case, a cor-

responding ZND profile was initialized in the first 100 ∆1/2

with D = 1.1DCJ in order to avoid startup errors. The sub-

sequent detonation front was permitted to propagate up to

x = 2000∆1/2 before encountering the interface, such that its

velocity and cellular structure would be established. Initially,

ksgs is null everywhere. Background turbulence in the quies-

cent fluid was thus neglected, whereas the subgrid turbulent

kinetic energy was entirely produced by the detonation-sharp

interface interaction. Finally, symmetric boundary conditions

were specified on the top and bottom boundaries, while a

physical wall boundary was specified at x=−100∆1/2, that is,

no-slip for velocity (Dirichlet), and zero gradient (Neumann)

for the remaining variables.

D. Model calibration and grid convergence study

For the one-step kinetic scheme adopted, the model param-

eters, Q = 116 and Ea = 27.8, were tuned to reproduce the

correct post-shock ignition delay times, τind, for a fuel rich

ethylene-oxygen mixture (2.5C2H4+3O2) at an initial pres-

sure of p0 = 11 kPa. The ratio of specific heats (γ = 1.126)

was determined at the detonation post-shock Von-Neumann

state, for a shock travelling at the CJ-condition. Also, the

pre-exponential factor, A = 40.7, and diffusion coefficients

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
1
1
3
0
7
3



Accepted to Phys. Fluids 10.1063/5.0113073

Origins of instabilities in turbulent mixing layers behind detonation propagation into reactive–inert gas interfaces 4

a )  

b )  

α

1000

1000

2000 4000 6000 80000
0

x

y

y

0

α = 0ᵒ:

α = 15
ᵒ to 60

ᵒ
:

FIG. 1. Initial fields for sharp interfaces for (a) α = 15◦ to 60◦, and

(b) α = 0◦. The dark regions represent the reactive fuel-oxidizer

mixture (Ỹ = 1), while the white regions represent the inert gas (or

detonation products – Ỹ = 0). A ZND detonation profile is initialized

at x = 0, with a Dirichlet type wall boundary condition imposed at

the left (at x =−100∆1/2), and Neumann type boundaries elsewhere.
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One-step model: ∆1/2/16
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Wang et al., (1999)
SL = 6.65 m/s

FIG. 2. Unsteady one-dimensional laminar flame speed, obtained for

different resolutions using the one-step model shown in Eq. (12), for

an initial state corresponding to the post-shock conditions of MD =
0.5MCJ . The flame speed evolutions are found to converge to the

solution obtained using Cantera41 and the Wang et al. mechanism.42

(ν = 0.00786, Pr = 0.77, Prt = 1, and Le = 1) were chosen

such that the one-step model reproduced the correct half reac-

tion length (∆1/2 = 0.1 mm), and the laminar flame speed at

post-shock conditions, for a shock traveling at 50% of the the-

oretical CJ speed for the given quiescent mixture (SL = 6.64

m/s at MD = 0.5MCJ). This post-shock state was chosen in

order to have a measurable flame speed prior to auto-ignition

of the gas. The reference values for τind, ∆̂1/2, and SL were

determined with Cantera41 using the chemical kinetic mech-

anism of Wang et al.,42 which was specifically designed for

C2 and C3 chemistry. The values of SL shown in Fig. 2 were

determined from separate unsteady 1D simulations. As can be

seen, grid convergence is demonstrated, and a minimum res-

olution of ∆̄ = ∆1/2/128 was required to capture the correct

SL using the one-step model, to within 1% of the steady solu-

tion obtained using Cantera. The performance and limitations

of this model in properly capturing SL and flame structure as

a function of resolution for the LEM-subgrid formulation is

well documented in Ref. 36.

200

100

0

y

x1600 1800 x1600 1800a) b)

c) d)

200

100

0

y

x1600 1800 x1600 1800

FIG. 3. Portion of numerical soot foils for a) ∆̄ = ∆1/2/4, N = 16

(∆̄e f f = ∆1/2/64), b) ∆̄ = ∆1/2/8, N = 16 (∆̄e f f = ∆1/2/128), c)

∆̄= ∆1/2/8, N = 32 (∆̄e f f = ∆1/2/256), and d) ∆̄= ∆1/2/16, N = 16

(∆̄e f f = ∆1/2/256). The cell sizes found from autocorrelation were

a) λ = 5.1 mm, b) λ = 2.8 mm, c) λ = 3.0 mm, and d) λ = 2.4 mm.

Simulation: Experiment (Lieberman, 2007):

1
cm

FIG. 4. Numerical soot foil (left) compared to experiment26 (right)

in 2.5C2H4+3O2. The numerical cell size found from autocorrela-

tion was λsim = 2.8 mm. The experimental average was reported in

the range 2 mm < λexp < 4 mm. (Note: 1 cm = 100∆1/2) The ex-

perimental image was reproduced from D. Lieberman [Ph.D. thesis

(2007)],26 with the permission of the author.

Finally, ∆̄ (the LES filter size) was specified so that the av-

erage experimental cell size corresponding to the fuel mixture

considered was reproduced. Figure 3 shows the influence of

changing the LES filter size ∆̄, for a fixed Cκ = 1.5 (the stan-

dard Kolmogorov constant value) and minimum number of

subgrid elements per LES cell (N), on the cellular structure

for a detonation wave propagating into uniform reactive mix-

ture (no inert-gas interface present). The average cell struc-

ture obtained did not change beyond ∆̄ = ∆1/2/8 with N = 16.

Note that the same effective resolution (∆̄eff = ∆1/2/128) was

required to resolve SL on the subgrid, see Fig. 2. Increasing

N, while holding ∆̄ constant, did not significantly influence

the overall cell sizes; compare frames b) and c) in Fig. 3. Fig-

ure 4 shows a numerical soot foil for a detonation propagating

into uniform mixture compared, to scale, with an experimen-

tal soot foil.26 A mean cell size of λsim = 2.8 mm was found

by postprocessing the numerical data using an autocorrelation

procedure,43 which agrees well with the experimentally re-

ported values,26 where 2mm < λexp < 4 mm. A resolution of

∆̄ = ∆1/2/8 with N = 16 subgrid elements per LES cell is thus

used for the simulation results shown in the following sections

as it was shown to resolve features of interest.
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III. RESULTS

Before attempting a detailed comparison with the work of

Lieberman and Shepherd,23 and carrying out the analysis for

detonation-sharp interface interactions, it is important to ver-

ify that the CLEM-LES approach is capable of reproducing

the growth rates reported in classical experiments of com-

pressible shear layers.44 In Appendix A we include our ver-

ification and validation efforts, and we show that our method-

ology is indeed capable of capturing the correct shear layers

growth rates for a wide range of velocity ratios.

A. Overall flow structure for α = 45◦ and α = 0◦

A snapshot of the resulting numerical density gradient field

and an experimental schlieren image from Ref. 26 for the cor-

responding experiment are shown in Fig. 5a) for α = 45◦, a

transmitted shock–TMZ complex formed as the wave trav-

elled through the interface. Since there is no reactive gas

present, the TMZ served only to mix detonation products with

the inert gas. As a chemical activity indicator, the reaction

rate was superimposed onto the density fields in Fig. 5. In this

particular case, all of the reactive mixture converts to prod-

ucts in the vicinity of the detonation wave, and therefore the

evolution of the TMZ, for the most part, occurs between two

inert gases. The transmitted shock wave angles from the ex-

periment and simulation were found to be in agreement, with

values of βexp = 70◦ and β = 68.8◦, respectively. Note that,

the angles α and β were measured relative to the horizontal

(x-axis) and taken as positive in the clockwise direction. Addi-

tional details on how shock angles were measured numerically

are given in the next section. The numerical simulation also

qualitatively captured the formation of a Mach stem upon the

transmitted shock reflection with the upper wall, as indicated

in Fig. 5, although the details of the Mach stem size were not

analysed here. In Ref. 23, replacing the inert gas with oxygen

resulted in a much more pronounced Mach stem. The authors

attributed this observation to a postulated secondary combus-

tion, where shock-heated oxygen was able to mix with the

unburned reactants present in the TMZ, hence changes in γ .45

The flow structure for α = 0◦ is shown in Fig. 5b. As men-

tioned above, the lack of reactivity in the inert gas also lead

to the decoupling of the transmitted shock wave and TMZ

in this case. The transmitted shock angle was found to be

β = 26.33◦. Notably, for both cases, the incident shock angle

relative to the initial interface angle (i.e. β - α) were in good

agreement with values of 23.8◦ and 26.33◦, respectively. Al-

though much less pronounced, the presence of a Mach stem

was also observed for α = 0◦.

The CLEM-LES methodology captures quite well the ex-

perimentally observed qualitative features, which include the

formation of a TMZ separated by the incident shock by a

gap of dense gas. Additionally, the incident shock angle for

α = 45◦ was also quantitatively captured, with only a 1.2◦

difference between experiment and simulation. This overall

agreement was considered satisfactory for investigating the in-

fluence of interface orientation on the flow field dynamics, and

reactive gas

inert gas

transmitted

shock wave

Turbulent Mixing Zone 

(TMZ)

interface
detonation front

Experiment: Simulation:

b)

Mach stem

β

a) (Lieberman, 2007)

products+inert gas

TMZ

transmitted shock wave

inert gas

interface

reactive gas

detonation front

FIG. 5. Schlieren (density gradient) images of detonation propaga-

tion through sharp interfaces at (a) α = 45◦ and (b) α = 0◦. Chemical

reaction rate locations of ω̇ > 5.9× 105kg/m3/s are superimposed

in red. Note: The experimental viewing window was 150 mm diam-

eter, while the height of the simulation domain was 100 mm. The

experimental image was reproduced from Lieberman and Shepherd

[Phys. Fluids 19, 096101 (2007)],23 with the permission of AIP Pub-

lishing.

also to gain further insight onto the main mechanisms con-

tributing to the TMZ development. As the interface angle, α ,

was varied, the same features were always observed, with only

minor differences in relative quantitative measurement of the

shock angle (β −α), and qualitative size of the TMZ (always

within a few degrees).

B. Self-Similarity of the wave evolution and growth of the
turbulent mixing layer

From Fig 5, the interaction of the detonation wave with the

sharp interface appears to yield a self-similar structure in its

gas-dynamic evolution (i.e. a structure similar to itself at dif-

ferent times), with the exception of turbulence in the TMZ. To

demonstrate the self-similar nature of the gas-dynamic evo-

lution, and to determine the statistical self-similarity of the

TMZ evolution, flow fields from several instances in time

were ensemble-averaged, separately for each simulation, us-

ing the locus of the leading shock wave and reactive-inert gas

interface as a spatial reference point. The averaged density

gradient fields for the five different α cases considered, are

shown in Fig. 6. For α = 0,15,30 and 45◦, 540 to 750 time in-

stances were ensemble-averaged to produce smooth profiles;

for α = 60◦, only 250 instances were available (limited by the

domain height and frequency at which the data was collected).

The averaging procedure included only times sufficiently be-

fore the detonation front encountered the bottom wall, such

that the detonation cell structure was not influenced by restric-

tions in the number of cells within the local thickness of the re-
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FIG. 6. Time-averaged numerical schlieren images for (a) α = 0◦,

(b) α = 15◦, (c) α = 30◦, (d) α = 45◦, and (e) α = 60◦.

action zone. For all cases, a clear incident shock location and

collapse of the shock onto the reference node, where the lead-

ing shock wave meets the reactive-inert gas interface, were

observed. Also, for all cases except α = 60◦, the TMZ thick-

ness and gap size between the transmitted shock and TMZ

were well defined. Note that a TMZ and gap were also present

for α = 60◦ through averaging of the temperature and density

fields, although with an increased degree of measurement un-

certainty/deviation due to less data available for the averaging

process. Next, we focus our discussion on the α = 0◦ case to

demonstrate the self-similar nature of the wave dynamics and

TMZ evolution.

As was done for the density gradient field, shown in Fig. 6,

the ensemble-averaged density and temperature fields were

also obtained for each simulation, using as a reference the

location where the leading shock wave meets the reactive-

inert gas interface. Figure 7 shows the vertical profiles of

density and temperature extracted at various locations along

the x–coordinate for α = 0◦ (the remaining values of α stud-

ied were found to exhibit similar behavior). In this figure, the

y–coordinate, was re-scaled by the size of the gap and TMZ

measured along y for a given value of x, ∆y(TMZ+gap).

The features of interest are the leading shock, and the start

and end of the TMZ, which are used to determine the size of

the gap and TMZ, and also the incident shock angle. Here, the

average position of the transmitted shock wave is determined

at the (x,y) coordinate where ρ > 2. The start and end of

the TMZ were determined from the temperature field where

the post-shock temperature increased by 4%, and where the

temperature reached within 4% of the fully burned tempera-

ture, respectively. We chose this particular threshold, as it was

found to best collapse our data in Fig. 7, where the measured

quantities in the burned products were found to contain some

residual fluctuations, even after ensemble-averaging up to 750

instances. The burned reference temperatures, for each case,
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FIG. 7. Averaged density (top) and temperature (bottom) profiles for

α = 0◦ at various positions along x. Other interface angles (α) were

also found to produce self-similar profiles.

were determined using the gas-dynamic analysis summarized

later on in Section IV A.

Upon normalizing by ∆y(TMZ+gap) in Fig. 7, for each den-

sity and temperature profile extracted along a given x value,

they collapsed to a single profile providing evidence of the

self-similar nature of the resulting structure. Note, however,

that these self-similar curves were constructed sufficiently far

from the node, at least 100∆1/2 (10 mm) such that initial cur-

vature effects of the transmitted shock were inconsequential.

Also noted are zoomed in portions of Fig. 7 that reveal the

degree of the low frequency residual fluctuations not removed

through the averaging process.

Owing to the self-similarity of the wave dynamics, it is

possible to extract various angles of interest from each sim-

ulation; these are given in table I. β is the incident shock

angle as indicated in Fig. 5. θTMZ and θgap are the angles

associated with the TMZ size and gap size, as indicated in

Fig. 6. Also shown, are the corresponding angles experimen-

tally measured by Lieberman26 for α = 45◦. The angles were

determined from the ensemble-averaged temperature and den-
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sity profiles, similar to the ensemble-averaged density gradi-

ent profiles shown in Fig. 6, using a linear regression proce-

dure with the locus of the leading shock wave and reactive-

inert gas interface as the reference point. In all cases, (β −α)
dependent on the interface angle α . More specifically, (β −α)
has a maximum around α = 15◦, and decreases rapidly to

small relative angles beyond α > 45◦. Evidently, this be-

havior was expected, as (β −α) → 0 when α → 90◦. This

must be satisfied, since this extreme case would represent a

contact surface parallel to the detonation front. Any result-

ing transmitted shock wave, contact surface, or mixing zone

would also lie parallel to the original detonation front. The

θTMZ was found to have a minor dependence on α , and to be

θTMZ > 5◦ over the range of α considered (0◦ ≤ α ≤ 45◦). It

is important to note, however, that while the measured β from

simulation and experiment match within some margin of er-

ror, a clear discrepancy arises between the measured θgap and

θTMZ, for α = 45◦. These angles were measured to be on the

order of θgap ∼ 2◦ and θTMZ ∼ 5◦ from simulation; Lieber-

man reported angles of θTMZ = θgap = 7◦. A perfect match is

not expected due to typical challenges associated with mea-

surement of both simulation and experiment. First of all, the

experimental measurements of θTMZ and θgap were taken di-

rectly from a single instantaneous schlieren image. Locating

the start and end points of the shock and TMZ must be done

subjectively to a flow field that is unsteady and turbulent. As

a result, difficulties arise in choosing satisfactory limits for

θTMZ and θgap. Lieberman reported an experimental measure-

ment error of ∼±1◦, thus we can expect θTMZ to be as small

as ∼ 6◦. Also, additional challenges ensuring the correct ori-

entation of the detonation wave relative to the contact surface

contributed to the largest source of error in the experiment. It

is also likely that the presence of the diaphragm in the exper-

iment may have influenced the growth rate of the TMZ. As a

result, each experiment is likely to exhibit some variability in

θTMZ. For example, at a similar condition, where α = 44◦,

θTMZ = 4.5±1◦,26 well in line with the numerically predicted

value. Further discrepancies for θgap were found from the

Lieberman experiments,26 where 3.5±1◦ ≤ θgap ≤ 7±1◦ for

the range 41◦ ≤ α ≤ 45◦. In our measurements for θTMZ and

θgap, we report the error of the slope coefficient (measured an-

gles) from the linear regression procedure to be on the order

of ∼ ±0.5◦ or less, as reported in table I, with the exception

of α = 60◦ where significantly less data were available for the

averaging procedure.

To address this significant discrepancy in θgap, we repeated

the simulation for α = 45◦, but with γ = 1.3. In this case,

a slightly larger transmitted shock angle was observed, with

β = 71.6±0.1◦. This also lead to a smaller θTMZ, which was

measured to be 2.7±0.4◦. θgap, on the other hand, was found

to compare better to the experiments, with θgap = 4.1± 0.4◦.

Although γ = 1.3 better represents the inert and combusted

product gases, this choice also lead to a slightly smaller mean

cell size of λsim = 2.5 mm instead of 2.8 mm.

Despite the difference in θTMZ measured between simula-

tion and experiment, what we find of particular interest is how

the size of the TMZ at lower angles, for α ≤ 45◦, appears to

have very little dependence on α itself, and more so on the

TABLE I. Shock, TMZ, and gap angles for detonation interac-

tion with sharp interfaces, obtained numerically and compared to

experiments.26

α γ β (β −α) θTMZ θgap

0◦ 1.126 26.33±0.03◦ 26.33±0.03◦ 5.3±0.1◦ 2.0±0.1◦

15◦ 1.126 43.44±0.06◦ 28.44±0.06◦ 5.4±0.5◦ 1.9±0.2◦

30◦ 1.126 57.82±0.07◦ 27.82±0.07◦ 5.2±0.3◦ 2.0±0.2◦

45◦ 1.126 68.8±0.1◦ 23.8±0.1◦ 5.6±0.4◦ 1.1±0.3◦

45◦ 1.3 71.6±0.1◦ 25.6±0.1◦ 2.7±0.4◦ 4.1±0.4◦

60◦ 1.126 77.5±0.5◦ 17.5±0.5◦ 3.6±1.2◦ 0.7±1.2◦

41◦ (Ref. 26 ) 67±1◦ 26±1◦ 6.5±1◦ 3.5±1◦

44◦ (Ref. 26 ) 69±1◦ 25±1◦ 4.5±1◦ 6±1◦

45◦ (Ref. 26 ) 70±1◦ 25±1◦ 7±1◦ 7±1◦

choice of γ (for which increasing values lead to a larger mean

cell size and a smaller TMZ). In fact, analysis performed by

Lieberman,26 taking into account realistic thermo-chemistry,

indicated that as α → 0◦, the convective Mach numbers of the

shear layer, and shear layer growth in the TMZ resulting from

Kelvin-Helmholtz instability, should both tend to zero. Ex-

periments were not conducted to verify this, but nevertheless,

these contradictory findings from our simulations warrant fur-

ther analysis to determine the source of turbulent mixing in

the observed TMZ, and to what extent velocity shear plays a

role.

IV. DISCUSSION

A. Gas-dynamic analysis

To look more closely at the source of turbulent mixing in

the TMZ, it is first necessary to reproduce the gas-dynamic

analysis of Lieberman.26 In this analysis, the steady solution

of possible wave geometries and thermodynamic states can

be determined in the frame of reference of the ‘node’, where

the detonation front (D) meets the reactive-inert gas interface

(CS), as shown in Fig. 8. Owing to the small difference in

refractive index between the two quiescent gases, the solu-

tion system, for the range of α under investigation, contains

a transmitted shock (T), a reflected expansion wave (RE), and

the deflected contact surface (CS’). The solution is composed

of 5 possible thermodynamic states. These states are the qui-

escent reactive gas (1), the CJ-combustion products behind the

detonation wave (2), the expanded combustion products (3),

the shocked inert gas (4), and the quiescent inert gas (5). The

solution procedure is the following: the CJ-state (2) is first

obtained across the detonation wave for a given DCJ. Then,

the Prandtl-Meyer solution46 is applied across the expansion

fan to determine state (3). Finally, oblique shock jump condi-

tions are applied to obtain state (4). In this solution method-

ology, the transmitted shock strength and expansion fan size

must be iterated until the pressure, p, and particle path tra-

jectories, u, are matched across states (3) and (4) (u3 = u4;

p3 = p4). While Lieberman considered only the solution with

temperature dependent thermodynamic properties, using Can-
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FIG. 8. Detonation refraction configuration showing states (1)-(5):

(a) particle paths P1 and P2 originating from states 1 and 5; (b) wave

angles. D, T, RE, CS, and CS’ refer to the detonation front, trans-

mitted shock, rarefaction fan, contact surface, and deflected contact

surface (shear layer), respectively. Diagram adapted from Ref. 26.

tera, we also show solutions for a calorically perfect gas using

a constant γ = 1.126 to be consistent with our numerical sim-

ulations (single-γ model). For comparison, we also consider

a solution where three independent, constant values for γ are

known in states (1), (2), and (5). For this 3-γ model, we take

γ1 = 1.30, γ4 = γ5 = 1.40, and γ2 = γ3 = 1.28 (determined for

each state using Cantera). The jumps across the detonation

wave, shock wave, and expansion fan are described in Ref. 46

for the single-γ and 3-γ models. Additional details of the so-

lution procedure can be found in the work of Lieberman.26

As part of the gas-dynamic solution obtained, the transmit-

ted shock angle (β ) for all three-methods (temperature de-

pendent thermodynamics, and calorically perfect gases with

single- and 3-γ) as a function of α are shown in Fig. 9.

The transmitted shock angles measured experimentally,26 and

those predicted numerically are also included in the figure.

For all values of α , both calorically perfect gas models yielded

a slightly lower transmitted shock angle, β , compared to the

temperature dependent thermodynamics solution. This result

was consistent with the fact that the experimental transmit-

ted shock angle, β , at α = 45◦, was also slightly larger than

that obtained numerically (within 2.2◦). It is thus sensible to

attribute the differences between βexp and βsim to the calori-

cally perfect gas assumption adopted. Notably, both calori-

cally perfect gas models resulted in the same β values, despite

the differences observed in densities and velocity magnitudes

in states (3) and (4). Additional sources of discrepancies be-

tween experiments and models are later discussed in Section

IV C, in the context of the TMZ growth rates.

The transmitted shock angles, β , measured from the

CLEM-LES followed the same trend as the solutions obtained

from the gas-dynamic analysis. However, in all cases, the β
values were systematically under-predicted by a few degrees

(1 to 3◦), see Fig. 9. Without a detailed investigation (outside

of the scope of this work) we can only attribute this reduc-

tion in transmitted shock angle to two causes: (i) the slightly

smaller height of our numerical domain; (ii) expansion waves

which originate from the left boundary of the CLEM-LES

simulations. The former results in an earlier interaction of the
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FIG. 9. Transmitted shock angles, β , as a function of interface angle

α .

transmitted shock with the top boundary making it relax at a

lower angle, whereas the latter results from the wall boundary

that was specified behind the detonation, which is known to

develop a self-similar Taylor expansion-wave solution behind

the reactive wave front.47 While such expansion waves do not

influence the detonation velocity, they are able to interfere

with the gas-dynamic solution, thus leading to a reduction in

velocities and pressure in states (3) and (4), and thus a weaker

transmitted shock is required to satisfy the matching condi-

tion. It should also be pointed out that βexp at α = 45◦ was

also less than that obtained using temperature dependent ther-

modynamics. We note that the experiment likely had many

other factors which may have contributed to this discrepancy.

Such as the presence of the film used to separate the gases,

as well as the usual velocity deficit observed in real detona-

tions propagating in narrow channels. In the experiments of

Lieberman,26 a velocity deficit up to 5% below the CJ condi-

tion was reported.

B. Inert simulations in frame of reference of node

In addition to the full lab-frame CLEM-LES simulations

conducted in this work, to isolate the contributions of Kelvin-

Helmholtz instability to the TMZ growth, inert simulations in

the frame of reference of the node were also carried out. By

transforming the frame of reference, we eliminate any influ-

ence coming from the left boundary (wall) thereby expecting

a better prediction to the gas-dynamic solution for the dynam-

ically evolved wave angles obtained, and the CJ solution may

be prescribed as an initial/boundary condition, avoiding the

requirement for integrating reaction source terms. This has

the added benefit of removing the influence of cellular insta-

bility on the solution.

Here, domain sizes of 1000∆1/2 wide by 1000∆1/2 high

were considered, with the node centered at (x,y) = (0,0), and

the same resolution as in the lab-frame simulations was used.

The domains for each simulation (α = 0,30,45,60◦) were ini-

tialized, in the frame of reference of the node, with the CJ-
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solution for a calorically perfect single component gas47 ev-

erywhere, i.e.,

ρ(x,y) = ρCJ =
ρ0DCJ

DCJ −uCJ

, (13)

p(x,y) = pCJ =
p0 +ρ0D2

CJ

γ +1
, (14)

u(x,y) = uCJ −DCJ =
pCJ − p0

ρ0DCJ

−DCJ, (15)

v(x,y) = DCJ tanα, (16)

where ρ0 = 1, p0 = 1/γ , and DCJ = 8. The right boundary, at

x = 0, was prescribed to have the following conditions:

ρ(0,y) =

{

ρ0 if y > 0

ρCJ otherwise,
(17)

p(0,y) =

{

p0 if y > 0

pCJ otherwise,
(18)

u(0,y) =

{

−D if y > 0

uCJ −DCJ otherwise,
(19)

v(0,y) = DCJ tanα for all y. (20)

The remaining boundaries for all variables were set to Neu-

mann type (zero gradient). The resulting unsteady flow was

allowed to evolve naturally up to t = 500 (150 μs), sufficiently

long to reach a steady structure, before averaging statistics

were obtained.

Time-averaged density gradient fields for three different an-

gles of α are presented in Fig. 10. Upon measuring various

state properties and wave angles, we found the inert simula-

tion solutions matched closely those from the single-γ gas-

dynamic solution (see Fig. 9). In addition to this agreement

with the gas-dynamic model, very little shearing was ob-

served for all values of α . Moreover, this result was insen-

sitive to changes in numerical resolution. As shown in Sec-

tion A, our LES methodology is able to reproduce the Kelvin-

Helmholtz instability observed in supersonic shear layer ex-

periments of Brown and Roshko.44 Remarkably, by removing

cellular instabilities at the detonation front, the resulting TMZ

growth rates are much smaller, nearly negligible.

C. Growth rate of Turbulent Mixing Zone

To investigate further the growth rate of the TMZ, we car-

ried out the same analysis done by Lieberman and Shepherd,23

but we carefully choose the frame of reference in which shear

growth rates occur. In Lieberman’s analysis, the following

transformation to laboratory coordinates for the two stream

400

y

a) α=0°: b) α =30°: c) α =60°:

shear layer

CJ boundary

w3

expansion

wave

w4

inert gas

shock wave
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200
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-200
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400

y
200
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FIG. 10. Density gradient fields for inert simulations in the frame of

reference of node (where the detonation meets the reactive–inert gas

interface), for (a) α = 0◦, (b) α = 30◦, and (c) α = 60◦.

velocities on each side of the TMZ was applied, from which

the shear layer growth rates were calculated:

U1,x′ = |~w3|− |~w1|cos(δ −π −α) (21)

and

U2,x′ = |~w4|− |~w1|cos(δ −π −α), (22)

where x′ direction is positive away from the node, as indicated

earlier in Fig. 8b. Here, w1, w3, and w4 refer to the flow ve-

locities in states (1), (3), and (4), in the frame of reference

attached to the node. The angles α and δ are the angles of the

interface and the deflected contact surface, respectively, also

indicated in Fig. 8. Upon transformation to laboratory coor-

dinates, the flow velocities U1 and U2 have equal components

along the y′ coordinate:

U1,y′ =U2,y′ = |~w1|sin(δ −π −α). (23)

Upon solving Eqs. (21) and (22) for the entire range of α , we

find that U1,x′ and U2,x′ are always negative. Although the rel-

ative velocities w3, and w4 were aligned with CS’, but in a di-

rection travelling away from the node, the absolute lab-frame

velocities have trajectories in the +x and +y directions (also

in the −x′ and +y′ direction). This results in the TMZ not

only shearing, but also advected forward and upwards when

viewed from a fixed position. Also, while shear growth occurs

in the −x′ direction, the node travels at supersonic velocities

in the +x direction. As a result, the laboratory-frame flow

field is always locally unsteady, making the choice of U1,x′

and U2,x′ to measure shear layer growth inconsistent with past

work involving splitter plates.44,48,49 Instead, since conven-

tional shear layers have always been measured and analysed

as a spatially growing instability in a quasi-steady state, w3

and w4 should be used instead to determine the shear layer

growth contribution to θT MZ , in the node-frame of reference.

In this frame of reference, the flow becomes quasi-steady, as

if a splitter plate was attached to the node itself, and more

consistent to analyze with previously developed shear layer

growth correlations. Therefore, to estimate the K-H contribu-

tion in a quasi-steady frame of reference, we select our shear

flow velocity streams to have the following velocities:

U1 = w4 (24)
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and

U2 = w3. (25)

By convention, we choose these such that U1 > U2.50 Then,

the convective velocity, Uc, is defined as the velocity of the

centre of shearing between the two streams. For low convec-

tive Mach number shear layer growth evolution, Uc is approx-

imated as

Uc ≈
1+ r

√
s

1+
√

s
(26)

where r = U2/U1 and s = ρ2/ρ1 such that states 1 and 2 for

the shear layer analysis correspond to the expanded burned

products and shocked inert gas streams, respectively. The re-

spective stream Mach number are then defined as

Mc1 =
U1 −Uc

c1
and Mc2 =

Uc −U2

c2
(27)

where c1 and c2 are the speeds of sound in the expanded

burned products and shocked inert gas streams. For the special

case where γ is equal and constant in both streams,

Mc = Mc1 = Mc2 =
U1 −U2

c1 + c2
. (28)

Then, following Ref. 26, profiles of s, r, and Mc as functions

of α , obtained using the three different models described ear-

lier, are shown in Fig. 11. We note some discrepancies be-

tween the calorically perfect gas models and the temperature

dependent thermodynamics model: (i) The single-γ model al-

ways produces some deviation from the real gas solution for

s, r, and Mc. We thus expect the largest error in estimating

the shear layer growth with this model. Note, however, that

the inert simulations, in the frame of reference of the node,

capture well the values obtained from the gas-dynamic analy-

sis (also shown in the figure). (ii) The 3-γ model gave better

predictions of s, r, and Mc, especially for the density ratio,

s. Deviations in the solution for the velocity ratio r were evi-

dent for all models, and also lead to deviations in the solution

for Mc. The significant difference in values obtained for r

and s compared to Lieberman26 are due to our selected frame

of reference, however the variation of Mc compares well to

Lieberman’s model results.

Then, using the solutions for s, r, and Mc, the shear layer

growth rate, dδ /dx′, is readily obtained using the correlations

of Dimotakis,51

dδ

dx′

∣

∣

∣

∣

Mc→0

≈Cδ
(1− r)(1+

√
s)

2(1+ r
√

s)

×
(

1− (1−√
s)/(1+

√
s)

1+2.9(1+ r)/(1− r)

)

(29)

where Cδ lies in the range 0.25 <Cδ < 0.45.52 To account for

compressibility effects, the correction of Papamoschou and

Roshko53 is applied such that

dδ

dx′
=

(

(1− f∞)e
−3M2

c1 + f∞

)

dδ

dx′

∣

∣

∣

∣

Mc→0

(30)
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FIG. 11. Density ratio, s, velocity ratio r, and convective Mach num-

ber, Mc as a function of interface angle α .

with f∞ = 0.2. Finally, the growth angle of the TMZ, due to

flow shearing, may be determined from

θ = tan−1 dδ

dx′
(31)

which represents the angle formed as the shear layer size, δ ,

grows as it is advected from a reference point (i.e., a splitter

plate, or the node in our case) with velocity Uc. θ was de-

termined for all three gas-dynamic models and presented in
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FIG. 12. TMZ growth angles (θ ) as a function of interface angle α

.

Fig. 12. In this figure, the error bars represent the range of

angles obtained for 0.25 < Cδ < 0.45. For all three models

and α values, θ < 1◦. This is much less than the Liberman

model predictions, experiments, and the shear growth rates

measured from the CLEM-LES simulations, all of which are

compared in Fig. 12. Again, despite Lieberman’s agreement,

there is some inconsistency in using the laboratory-frame of

reference to measure the shear-growth rates of the TMZ due to

the fact that the flow field is not quasi-steady. For the Lieber-

man model, and our temperature dependent model both ex-

hibit vanishing θ as α → 0. This is contrary to the CLEM-

LES observations, which suggest there may be other signifi-

cant contributing factors to the TMZ growth. As will be dis-

cussed in the next section, we suggest that pressure pulses as-

sociated with the cellular nature of the detonation front signif-

icantly influence the TMZ growth.

Upon measuring θ in the inert node-frame simulations, us-

ing the same procedure of the lab-frame CLEM-LES simula-

tions, good agreement with our predicted shear growth angle

of θ was found. In fact, θ obtained from the inert node-frame

simulations was also always less than 1◦. Despite the small

difference in θ predicted from the gas-dynamic models and

the inert node-frame simulation, it is reasonable to speculate

that shearing due to K-H is minimal, and only contributes to a

fraction of the actual TMZ growth as observed in experiments

and lab-frame CLEM-LES.

D. Contribution of pressure pulses to turbulent mixing

Due to the rather small contribution of K-H instability on

the observed TMZ growth, further investigation of the source

of turbulent mixing in the TMZ is necessary. We investigate

the influence of instabilities originating from the detonation

front itself on the TMZ evolution. For this, we once again

use inert node-frame simulations, as described previously in

Section IV B, where irregular cellular instabilities have been

removed. In this case, however, we add controlled sinusoidal

perturbations to the inflow, such that boundary condition for

pressure in Eq. (14) is replaced with

p(0,y) =

{

p0 if y > 0

pCJ +15sin(2πt/2.5) otherwise.
(32)

The amplitude of the perturbation for p (value of 15) was

chosen to be representative of pressure pulses associated with

changes in the detonation velocity up to ±25% the CJ value,

which may be expected owing to the true unsteady nature of

the detonation wave front. The period of the perturbation was

chosen, roughly, to reflect the time it takes for a detonation

wave to pass over the characteristic cell size.

In Fig. 13 an instantaneous density field obtained for α =
45◦ resulting from the sinusoidal forcing is shown at an in-

stant in time once a quasi-steady state was achieved in the

evolution of the TMZ. For comparison, time-averaged den-

sity fields from the inert simulation with and without pressure

forcing at the boundary are also shown. Pressure fluctuations

originating from the inflow have a much larger contribution to

the TMZ evolution and growth than velocity shearing alone.

Upon time-averaging the perturbed flow field through 300 in-

stances in time, and measuring the growth rate using the pro-

cedure described in Section III, θTMZ = 1.2±0.3◦for α = 45◦.

Although this TMZ growth rate is still less than the lab-frame

simulation at the same value of α , θTMZ = 5.6± 0.4◦, both

angles are much larger than the value obtained for the inert

simulation without forcing (θTMZ = 0.28±0.05◦). To test the

effects of the pressure pulses, we repeated the simulation by

independently doubling the pressure pulse amplitude and pe-

riod. We found that by doubling the amplitude of pressure

pulses, θTMZ = 1.6±0.3◦. Then, in another simulation where

the period was halved, and thus more frequent, we found that

θTMZ = 2.0 ± 0.1◦. For both a doubled amplitude and fre-

quency, θTMZ = 2.2± 0.3◦. Based on this result, it appears

that the observed TMZ growth is very sensitive to pressure

pulses originating from the unsteady cellular detonation front,

and that such pulses have a significant contribution to the ob-

served TMZ growth rate. More specifically, the latter pulses,

originating from a normal direction to the detonation wave

and likely enhanced by baroclinic instabilities, account for 20

to 39% of the TMZ growth, while K-H instability on its own

accounts for only 5%. The remaining contribution may orig-

inate from multi-dimensional transverse waves and irregular-

ity associated with the cellular structure of a real detonation

front, plausibly enhanced by Richtmyer-Meshkov instabilities

between the transmitted oblique shock and the TMZ. From

these figures, we find that these normal pressure pulses and

transverse waves arguably have a much higher impact on the

TMZ growth than K-H instability alone.

E. Three-dimensional effects and the critical Reynolds
number

While our two-dimensional computations attempted to clar-

ify the role of Kelvin-Helmholtz (K-H) shearing, such phe-

nomena is actually three-dimensional in nature. To fully cap-

ture vortex-stretching in all directions, and its influence on
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FIG. 13. Time-averaged density fields of inert simulations in the

node frame of reference without (a) and with (b) pressure perturba-

tions at the inlet. Frame (c) shows an instantaneous density field for

the case with forced pressure perturbations.

the actual TMZ growth, three-dimensional simulations are re-

quired. Furthermore, the cellular structure of the detonation

wave, and the resulting transverse pressure perturbations are

also three-dimensional and may influence the TMZ growth.

In Section A we showed that three-dimensional effects

could increase the K-H contribution to the shear layer growth

by ∼10% compared to two-dimensional simulations. How-

ever, at the scales considered here, the K-H contribution was

found to be small, i.e. θTMZ < 1◦ when no external forc-

ing of pressure perturbations is present. To investigate this

further, the critical Reynolds number, Recrit as defined in

Refs. 48 and 49 is an important parameter to quantify, as

Konrad previously found that planar gas-phase shear layers

are only able to sustain three-dimensional fluctuations when

Recrit & 10,000−20,000 thus marking a transition to a three-

dimensional regime as a result of increased molecular mixing.

Recrit =
∆Uδcrit

ν
, (33)

where ∆U = U1 −U2, the difference in velocity between the

fast and slow streams, respectively, in the steady-state frame

of reference. From this, the physical distance before which

three-dimensional shearing is not expected to play a role can
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FIG. 14. Distance along x′ to Recrit, before three-dimensional effects

from K-H shearing influence the flow. The density ratio between the

slow and fast streams is given by s = ρ2/ρ1.

be found:

x′crit ≈
(

dδ

dx′

)−1

δcrit. (34)

From Brown and Roshko,44 correlations may be used to esti-

mate the shear layer growth depending on the density ratio:

dδ

dx′
=C

U1 −U2

U1 +U2
, (35)

with C = 0.51 for ρ2/ρ1 = 7, or C = 0.28 for ρ2/ρ1 = 1/7.

Figure 14 shows the dependence of x′crit on the ratio s = ρ2/ρ1

and the velocity ratio ∆U/(U1 +U2). In this figure, we show

how the results from our shear layer simulations of Section A

compare to the correlation of equation (34), when s= ρ2/ρ1 =
7, which demonstrates very good agreement. For the con-

ditions of the situation examined in this study, i.e. Fig. 11,

we note that ρ2/ρ1 is actually closer to 1/7 since the fast

stream, in the steady-state frame of reference, corresponds to

the heavier shocked inert gas.

To examine in more detail, we chose to analyse the sit-

uation most prone to K-H shearing, when Mc is a maxi-

mum. From analysis conducted in Fig. 11, this occurs at

α = 25◦. For this case, we repeated the inert simulation

described in Section IV B, in the frame of reference of the

node, but on a much larger domain. In this new simu-

lation, shown in Fig. 15, the domain size considered was

8000∆1/2 (800 mm) by 11,776∆1/2 (1177.6 mm), nearly ten

times larger than the scales observed in the Lieberman and

Shepherd experiments.23 The finest grid resolution was kept

unchanged, to maintain consistency with our earlier results.

This new simulation shows that visible K-H structures do not

appear until the shear layer is about 1 m away from the node.

Upon time-averaging the flow fields, the size of shear layer

(δ ) vs. distance from the node, x′, was measured (see Fig. 16).

Also shown in this figure is the Reynolds number vs. x′,
which permits us to determine xcrit when Recrit = 10,000 from

Eq. 33. For this particular case, a critical Reynolds number
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FIG. 15. (a) Time-averaged, and (b) instantaneous density gradient

fields of large-scale inert simulations in the node frame of reference

(no forcing of pressure perturbations).

is not achieved until the flow is 1.11m away from the node,

and is shown in Fig. 14, which compares well to the correla-

tion for s = ρ2/ρ1 = 1/7. Moreover, the shear layer growth

rate at this location was dδ/dx′ = 0.019, which corresponds

to θTMZ = 1.09◦. This value is significantly greater than

those predicted earlier, on much smaller domains, as critical

Reynolds numbers were not achieved. With spreading rates

up to dδ/dx′ = 0.019, it is not possible to achieve x′crit due to

K-H shearing alone within 100 mm from the node suggesting

that three-dimensional shearing effects are likely not signifi-

cant on the scales observed in the past experiments,23 and our

corresponding CLEM-LES investigations. In the vicinity of

the node, i.e. within 100 mm, we argue that pressure pulses

and transverse waves are the most likely contributors to the

observed TMZ growth.

Finally, in spite of the fact that our statistics reveal self-

similarity of the flow, the proximity of the shock wave to

the TMZ could possibly trigger the development of instabil-

ities in the TMZ sooner than in canonical shear flow exper-

iments. Physically, one would expect that a portion of the

acoustic disturbances / pressure waves originating from the

detonation-inert interface interaction would reflect from the

oblique shock wave and interact in non-trivial ways with the

TMZ. This could potentially lead to the destabilization of the

shear layer itself. The extent of the latter interaction, however,

remains to be characterized in detail. The influence of three-

dimensional cellular structure effects, and also the effects of

realistic and variable-γ values will also be investigated in fu-

ture work.

V. CONCLUSIONS

Detonation propagation into sharp interfaces of reactive and

inert gas was investigated using the CLEM-LES framework,

and validated with previous experiments.23,26 The full-scale

simulations reproduced the experimental flow features (quali-
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along the shear layer, x′. The TMZ growth rate eventually corre-

sponds to θTMZ = 1.09◦, which is still less than actual TMZ growth

rate.

tatively and quantitatively), which consisted of a cellular det-

onation front, a transmitted shock wave–TMZ complex, and a

Mach stem. In addition, measurement of the resulting TMZ

growth rates from the CLEM-LES showed good agreement

with experimentally reported values (within ∼ 2◦). Upon re-

casting the simulations in the frame of reference of the node,

and by removing instabilities at the detonation front, shear

growth rates were found to be insignificant when perceived

from the node. This was further substantiated by perform-

ing a detailed gas-dynamic and shear layer growth analysis,

in both, the laboratory- and node-frame of reference. Most

notably, perturbing the detonation front pressure, in the inert

node-frame simulations, showed that the observed shear layer

growth is heavily influenced by baroclinic instabilities origi-

nating at the detonation front. However, in order to account

for the full growth rate of the TMZ, as observed in experi-

ments, transverse waves associated with the detonation front

cellular structure are likely the largest contributor through ad-

ditional Richtmyer-Meshkov instabilities. In future work, to

better capture all of the gasdynamic features present, the com-

bustion reaction mechanism description of the CLEM-LES

methodology should be extended to include multiple steps

and more realistic properties such as temperature-dependent

heat capacities. Three-dimensional simulations should also

be sought.

ACKNOWLEDGMENTS

This research was enabled in part by high performance

computing resources provided the Core Facility for Advanced

Research Computing at Case Western Reserve University.

This research did not receive any specific grant from funding

agencies in the public, commercial, or not-for-profit sectors.

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
1
1
3
0
7
3



Accepted to Phys. Fluids 10.1063/5.0113073

Origins of instabilities in turbulent mixing layers behind detonation propagation into reactive–inert gas interfaces 14

DATA AVAILABILITY STATEMENT

The data that support the findings of this study are available

from the corresponding author upon reasonable request.

Appendix A: Validation to compressible shear layer
experiments

We simulated several inert shear layers in both two and

three-dimensions, for different stream velocity ratios, and at

various resolutions to ensure that our LES strategy adequately

captures the correct shear layer growth for conditions ex-

pected in our TMZ. Since there are no chemical reactions,

closure to ω̇ is not required via the LEM subgrid. In this

case, the development of the inert and turbulent shear layers

is computed entirely on the large-scale LES, Eqs. (1) to (4).

The shear layers simulated have initial conditions relevant to

the conditions encountered in this study, i.e. a fast moving

high temperature hot stream mixing with a slower moving low

temperature cold stream, and both streams having the same

molecular weight. The density ratio for all shear layer simula-

tions was kept at ρ2/ρ1 = 7, diffusion coefficients and specific

heat ratio were kept the same for both streams (ν = 0.00786,

Pr = 0.77, Prt = 1, γ = 1.126 ); the initial pressure was chosen

to be close to the pressure expected in the TMZ of the detona-

tion interaction with a sharp interface at α = 45◦ ( p0 = 280

kPa). The velocity of the low temperature, high density stream

(ρ2 = 1.8kg/m3) was kept constant at U2 = 0.21 (68.4 m/s),

while the velocity of the hot low density stream, U1, was var-

ied. The domain size simulated was x= 1536∆1/2 (153.6 mm)

in length by y = 1024∆1/2 (102.4 mm) in height, with the

splitter plate located at y = 512∆1/2 (51.2 mm). This domain

size was sufficient to capture the detailed large-scale shearing,

without influencing the solution. For three-dimensional simu-

lations, a width of z = 36∆1/2 (3.6 mm) spanning the splitter

plate with periodic boundary conditions was specified. The

spatial growth of the shear layer size, δ (x), as a function of

distance x downstream from the initial splitter plate, was de-

termined by averaging temperature fields from 750 instances

in time and recording the locations where the temperatures

changed from their initial value by 4%. This particular thresh-

old was used for consistency with our measurements of shear

growth in Section III B. Each simulation was run for 7500

time units (2.29 ms) prior to averaging to allow the shear layer

to develop to a quasi-steady state; the averaging was carried

out over the same amount of time (2.29 ms). This was suffi-

cient to give statistically resolved measurements in all cases.

For verification, Fig. 17 shows the effect of grid resolution

on the shear layer growth rate (dδ /dx) for U2/U1 = 0.257,

for both two- and three-dimensional simulations. For the

two-dimensional simulations, the shear layer growth rate con-

verges at a resolution of at least 2 grids per ∆1/2 (0.05 mm).

While we did not conduct three-dimensional simulations be-

yond this resolution due to resource limitations, it seems

that three-dimensional effects lead to increased shear growth

rates; the difference in shear growth rates between the two-

dimensional and three-dimensional cases are less than 10%.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.1  1  10

d
δ
/d

x

LES grids per ∆1/2 (grids per 0.1mm)

2D
3D

FIG. 17. Influence of LES grid resolution (∆̄) and multi-

dimensionality on shear layer growth rate (dδ/dx) for U2/U1 =
0.257 and ρ2/ρ1 = 7.

For validation, Fig. 18 shows an example of a resolved

instantaneous density gradient flow obtained from a two-

dimensional numerical simulation, compared directly to an

experimental schlieren image, to scale, for a case where

U2/U1 = 0.143 and ρ2/ρ1 = 7. The resolution in this case

was 4 grids per ∆1/2 (0.025 mm). Also shown in this fig-

ure is the location of Reδ ,crit = 10,000. It is above this lo-

cal Reynolds number that the flow is able to sustain three-

dimensional fluctuations,48,49 and therefore influence mixing

in the third dimension. Konrad48 argued that even though

three-dimensional effects are present beyond this Reynolds

number, the shear layer continues to grow at the same lin-

ear rate as below this threshold, and that the large-scale

flow structures essentially remain two-dimensional. The two-

dimensional simulation in Fig. 18 captures the qualitative be-

haviour when compared to the experiments of Brown and

Roshko.44

Finally, Fig. 19 quantitatively compares the simulation

shear layer growth rates to experiments for different ve-

locity ratios. The resolution for the two-dimensional sim-

ulations was 4 grids per ∆1/2 (0.025 mm) whereas the

three-dimensional simulation resolution was 2 grids per ∆1/2

(0.05 mm). Results show that our LES strategy correctly cap-

tures the experimental shear layer growth rates expected for a

wide range of velocity ratios.
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Simulation: Experiment (Lieberman, 2007):
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