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his paper presents an experimental study to characterize fluid leakage through a rough metal contact. The focus is on an original
xperimental setup and procedure designed to measure the fluid micro (or nano) leak rate with great precision over several orders of
agnitude. Liquid leak-rate measurements were carried out under two distinct operating conditions, i.e., in the case of a pressure
radient applied between contact edges and in the case of a pure diffusive effect resulting from a species concentration gradient. Ex-
erimental leak-rate results are discussed in terms of effective contact permeability—or transmissivity—and in terms of effective contact
iffusivity versus contact tightening.
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Introduction
Metal gaskets are commonly used for spatial and nuclear appli-

ations and, more generally, whenever severe thermodynamic
onditions are met excluding the use of a rubber-sealant compo-
ent. In such cases, the seal is performed by a direct-metal/metal-
ight contact of rough surfaces for which many parameters con-
rolling the leakage might be involved. Among others, one can cite
he material of each surface, the topology at different scales of
bservation as a result of machining processes, the distribution
nd level of applied tightening, and the nature and thermodynamic
tate of the fluid to be sealed. Prediction and further optimization
f the sealing efficiency of the contact are made difficult by �i� the
dentification of the relevant parameters and the way they can be
ontrolled in contact design, �ii� the derivation of complete
nough models able to correctly capture the physics of flow that
an occur near the percolation threshold and of deformation which
an be in the elastic and/or plastic regime �1�, and �iii� last but not
east, precise measurements of leak rate under well-controlled
onditions for sometimes extremely small flow rates. The present
aper is focused on this last issue since such measurements can be
f interest with many respects.

In most reported experimental studies, seal performance of
etal gaskets is investigated in very particular situations and gen-

ralization of leak rate results to other configurations or operating
onditions has not been yet achieved. Most of the existing leak-
ate measurements were performed with a gas and, to our knowl-
dge, no direct comparison to liquid leakage was proposed in the
iterature in spite of some empirical relationship that justification
till leaves much to be desired �2�. In fact, very few papers are
eporting metal seal behavior with a detailed dependence of the
eakage with the relevant parameters. An early contribution to this
roblem was proposed from a theoretical and experimental point
f view in �3–5�. However, the reported work in these papers dealt
ith gas leakage in the free molecular regime through the contact
etween a rough surface and a perfectly flat and nondeformable
lane while roughness distribution was assumed to be Gaussian.
ore recently, Yanagisawa et al. �6� studied the influence of tight-

ning on gas leakage �air or helium�, for a C seal from an experi-

1Author to whom correspondence should be addressed.
Contributed by the Fluids Engineering Division of ASME for publication in the
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cript received November 23, 2006. Review conducted by Joseph Katz.
mental point of view only. The leak rate was measured using a 
“water bubble” method, but their investigation was limited to 
moderate loads because their maximum apparent contact pressure 
was roughly 200 MPa. Resulting deformations of the gasket under 
load and microscopic contact areas were also investigated, but no 
leak-rate predictions were proposed. In a subsequent work by the 
same authors �7� in 1991, the important role of a lead-coating 
layer was demonstrated from experiments at ambient and cryo-
genic temperatures �70 K� performed on C seals. During the same 
period, an experimental investigation on the influence of the type 
of machining on leakage was proposed by Matsuzaki and Kaza-
maki �8�. In their work, gas leak rates observed through contacts 
of turned, polished, and lapped surfaces made of different mate-
rials, such as copper, stainless steel, or other alloy steels were 
related to surface roughness and contact pressure. A nitrogen leak 
was detected using gas chromatography. Later, the same analysis 
was applied to the behavior of knife-edge seals �9�, but no model 
was proposed to predict the leak.

From a theoretical and numerical point of view, some contact 
models of rough surfaces were reported recently in the literature. 
One can quote, for example, the numerical work of Kogut and 
Etsion �1� to describe the contact between a smooth rigid surface 
and a single asperity in the elastic-plastic domain. Such models, 
where no interaction between asperities is assumed along with no 
deformation of the substrate, had been also used before by Poly-
carpou and Etsion to predict an equivalent dimensionless aperture 
and gas leakage through the contact ��10,11��. This represents an 
interesting approach of leakage estimation although the simplified 
description of surface topology made by a Gaussian distribution 
of heights of asperities is quite far away from real surface finish 
frequently used and obtained by a turning process. Moreover, ex-
isting models are based on the hypothesis that leakage is mainly 
controlled by asperities, i.e., by microscopic defects on the sur-
face. Complete studies in terms of scales of investigation �from 
the microscale to the entire contact scale� are necessary to im-
prove the understanding of all the mechanisms controlling the 
leak and to capture the role of microscopic and macroscopic pa-
rameters. To this end, a complementary approach, consisting in 
accurate leakage measurements obtained under quasi-real but 
well-controlled conditions and, in particular, on real machined 
rough surfaces seems to be needed as pointed out in �12�. The 
experimental work reported in this paper is a first step to contrib-
ute to this task and is a starting point for subsequent comparison

to models.
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Fig. 1 Configuration of the contact under study

A precise and original method to measure leakage under well-
efined conditions was designed and is presented below. It can be
pplied to flow-rate measurements ranging over six orders of
agnitude in any configuration involving an annular contact be-

ween two rough surfaces and for both liquid and gas. The leak
etection threshold is equivalent to that of mass spectrometry �i.e.,
ypically 1 ppm�, which represents a significant breakthrough for
etection of a liquid flow rate. It is especially well adapted to
easurements of very small flow rates expected for leak tests on

ystems requiring high sealing levels as well as in many other
pplications in the domain of microfluidics. In fact, many draw-
acks of existing microliquid flow-rate devices are circumvented,
uch as sensitivity to temperature and/or pressure fluctuations,
eakage, evaporation, etc. �13�. An experimental setup using this

ethod was developed, and leak-rate measurements were per-
ormed under well-defined conditions on a model configuration
lose to a real design. Flow rates measured on the entire contact
re analyzed in terms of the macroscopic properties of the assem-
ly versus contact pressure. These macroscopic properties are the
ffective transmissivity and effective diffusivity and are direct sig-
atures of the connected aperture field, i.e., of interconnected
ones of no local effective contact between the two surfaces.
hese experimental results will serve as a basis for further com-
arison to predictive estimates of leakage obtained from topologi-
al analysis of the surfaces along with numerical simulation of
eformation and flow through the contact. A detailed presentation
f such a comparison, which is beyond the scope of this paper,
ill be reported later on. Here, we lay the emphasis upon the
ethodology which reveals to be very effective.
Section 2 of this paper is dedicated to the description of the

xperimental apparatus used to perform leak-rate measurements.
esults obtained for liquid leakage are presented in Sec. 3. For
oth pressure-driven and diffusive flows, results were obtained
hile varying tightening applied to the assembly as well as liquid
ressure in the case of viscous flows.

 Experimental Setup

2.1 Contact Configuration. The configuration for seal tests
nvestigated in the experiments presented below is that of a plane
nnular and circular contact between a machined metallic surface
btained by turning and made of 316L stainless steel pressed
gainst the plane cross section of a cylinder made of sapphire as
chematically represented in Fig. 1. The turning process generates
efects ranging from the microscale �metallic grain scale� to the
acroscale �error of forms at the scale of the entire contact� �14�.
The ring-shaped contact has an inner radius ri of 19.85 mm and

n outer radius re of 20.15 mm, yielding an apparent contact area
f 38 mm2. Two surfaces, referred to as A and B and obtained in
ery different machining conditions, were used in our experi-

ments. Parameters used for the machining of surface B are re-
ported in Table 1.
Our objective here is not to mimic metal/metal contact as em-

ployed in real configurations but rather to acquire data under
simple but well-controlled conditions in the perspective of direct
comparison to models. Within this context, a sapphire was chosen
for the antagonist and this was motivated by several reasons. First,
this allows great simplifications in the description of the contact
topology tractable for future use in predictive tools. Indeed, pol-
ished surfaces as well as excellent flatness properties can be ob-
tained on the sapphire. Moreover, hardness and Young’s moduli
ratios between the sapphire and 316 L stainless steel are roughly
10 and 2, respectively, as indicated in Table 2. Under these cir-
cumstances, the sapphire can be considered as a flat nondeform-
able surface; thus, the topological and mechanical properties of
the contact are those of the metallic surface only. In other words,
this configuration is an excellent experimental support for a
straightforward description of the contact with the surface-sum
concept without ambiguity. This concept, first introduced in �15�,
was later confirmed as a relevant one in several works �16–18�.
Second, transparency will allow direct visualization of the contact
for future study. Of course, the experimental device can be used
with any pair of materials and other dimensions of the contact.

2.2 Experimental Device. The experimental setup used in
this work is schematically represented in Fig. 2 �19�. It consists of
a very rigid leakage cell designed to contain and support the dif-
ferent parts of the contact. Within the leakage cell, the metallic
rough surface is pressed against the sapphire disk using a jack

Table 1 Turning parameters used for metallic surfaces B

Speed 1200 rpm
Advance by turn 0.05 mm

Depth of cut 0.02 mm
Turning tool 45 deg
Tool radius 0.2 mm

Table 2 Mechanical properties of stainless steel and sapphire
used in the experiments

316L stainless steel Sapphire

Vickers Hardness 155–190 1570–1750
Young’s modulus 1.9�105–2.1�105 MPa 4.4�105 MPa
Tensile strength 460–860 MPa 190 MPa
Poisson’s ratio 0.3 0.3
Compressive strength - 2100 MPa

Fig. 2 Schematic representation of the experimental appara-

tus „viscous flow conditions…
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onnected to a hydraulic pump. Tightening is controlled by a load
ell made of a gage bridge sensor, ensuring a continuous measure-
ent during experiments. From this measurement, the apparent

ontact pressure, referred to as Pca in the rest of this work is
efined as the nominal force F, divided by the apparent contact
rea

Pca =
F

��ri
2 − re

2�
�1�

he leakage cell is kept at 20°C during experiments using a coil
n which temperature regulated water flows.

Excessive care was taken to avoid out of parallelism errors
etween the metallic surface and the sapphire by introducing a
ing of soft material �rubber or polytetrafluoroethylene� above the
apphire cylinder and below the metallic surface. Because these
aterials are far less rigid than both the metal and sapphire and

ince their Poisson’s ratio are close to 0.5, they behave like a fluid
all-and-socket joint and ensure an excellent correction of this
rror. This was verified with a test experiment where the sapphire
isk was replaced by a copper cylinder while a 50 MPa contact
ressure was applied. As sketched on Fig. 3, the mark correspond-
ng to the ring indentation of the 316L surface on the polished
opper face is extremely regular excluding any significant deflec-
ion between the metallic surface and the sapphire.

The liquid for which leakage is measured is stored in a tank
xially connected to the inner part of the contact and may be put
nder pressure using nitrogen. The pressurized liquid—or
olute—leaks through the contact and is collected in a closed loop
f solvent. Circulation of the solvent loop is necessary to improve
omogeneity of the mixture and is carried out with a peristaltic
ump. It is kept slow enough to avoid a significant pressure gra-
ient in the outer part of the contact, which is supposed to remain
t the atmospheric pressure. Leak-rate measurements are per-
ormed by measuring the mass of solute passing through the con-
act in the solvent, during a given period of time. This is achieved
y sampling the solvent loop, regularly, taking 1 �l from the mix-
ure with a microsyringe. The sample is analyzed by gas phase
hromatography �GPC� providing the solute concentration.

For experiments under diffusive conditions, the setup is modi-
ed by simply replacing the nitrogen and liquid storage tanks by a

tube containing the liquid for which leakage is measured. One
nd of the tube is connected to the inner region of the contact
hile the other end is left opened, the liquid level being adjusted

t the height of the metal/sapphire contact so that no pressure
ifference exists between contact edges.

ig. 3 Indentation of a polished copper surface by the rough
etallic ring, Pca=50 MPa
In our experiments, the fluid for which the leak rate was mea-
sured is 1-butanol while the collector solvent is ethanol. These
alcohols were strongly wetting both metal and sapphire surfaces
in the presence of air. Accuracy of leak-rate measurement was
improved significantly by adding an internal standard �1-
propanol� to the solvent, and using calibration performed prior to
experiments �20�. Chromatograms were recorded by making use
of a flame ionization detector. This technique ensures a rapid,
accurate, and high sensitive measurement and has an excellent
compatibility with the alcohols used in our experiments.

Experimental results reported below were obtained with a tight-
ening ranging from 3.8 kN to 30.4 kN. This corresponds to an
apparent contact pressure �Pca� between 100 and 800 MPa. Dur-
ing pressure-driven experiments, the pressure difference, �P, be-
tween the solute in the inner region of the contact and the solvent
in the loop �remaining roughly at atmospheric pressure� ranged
from 1 to 30 bar and was measured using a pressure transducer
with a precision of 60 mbar.

2.3 Experimental Protocol. Leak-rate measurements were
carried out every Pca increment of 100 MPa from low to high
tightening. This procedure avoids possible roughness plastic de-
formation at high loads that might otherwise remain during mea-
surements at lower loads. Because expected leak rates are ex-
tremely small �sometimes �1 �g/min�, special attention must be
addressed to the experimental protocol. For instance, excessive
care must be taken of surfaces cleanness since trapped or adsorbed
solute might be slowly solubilized in the solvent loop and might
be a source of significant error while estimating the leak rate.

For the initial state, two different configurations of the contact
may be considered. In fact, the contact can be first wetted and
saturated with the leaking fluid before load is applied or the ex-
periment can be started with a dry contact. The former case would
ensure leakage under the one-phase flow condition, whereas in the
later, a leak initiates under the two-phase flow condition at least
during a short period during which the contact is partially satu-
rated by air and is being invaded by imbibition. Tests were per-
formed to explore both cases. As shown in Fig. 4, no significant
effects were noted between the two situations and, for simplicity
reasons regarding cleanness, experiments were started with a dry
contact.

After pressure was applied in the solute during pressure-driven
experiments, the resulting force exerted on the sapphire and the
metallic surface, which tends to unload the contact, was corrected
by increasing the tightening of the corresponding value. Once
both pressure in the fluid phase and tightening reached stabilized
values, the solvent loop was analyzed by GPC at regular intervals
of time. This provides the time evolution of the mass of butanol

Fig. 4 Mass of leaking fluid through the contact versus time -
Pca=240 MPa - �P=9 bar. Open and dark symbols correspond
to an initial dry and wet contact respectively
leaking through the contact.
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Experimental Results
In this section, we report some results of leak-rate measure-
ents performed during experiments under viscous and diffusive

onditions. In both cases, the leak rate was recorded while varying
he apparent contact pressure Pca and the pressure difference be-
ween contact edges during viscous flow experiments. As men-
ioned above, two different types of surfaces—A and B—were
sed in these experiments. Moreover, two surfaces of type B �i.e.,
1 and B2� obtained under the same machining conditions were
mployed for comparison purposes.

3.1 Leak-Rate Measurements Under Pressure-Driven
onditions. In Fig. 5, we have represented the time evolution of

he mass of butanol leaking through the contact between the sap-
hire and the metallic surface B1, for three different values �5 bar,
0 bar, and 15 bar� of the pressure difference �P. Experimental
esults reported in Fig. 5 were obtained with an apparent contact
ressure equal to 300 MPa. Measurements were performed over
oughly 100 min.

As can be seen in Fig. 5, the mass of butanol present in the
olvent loop evolves linearly versus time and we shall insist on
he excellent values of the associated determination coefficient
21�. This linear evolution is confirmed on similar results obtained
n surface A and reported in Fig. 6, indicating moreover an ex-
ellent reproducibility between two measurements performed un-
er identical conditions without dismantling between two succes-
ive experiments �22�.

As expected, the leak can be characterized by a unique value of
he mass flow rate for each value of both the apparent contact
ressure and pressure drop between contact edges. The experi-
ental value of this flow rate can be clearly extracted from the

ig. 5 Time evolution of the mass of butanol in the solvent
oop - Surface B1

ig. 6 Time evolution of the mass of butanol in the solvent

oop - Surface A
slope of trend lines issued from m�t� data illustrated above using a
least-squares linear fit approach. By doing so, we assume that the
error on the measurement of m�t� remains the same at any time so
that the optimal estimation of the flow rate is, in fact, that result-
ing from a linear least-squares approach. Results of this procedure
applied to data obtained on surface B1 are depicted in Fig. 7,
where we have represented the mass leak rate Q versus pressure
drop for four values of the apparent contact pressure.

Again, as expected, one can observe that the mass leak rate
depends linearly on the pressure drop with excellent determination
coefficients. In addition, the method used in the present work
turns out to be extremely sensitive to detect liquid leakage and is
actually as sensitive as mass spectrometry classically used for gas
leak detection �2,23,24�. In fact, leak rates as weak as
10−4 mg/min can be measured with the system used in the present
work and this can be achieved by increasing the period of obser-
vation and, eventually, by reducing the volume of the solvent
loop. Examples of results in this range of leak rate obtained on
surface B2 for Pca equal to 700 MPa and fluid pressure drops
equal to 10 bar, 20 bar, and 30 bar respectively are reported in
Fig. 8.

One can note, in Fig. 8, that butanol was initially introduced in
the solvent loop so that this species is initially above the chro-
matograph detection threshold. Here, the noise is very significant
compared to the amount of solute collected in the loop and this
leads to small values of the determination coefficients. Neverthe-
less, in the particular case of a linear regression, one can approxi-
mate the variance, Var�Q�, on the estimator of the mass leak rate
�i.e., on the slope of the trend line issued from m�t� data�. This
variance is given by

Var�Q� =
1

�n − 1�
� �Ymodel − Y�2

� X2
�2�

where n is the number of Y�X� measurements, Y being the mass of
butanol measured at time X and Ymodel, representing the mass of
butanol estimated at time X from the trend line equation �25�. For
measurements reported in Fig. 8, this leads to standard deviations
�14% for �P=10 bar, 10% for �P=20 bar, and 5% for �P
=30 bar. These very low flow rates obtained for Pca=700 MPa on
surface B2 are represented versus �P in Fig. 9, where, again, an
excellent linear relationship can be observed along with a zero
flow rate for a zero pressure drop.

The linearity between mass leak rate and pressure drop allows a
description of the flow through the contact by a macroscopic Rey-
nolds law classically used for flow in fractures �26,27�, which, for

Fig. 7 Mass leak-rate versus pressure drop through the con-
tact for four values of tightening - Surafce B1
the ring-shaped contact under study, can be written under the form
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ig. 8 Time evolution of the mass of butanol in the solvent
oop - Surface B2 - Pca=700 MPa - a… �P=10 bars - b… �P
20 bars - c… �P=30 bars

n this relationship, re and ri are the external and internal radii of
he contact, � is the dynamic viscosity of the leaking fluid �for
utanol at 20°C, � =2.95�10−3 Pa s� and � is the density of bu-
anol �� =810 kg/m3 at 20°C� considered as an incompressible
hase in the pressure range investigated in these experiments, and
 is the contact transmissivity having the unit of cubic meters. It
ust be emphasized that, from an engineering point of view, K is

 key parameter since it is an intrinsic characteristic of the contact
t a given Pca and should be used to qualify sealing efficiency. By
aking use of Eq. �3�, one can easily estimate the transmissivity

f the contact from slopes of trend lines of Q��P� data for each

alue of Pca using again a least-squares linear fit approach if one
assumes a constant error on Q��P�. In Fig. 10, we have repre-
sented the evolution of transmissivity obtained on surfaces B1 and
B2 versus the apparent contact pressure. Estimations of the corre-
sponding errors are provided in Sec. 3.

These results clearly highlight the strong dependence of sealing
efficiency on tightening. In fact, transmissivity varies over ap-
proximately seven orders of magnitude while the apparent contact
pressure varies between 100 MPa and 700 MPa. As shown in Fig.
11, the evolution seems to roughly obey a power law and fits
performed on our experimental data indicate that K can be scaled
as

K � Pca
−6.4 �4�

for surface B1 and

Fig. 9 Mass leak-rate versus pressure drop - Pca=700 MPa -
Surface B2

Fig. 10 Contact transmissivity versus tightening for two simi-
lar rough surfaces B1 and B2
Fig. 11 Power law fits on K„Pca… - Surfaces B1 and B2
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K � Pca
−6.7 �5�

or surface B2.
No leak was detected for Pca �800 MPa on surface B2, and

fter this value of Pca has been reached and tightening is de-
reased, a completely different behavior of transmissivity is ob-
erved since at 200 MPa and 100 MPa leak rates are respectively
ivided by a factor 700 and 2400. This hysteresis must be the
roof of permanent deformations of surface defects in the plastic
omain remaining during the contact pressure release.

As shown in Fig. 10, transmissivities for both surfaces are very
imilar over the range of apparent contact pressure investigated
ere. However, as will be seen below with results obtained on
ffective diffusivities, it is not sufficient to conclude that aperture
elds are completely similar. This can be explained by the fact

hat viscous flow explores a complex average operating on the
ube of the aperture field whereas diffusive flux is related to an-
ther average formed on the aperture field only �28�. As said
efore, a direct comparison of these experimental data to a theo-
etical and numerical analysis of both surface deformation and
ow within the aperture field will be reported later on.

3.2 Leak-Rate Measurements Under Diffusive Operating
onditions. Experiments described in this section aim at the de-

ermination of solute mass flux through the contact resulting from
diffusion process due to the concentration gradient of chemical

pecies between contact edges without any pressure gradient. This
ype of experiment is motivated by the fact that a diffusive leak
rovides a signature of the aperture field, which differs from that
evealed by viscous leak. In these experiments, we only consider
he flux of butanol contained inside the contact into ethanol �and
ropanol� contained in the solvent loop. Diffusive leak-rate mea-
urements were carried out on surfaces B1 and B2 while, as for
iscous leak rate measurements, contact pressure was varied be-
ween 100 MPa and 800 MPa. Because fluxes are extremely small
nd close to the chromatography detection threshold, measure-
ents were performed over large periods of time �typically sev-

ral hundreds of hours�.
If the aperture field is slowly varying all over the contact, i.e., if

he local slope on the rough surface everywhere is small compared
o unity, it can be easily shown by integration of a classical Fick’s
aw that the diffusive mass flux Qd �here, butanol in ethanol� is
iven by a relation similar to Eq. �3�

Qd

2�
= Deff

�ci − ce�
ln�re/ri�

�6�

n Eq. �6�, re and ri are the external and internal radii of the
ontact, ce and ci are the external and internal mass concentrations
f the leaking fluid �butanol�, and Deff the effective “diffusivity”
f the contact �in cubic meters per second�. If one assumes that ce
emains extremely small �ce�0� in the solvent loop and that the
nverse flux of ethanol �and propanol� is negligible, an alternate
orm of Eq. �6� is

Qd

2�
= Deff

�

ln�re/ri�
�7�

here � is the density of butanol.
Our experimental results of diffusive mass leak rate measure-
ent were used in Eq. �7� to identify Deff following the same

rocedure as the one used to determine K. In Fig. 12, we have
epresented the ratio Deff /D versus Pca, D being the molecular
iffusion coefficient of butanol in ethanol. Here, we took D
10−9 m2 / s. It should be emphasized that, as for K, Deff /D is an

ntrinsic property of the contact which only depends on the aper-
ure field topology for a given Pca.

No leak rate was detected at 300 MPa on surface B1, and at
00 MPa on surface B2. As can be observed on results on surface
2, effective diffusivity strongly decreases over roughly four or-
ers of magnitude when tightening increases from 100 MPa to
04
400 MPa. Moreover, the values of Deff significantly differ be-
tween the two surfaces although transmissivities were very simi-
lar.

3.3 Measurements Uncertainty. Global uncertainty on trans-
missivity and effective diffusivity can be expressed in a simplified
manner as

�K

K
=

�Q

Q
+

��

�
+

���P�
�P

+
�r

ln�re/ri�
� 1

re
+

1

ri
� �8�

�Deff

Deff
=

�Qd

Qd
+

�r

ln�re/ri�
� 1

re
+

1

ri
� �9�

where no error was assumed on �. The corresponding value of
tightening must also be considered with its own uncertainty

�Pca

Pca
=

�F

F
+

2�r

re − ri
�10�

keeping in mind that these three last expressions are actually over-
estimations of the relative errors.

In Eqs. �8� and �9�, �Q and �Qd were simply approximated by
the mean values of the standard deviations given by Eq. �2� on all
the values of Q and Qd used to estimate K and Deff, respectively.
The term �� /� in Eq. �8� results from temperature fluctuations,
and we estimated this relative error to 0.25%. This corresponds to
the viscosity variation of butanol at 20°C due to a temperature
fluctuation of 0.1°C. The error on �P results from measurement
accuracy performed with the pressure transducer and is equal to
60 mbar. To account for fluctuations over time due to microleak-
age in the nitrogen circuit, we also took a relative error of 1% on
�P. The contribution of the pressure drop error on �K /K in Eq.
�8� was taken as the average value of all the values of
���P�	�Pused to determine K. As for �P, the error on F results
from the measurement with the load cell which accuracy is 75 N
as well as fluctuations over time due to microleakage in the hy-
draulic circuit of the jack and we took �F /F equal to 1% to
account for this. It must be noted that �P and F are coupled
parameters since solute pressure variations induce tightening fluc-
tuations. However, coupling was not considered in the present
estimation. Finally, for the error on the external and internal radii
of the contact ring, we took

�re = �ri = �r = 0.01 mm �11�

As an illustration, estimations of the relative errors on Pca and on
experimental results obtained for K and Deff on surface B2 are
reported in Table 3.

One can see on these results that the relative error on Pca is
�10% and slightly decreases while increasing the load. This is

Fig. 12 Ratio of effective diffusivity to molecular diffusion co-
efficient determined from experimental leak rate measurements
- Surfaces B1 and B2
due to the fact that �F /F decreases, whereas the major contribu-
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ion, which comes from the term involving �r, remains constant.
or K, the relative error is large for small values of Pca, decreases
or moderate loads and increases again for larger values of Pca. In
act, for small values of Pca, leak rate measurements require small
alues of �P for which relative errors are very significant. For
arge values of Pca, flow rates are very small and the relative error
n Q is the major contribution to �K /K. In the same manner, the
elative error on Deff increases with Pca due to the increase of
Qd /Qd.

able 3 Uncertainties on Pca transmissivities, and effective
iffusivities obtained on surface B2

ca �MPa�
�Pca

Pca
�%�

�K

K
�%�

�Deff

Deff
�%�

00 9.7 15 7
00 8.7 15 7
00 8.3 10 8
00 8.2 11 16
00 8.1 10
00 8.0 11
00 8.0 19

 Conclusion
In this work, an original experimental method and device were

esigned and used to measure leak rate through a metal contact
eal. The experimental technique allows measurements of liquid
ass flow rates as small as 10−4 mg/min with great precision

nder well-controlled conditions of temperature, pressure in the
uid to be sealed, and tightening �i.e., apparent pressure� applied

o the contact. Here, a uniform apparent contact pressure Pca was
onsidered. The technique reveals to be as sensitive as mass spec-
rometry classically employed for gas leak-rate measurements,
nd this represents a significant breakthrough in comparison to
xisting methods. Although any other configuration could be used,
xperiments were performed on a model contact between a plane
etallic ring obtained by turning and a sapphire surface. This

hoice was motivated by the fact that the topology of the contact
an be described in this case by that of the metallic surface only,
hich will significantly simplify future comparison to predictive
odels. Because of the sensitivity of the method, the leak was

nvestigated in the rather classical viscous flow regime but also in
he pure diffusive regime resulting from a species gradient.

As expected, experimental results reproduce linear dependence
f the flow rate on the driving force �i.e., the pressure or concen-
ration gradient� and excellent correlation coefficients are ob-
ained. The linear dependence provides the transmissivity, K in the
iscous case and the effective diffusivity Deff, in the diffusive case.
hese coefficients are the macroscopic characteristics of the
hole contact essential for engineering purposes. Because they

xplore two different averages of the aperture field, K and Deff /D
rovide interesting complementary data on the contact behavior
egarding seal efficiency. Experimental results indicate that, in the
onfiguration under study, these coefficients vary very strongly
ith the apparent contact pressure following stiff power laws �K 
ecreases over roughly six orders of magnitude in the range of
00–800 MPa for Pca�. The methodology developed in the
resent study, coupled to deformation and flow descriptions with
ppropriate models along with topological analysis at different
cales of observation, should contribute to understand �and further
mprove� seal behavior under very different operating conditions.

Use of this experimental technique can also be interesting in
any other domains of the microfluidic whenever very small liq-
id flow rates are to be accurately measured or controlled.
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