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Abstract

Hydrodynamic stability during advection combined with di1usion and adsorption of a binary gas mixture in porous media
is considered in this work. The general framework is that of pressure swing adsorption (PSA) on beds of zeolite beads. The
dispersion=adsorption problem is studied at Darcy’s scale on a 1D porous column from a numerical point of view while complete
time-periodic cycles are considered. The regular solution of the problem is 9rst sought using a 9nite volume scheme and stability
analysis is performed on this time-dependent solution. While instability evidence is shown on a direct 2D numerical simulation
of the problem with pressure and concentration disturbances at the entrance of the column, the stability analysis is carried out
in 1D by making use of the linear amplitude equation method. Results clearly show the stability conditions which are quite
di1erent depending on whether pressure or concentration disturbances are considered as initial conditions or maintained as boundary
conditions at column entrance. ? 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Pressure swing adsorption processes—referred to as
PSA in this work—are widely used in a variety of indus-
trial applications like air drying, gas puri9cation, solvent
recovery among the principals. For oxygen production
from air in particular, this technique o1ers interesting ad-
vantages in terms of energy consumption, as compared
to cryogenic processes for instance, and allows on-site
installation due to a relatively light infrastructure. Basi-
cally, the technique consists in adsorbing nitrogen of air
on reactive sites within a porous bed made of zeolite to
produce oxygen at the bed outlet.
Originally, PSA is based on the so-called Skarstrom

(1959) cycle, even though many other cycles were de-
rived afterwards for performance purposes (Turnock &
Kadlec, 1971; Kowler & Kadlec, 1972). The Skarstrom
cycle involves two main steps: an adsorption step during
which oxygen is actually produced, and a depressuriza-
tion one which corresponds to a regeneration of the bed.
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The overall process is characterized by its performance
which is usually estimated with the aid of two main pa-
rameters: product recovery and adsorbent productivity.
The former represents the concentration ratio between
the inlet and outlet of the non-adsorbed component—
oxygen for instance—while the latter is the amount of the
non-adsorbed component produced per unit of adsorbent.
Many studies on the PSA process have been carried out in
order to improve its performance. For instance, Turnock
and Kadlec (1971) and Kowler and Kadlec (1972) de-
veloped a variation of the Skarstrom one-column pro-
cess (called pressure swing parametric pumping process).
This was designed to separate a mixture of nitrogen and
methane. They focused their attention on the feed pressure
wave-form, and observed experimentally that the opti-
mum feed pressure wave-form was a square one. Consid-
erable improvements of this parametric pumping process,
in the case of oxygen and nitrogen separation from air,
was obtained later by Jones and Keller (1981) by modi-
fying the time steps in the cycle. Another idea to increase
PSA performance has been proposed. It consists in cou-
pling the process with other gas separation techniques.
For instance, Vaporciyan and Kadlec (1987, 1989), Lu



and Rodrigues (1994) combined chemical reaction to
PSA, and Bhaumik, Majumdar, and Sirkar (1996) in-
tegrated the best features of membrane contacting, gas
liquid absorption and PSA to give rise to the so-called
rapid pressure swing absorption (RAPSAB). Other in-
vestigations were performed on the PSA performance.
EKciency of various adsorbents, like carbon molecu-
lar sieves (CMS) and zeolite, was compared by Farooq
and Ruthven (1990). They found that CMS lead to a
higher product recovery whereas zeolite productivity is
better. For this reason, most of the PSA processes are
designed with zeolite as adsorbent material. Later, Lem-
co1 and Lacava (1992) and Shirley and Lacava (1993)
stressed the importance of the regeneration pressure on
the performance. Their conclusion was that a better per-
formance is achieved when pressurization is done by feed
gas and product back9ll. E1ects of parameters like “dead”
zones, adsorption isotherms, incomplete pressurization
and blow-down, as well as feed composition, isothermal
or adiabatic operations on the separation performance
were investigated by Lu, Loureiro, Rodrigues, and LeVan
(1993). They showed that the number of cycles required
to achieve the cyclic steady state is shorter in the isother-
mal case than in the adiabatic one. A recent study of
Shirley and Lemco1 (1997) highlighted the e1ect of cycle
time on performance as well as on purity of the product.
It was found that performance improves with increasing
cycle time especially for high purity whereas purity is
independent of cycle time for low purity regimes.
In existing works, two main approaches have been

followed to model the process. On the one hand, the
pore di1usion model was introduced to represent the
intra-particle di1usional mass transfer resistance. This
model was used by Yang and Doong (1985), Sun and
Meunier (1991) and Lu et al. (1993) to predict concen-
tration evolution during the di1erent steps. On the other
hand, a more simpli9ed model, referred to as the linear
driving force (LDF) model, has been used. It is based on
an approximated description of the Oow within the pores,
and does not take explicitly into account molecular di1u-
sion (Carter & Wyszynski, 1983). Comparisons between
these two models and experimental data were performed
by Farooq and Ruthven (1990). Their results indicated
that the pore di1usion model provides a better agreement
with actual data than the LDF model, in spite of a signif-
icantly longer computational time. Di1erences observed
between model predictions and experimental data may re-
sult from simpli9cations involved in the physical model.
They may also be explained by additional mechanisms
that are not taken into account in these models. Among
the most important ones, heterogeneity e1ects or devel-
opment of hydrodynamic instabilities may a1ect dramat-
ically the Oow. In this paper, we consider the possible oc-
currence of instabilities, and we investigate the inOuence
of various physical parameters involved in the process on
the development of such instabilities.

Hydrodynamic instabilities have been reported for a
long time in the literature in the case of passive disper-
sion in porous media (see a review by Homsy, 1987),
or in the case of the development of a thermal di1usion
zone (see Quintard, 1983). Interaction of these instabil-
ity mechanisms with heterogeneities in the porous bed
has also been investigated (Homsy, 1987; Tan & Homsy,
1992). However, occurrence of instabilities during dis-
persion and adsorption, and for the case of compressible
gases, has not been studied so far. In the present work,
a stability analysis was performed on the basis of a pore
di1usion model used to describe the transport of the two
chemical species—oxygen and nitrogen. The regular Oow
corresponds to the 1D solution of the governing equa-
tions. Since our objective is to develop the analysis in
the case of PSA processes, the resulting 1D base Oow is
time-dependent, periodic in time, with a complex evolu-
tion due to the periodic change in the boundary condi-
tions. To investigate the stability of this time-dependent
solution, a linear amplitude equation associated with 2D
inlet perturbations was developed (Quintard, 1983). A
numerical model was derived to solve for this amplitude
equation. Time evolution of the disturbance amplitude in-
dicates whether instabilities can develop or not. Results
allow us to discuss the e1ect of the perturbation wave-
length and amplitude on the development of instabilities.

2. Physical problem

The system under consideration was designed to pro-
duce oxygen from air (mixture of 78% nitrogen and 21%
oxygen). Air Oows within three columns containing a
bed of porous zeolite beads. Zeolite adsorb nitrogen more
than oxygen. The air-Oow cycle under study derives from
the Skarstrom cycle, and corresponds to three main steps
that are detailed below. To ensure a continuous produc-
tion (Yang & Doong, 1985), all three columns are used
simultaneously, each of them undergoing one cycle step
(see Fig. 1).
The three main steps of a cycle correspond to:

(1) adsorption during two distinct periods:
(I) a feeding period: air is injected and adsorption

of nitrogen results in oxygen production;
(II) a delay period during which adsorption con-

tinues while depressurization begins;
(2) purge:

(III) during this period, the bed is depressurized
with the help of a vacuum pump;

(3) pressurization during which one can observe:
(IV) an elution period which corresponds to a pres-

surization with gas coming from the bed run-
ning in period (II). A consequence of this de-
sign is that elution period has the same time
length as period II;



Fig. 1. The three main steps in the adsorption cycle.

Fig. 2. Entrance pressure evolution during a complete cycle.

(V) a compression period to regenerate the bed us-
ing oxygen produced in period (I).

Production of oxygen occurs during the two 9rst peri-
ods, while the three other ones are designed to regenerate
the bed in order to restore the adsorption capacity of ze-
olite. The overall process is represented schematically in
Fig. 2 where we have represented the evolution of the en-
trance pressure. It is important to notice that all the three
columns are coupled so that gas production at the outlet
of one column is used as inlet for another one.
Physical mechanisms in this problem can be consid-

ered at many di1erent scales: the pore scale which cor-
responds to pores within the porous zeolite beads; the
macro-pore scale, with a characteristic length of beads
diameter; the scale of few beads corresponding to an ho-
mogeneous pack which is often referred to as Darcy-scale
in the porous media literature; and the mega-scale cor-
responding to the entire column with packing hetero-
geneities. In the following, the solution to the stability
problem is proposed at the macroscopic-Darcy-scale and
equations at this scale are taken from the literature. The
problem of deriving these macroscopic equations from
some averaging technique applied to the pore-scale equa-
tions is beyond the scope of this paper (see, for instance,

Whitaker, 1986; Hassanizadeh & Gray, 1979; Quintard
& Whitaker, 1994), and they are taken without further
discussion. For the initial boundary-value problem, we
assume that physical parameters of the porous bed, like
porosity, dispersion coeKcients, heat capacities and heat
conduction coeKcients are constant. Since the column
diameter is much smaller than its length, the Oow prob-
lem is considered as 1D and is solved on the homoge-
neous system schematically depicted in Fig. 3. Because
gas phase density is small, gravity is neglected since this
type of force is assumed to play a minor role compared
to adsorption forces.
The gas phase, or �-phase, is a binary mixture of

oxygen, �1, and nitrogen, �2, while the solid phase,
�, is assumed to be rigid and immobile. The initial
boundary-value problem is given by mass, momentum
and energy balance equations, associated with boundary
conditions corresponding to the cycle under study. The
set of equations are given below.

2.1. Mass balance

Mass balance for component i (i=�1 or �2) in the gas
mixture is a convection=dispersion equation with addi-
tional terms taking into account gas compressibility and



Fig. 3. Geometry of the macroscopic medium.

adsorption. For the oxygen component, this writes

�
@��
@t

C�1 + ���
@C�1

@t︸ ︷︷ ︸
compression

+(1− �)
@f(C�1)

@t︸ ︷︷ ︸
adsorption

+� · (��V�C�1)︸ ︷︷ ︸
convection

=� · (��D∗
� ·�C�1)︸ ︷︷ ︸

dispersion

; (1)

where C�1 is the macroscopic oxygen mass fraction in the
gas phase de9ned by

C�i =
mi

m
; (2)

mi being the mass of component i (i= 1; 2) in a mass m
of the mixture; V� and D∗

� are the macroscopic velocity
and dispersion tensor; � is the porosity of the medium
and f represents the adsorption isotherm de9ned below.
Rather than writing the equivalent equation for the nitro-
gen component, it is more convenient to write the total
mass balance that results from the sum of Eq. (1) for both
components to obtain

�
@��
@t︸ ︷︷ ︸

compressibility

+� · (��V�)︸ ︷︷ ︸
convection

=− (1− �)
(
@��C�1

@t
+
@��C�2

@t

)
︸ ︷︷ ︸

adsorption

; (3)

where C�1 and C�2 denote, respectively, the mass of oxy-
gen and nitrogen adsorbed per unit mass of the porous
medium.
Adsorption is a physico-chemical phenomenon that de-

pends in a nonlinear way on pressure, temperature and
species concentration in the Ouid phase. For a given ad-
sorbent, this relationship is generally given under the form
of a so-called isotherm, and in the present work, a Lang-
muir relationship was used. This kind of relationship has
proved to be very accurate for the air=zeolite system at
low pressure (Van Tassel, Davis, & McCormick, 1994).
In addition, we assumed that the macroscopic concentra-
tion is equal to the pore-scale equilibrium concentration.
This assumption corresponds to a local chemical equilib-
rium assumption and was discussed in some details by

Quintard and Whitaker (1998), and Ahmadi, Quintard,
and Whitaker (1998). As a consequence the following
Langmuir isotherm was used, which, for component i
reads

��C�i = f(C�i) =

i exp(�hi=RT )Cm

�iP�
1 + �i exp(�hi=RT )Cm

�i
P�
: (4)

In this isotherm, Cm
�i represents the molecular fraction

of component i and is given by

Cm
�i =

ni
nm
; (5)

where ni is the number of molecules of component i con-
tained in a mixture of nm molecules; �hi represents the
molar enthalpy of adsorption; 
i and �i are system de-
pendent constants and R is the ideal gas constant.

2.2. Momentum balance

Provided the pore Reynolds number is less than 10,
it is usually admitted that a valid model for momentum
conservation in a homogeneous porous medium is the
classical Darcy’s law. In our case, the Reynolds number
estimated from the mean pore diameter and interstitial
velocity is below this critical value and consequently,
since gravity is neglected, the following relationship was
used for the �-phase momentum balance:

V� =− 1
��
K ·�P�; (6)

where K is the permeability tensor de9ned on a homoge-
neous representative sample of the bed.

2.3. Energy balance

Following some ideas put forth for the local chem-
ical equilibrium assumption, local thermal equilibrium
between the gas phase and the solid phase was further
assumed (Quintard, Kaviany, & Whitaker, 1997). This
yields a unique macroscopic equation to describe the tem-
perature evolution within the Ouid–solid system which
reads

(�Cp)∗
@T
@t︸ ︷︷ ︸

accumulation term

+� · ((�Cp)�V�T )︸ ︷︷ ︸
convection

= � · (K∗ ·�T )︸ ︷︷ ︸
heat di;usion

+(1− �)
(
@��C�1

@t
�h1 +

@��C�2

@t
�h2

)
︸ ︷︷ ︸

adsorption

+ �
@P�
@t

+ V� ·�P�︸ ︷︷ ︸
pressure reduction

: (7)



In the above equation, K∗ and (�Cp)∗ represent the
equivalent heat conductivity tensor and the equivalent
volumetric heat capacity of the Ouid=solid system, respec-
tively. This latter property is de9ned by a mixing law of
the following type:

�∗ = ��� + (1− �)��: (8)

To close the problem, one needs a constitutive equation
for the gas phase. For simplicity, an ideal gas law was
used to de9ne gas density. According to the de9nitions
of the mass fractions of the two components, one obtains
the density of the mixture as

�� =
P�

[C�1=M�1 + (1− C�1)=M�2 ]RT
; (9)

where M�i is the molar mass of component i.

2.4. Initial and boundary conditions

Boundary conditions at entrance, �e, and exit, �s, of
one column are those corresponding to the successive
periods over a complete cycle. For sake of clarity, they
are listed below for each period:

Period I (feeding):

(B:C:1) T (t) = Te on �e; (10)

(B:C:2) C�1 (t) = C�1e on �e; (11)

(B:C:3) P�(t) = P�e on �e; (12)

(B:C:4) P�(t) = P�s on �s; (13)

(B:C:5) n · K∗ ·�T (t) = 0 on �s; (14)

(B:C:6) n · D∗
� ·�C�1 (t) = 0 on �s: (15)

Period II (delay):

(B:C:7) V�(t) = 0 on �e; (16)

(B:C:8) n · K∗ ·�T (t) = 0 on �e; (17)

(B:C:9) n · D∗
� ·�C�1 (t) = 0 on �e; (18)

(B:C:10) P�(t) = P�s(t) on �s; (19)

(B:C:11) n · K∗ ·�T (t) = 0 on �s; (20)

(B:C:12) n · D∗
� ·�C�1 (t) = 0 on �s: (21)

During this period, P�s(t) corresponds to a 9xed linear
pressure evolution. Values of V�; C�1 and T over time at
the outlet are later used in period IV.

Period III (depressurization):

(B:C:13) P�(t) = P�e(t) on �e; (22)

(B:C:14) n · K∗ ·�T (t) = 0 on �e; (23)

(B:C:15) n · D∗
� ·�C�1 (t) = 0 on �e; (24)

(B:C:16) V�(t) = 0 on �s; (25)

(B:C:17) n · K∗ ·�T (t) = 0 on �s; (26)

(B:C:18) n · D∗
� ·�C�1 (t) = 0 on �s: (27)

During this depressurization period, P�e(t) is an im-
posed linear decreasing function of time.

Period IV (elution):

(B:C:19) P�(t) = P�e(t) on �e; (28)

(B:C:20) n · K∗ ·�T (t) = 0 on �e; (29)

(B:C:21) n · D∗
� ·�C�1 (t) = 0 on �e; (30)

(B:C:22) V�(t) = 0 on �s; (31)

(B:C:23) T (t) = Ts(t) on �s; (32)

(B:C:24) C�1 (t) = C�1s (t) on �s: (33)

During this period, P�e(t) is an imposed linear increas-
ing function of time and conditions at any time on �s are
those corresponding to period II.

Period V (pressurization):

(B:C:25) V�(t) = 0 on �e; (34)

(B:C:26) n · K∗ ·�T (t) = 0 on �e; (35)

(B:C:27) n · D∗
� ·�C�1 (t) = 0 on �e; (36)

(B:C:28) P�(t) = P�s(t) on �s; (37)

(B:C:29) T (t) = Tinitial on �s; (38)

(B:C:30) C�1 (t) = C�1initial
on �s: (39)

During this 9nal period, P�s(t) is a 9xed linear pres-
sure evolution, whereas oxygen concentration as well as
temperature on �s are kept constant and equal to their
initial values at the beginning of the cycle.
This initial boundary-value problem was solved nu-

merically and a stability analysis with respect to pressure
or concentration perturbations was performed. Methodol-
ogy and numerical procedures used to compute the regu-
lar solution on the � phase pressure, P0

�, temperature, T ,
oxygen concentration, C0

�1
, and velocity, V0

�, as well as
the corresponding disturbances are now presented.



3. Hydrodynamic stability

Our study of the hydrodynamic stability of the PSA
process under consideration is inspired by techniques de-
veloped for the case of miscible displacements (Wooding,
1962; Bachu & Dagan, 1979; Bertin & Quintard, 1984;
Tan & Homsy, 1986; Homsy, 1987; Yortsos & Zeybek,
1988; Prouvost & Quintard, 1990) or transient heat dif-
fusion (Gresho & Sani, 1970; Homsy, 1973; Quintard &
Prouvost, 1982).
A very popular technique is the classical bifurcation

theory— or linear stability analysis—(Iooss & Joseph,
1980) which is well adapted to the case of autonomous
regular solution. In fact, ifW 0 denotes the regular solution
vector or base state, and w the associated disturbance,
then the equations for the disturbance can be linearized
in the neighborhood of the regular solution and formally
written as
@w(x; t)
@t

= L(w(x; t); W 0(x)); (40)

where L is the linear operator andW 0 the regular solution
which is a function of the spatial coordinates, x, only.
The stability analysis can be performed by studying the
behavior of the operator L with respect to an elementary
perturbation of the form:

w(x; t) = e
t’(x); (41)

which implies


’(x) = L(’(x); W 0); (42)

where 
 and ’ are, respectively, eigenvalues and eigen-
vectors of the operator L. Marginal stability is ob-
tained for values of the physical parameters such that

= 0.
In our case, however, the regular solution (we also

used the term base >ow) is time dependent in a complex
non-linear fashion and the resulting disturbance equations
lead to a non-autonomous system. A non-autonomous
system is characterized by the fact that coeKcients in
the disturbance equations are time dependent while the
regular solution is a non-stationary one. For this kind of
system, more complex approaches are required (Homsy,
1973, 1987; Quintard, 1983, 1984; Tan & Homsy,
1986, 1992; Yortsos & Zeybek, 1988) like the frozen
time method, the linear amplitude equation method
or the energy method that are very brieOy presented
below.
(i) Frozen time or quasi-static or quasi-steady-state

analysis. As mentioned above, the bifurcation theory be-
tween steady-state Oows is no longer valid when W is
a function of space and time. However, assuming that t
is a parameter in W (x; t),—this is a strong hypothesis in
this theory and is diKcult to justify—the base Oow con-
centration 9eld becomes frozen, and the linear analysis
can be formally applied to the disturbances. A lot of sta-

bility studies (Foster, 1965; Robinson, 1967; Gresho &
Sani, 1970; Tan & Homsy, 1986) have been based on
this method since it is easier to implement than the two
other methods described below. However, it is of lim-
ited usefulness for most transient cases. In particular, the
marginal stability, which corresponds to zero time deriva-
tive for the disturbance is certainly the worst situation
compared to the 9nite time variations of the base Oow.
Therefore, it is better to use the conditions for rapid dis-
turbance growth as instability criteria (Tan & Homsy,
1986). However, in our case the base state is periodic in
time, with complex variations due to the various changes
in the boundary conditions. Therefore, it is diKcult to es-
timate the validity conditions for this quasi-steady-state
approach.
(ii) Linear amplitude equation method. Linear ampli-

tude equations can be derived from the original governing
equations in the case of non-autonomous systems. Solu-
tions of the resulting equations give valuable information
about the possible development of perturbations and, in
this respect, yields better results than the previous theory.
However, it is not suitable for describing well-developed
perturbations, which can interact in a non-linear fash-
ion (Malher, Schechter, & Wissler, 1968; Quintard,
1983).
(iii) Energy method. This method can account for

well-developed perturbations (Joseph, 1976; Homsy,
1973). In order to determine the stability conditions, a
Liapounov functional is built from the governing equa-
tions. This method is interesting since non-linearities
present in the system are taken into account. In par-
ticular, this method can show how a perturbation can
actually vanish when combined with time evolution of
the regular solution while it is considered as an unsta-
ble one for the two other methods (Quintard, 1984).
In other words, this analysis provides critical times at
which perturbations may increase or decrease depending
on the evolution of the base Oow and other parame-
ters (Quintard & Prouvost, 1982). However, it might
be diKcult to obtain the solution in the case of very
complicated problems, i.e., many coupled, non-linear
equations. Therefore, the e1ect of the non-linearities is
often investigated by solving the full set of non-linear
equations for various disturbance patterns. This is used
to validate the conclusions of the stability analyses.
However, it generally requires heavy computations, and
cannot be used for a parametric study.
Because of the cyclic nature and the complexity of the

system under study in the present work, linear amplitude
equations were derived and solved numerically for the
stability analysis. To simplify the mathematical treatment
of the problem, we assumed that the temperature distur-
bance has a negligible e1ect on the overall stability. This
implies that the energy equation will not be considered
in the stability analysis, i.e., it will be reduced to Darcy’s
law combined with the mass conservation.



In the following, we use P0
�; T; C

0
�1

and V0
� for the

solution to the base Oow corresponding to the initial
boundary-value problem described by Eqs. (1)–(30).
The disturbance 9elds, P̃�; Ṽ�; C̃�, are de9ned as

P̃� = P� − P0
�; (43)

C̃�1 = C�1 − C0
�1 ; (44)

Ṽ� = V� − V0
�: (45)

The disturbance linearized equations were obtained
by introducing these decompositions into the governing
equations, Eqs. (1)–(7). During the linearization process,
products of disturbances of the form X̃ �Ỹ � were discarded
and the following disturbance equations were obtained:

Darcy’s law:

Ṽ� =− 1
��
K ·�P̃�: (46)

Oxygen mass balance:

�

(
�0�
@C̃�1

@t
+ �̃�

@C0
�1

@t

)
+ �

(
@�0�
@t

C̃�1 +
@�̃�
@t

C0
�1

)
︸ ︷︷ ︸

compression

+ (1− �)

(
@f̃
(
C�1

)
@t

)
︸ ︷︷ ︸

adsorption

−� · (�0� D∗
� ·�C̃�1)︸ ︷︷ ︸

dispersion

=−� · (�0� V0
� C̃�1)−� · (�0� Ṽ� C0

�1)︸ ︷︷ ︸
convection

: (47)

Mass balance for the mixture:

�
(@�̃�
@t

)
︸ ︷︷ ︸

compression

+� · (�0�Ṽ� + �̃�V
0
�)︸ ︷︷ ︸

convection

+ (1− �)

(
@f̃(C�1)

@t
+
@f̃(C�2)

@t

)
︸ ︷︷ ︸

adsorption

=0: (48)

In the two above equations, a series of approximations
were used. In particular, adsorption and compressibility
terms were developed on the basis of the following Tay-
lor’s expansions:

�� = �0� +
@��
@C�1

∣∣∣∣
C0
�1
; P0

�

C̃�1 +
@��
@P�

∣∣∣∣
C0
�1
; P0

�

P̃� + · · ·
︸ ︷︷ ︸

�̃�

(49)

f(C�i) = f0(C�i)

+
@f(C�i)
@C�i

∣∣∣∣
C0
�i
; P0

�

C̃�i +
@f(C�i)
@P�

∣∣∣∣
C0
�i
; P0

�

P̃� + : : :

︸ ︷︷ ︸
f̃(C�i )

(50)

in which higher second-order terms were neglected.
Moreover, in Eq. (47), the following inequalities were
assumed in order to simplify the dispersive and convec-
tive terms:

� ·



 @��
@C�1

∣∣∣∣
C0
�1
; P0

�

C̃�1 +
@��
@P�

∣∣∣∣
C0
�1
; P0

�

P̃�


D∗

� ·�C0
�1




�� · (�0�D∗
� ·�C̃�1); (51)

� ·



 @��
@C�1

∣∣∣∣
C0
�1
; P0

�

C̃�1 +
@��
@P�

∣∣∣∣
C0
�1
; P0

�

P̃�


V0

�C
0
�1




�� · (�0�V0
�C̃�1): (52)

Physically, this corresponds to the hypothesis of a neg-
ligible density disturbance with respect to the concentra-
tion and pressure disturbances. This leads to

� ·



 @��
@C�1

∣∣∣∣
C0
�1
; P0

�

C̃�1 +
@��
@P�

∣∣∣∣
C0
�1
; P0

�

P̃�


D∗

� ·�C0
�1




≈ 0; (53)

� ·



 @��
@C�1

∣∣∣∣
C0
�1
; P0

�

C̃�1 +
@��
@P�

∣∣∣∣
C0
�1
; P0

�

P̃�


V0

�C
0
�1


 ≈ 0

(54)

in Eq. (48).
Since the base Oow is assumed to be one-dimensional,

and due to the structure of the operator, it is possible to
decompose the pressure and concentration disturbances
under the form

C̃�1 (t; x; y) = WC(t; x)g(y); (55)

P̃�(t; x; y) = WP(t; x)g(y): (56)

Once inserted in the linearized equations, this implies
that

�2
yg+ a2g= 0; (57)

in which a is a constant. Since the system can be consid-
ered as in9nite in the y-direction, an elementary solution
for g is hence,

g(y) = sin
(
2&
'
y
)

(58)



and a can be identi9ed to the wave number as

a=
2&
'
: (59)

3.1. Initial and boundary conditions

To complete the system of equations, Eqs. (46)–(48),
initial and boundary conditions are required and their
choice is of capital interest in the stability analysis of
non-autonomous systems. In fact, in the case of classi-
cal bifurcations between steady solutions, it is suKcient
to know that perturbations exist. If the system is under
unstable conditions, the solution eventually switch from
the stable base Oow to another solution and the struc-
ture of the perturbed state does not often depend on the
choice of the initial disturbance. Physically, this means
that the source of the instability is irrelevant for the anal-
ysis. This statement has to be slightly moderated, how-
ever, in the case of sub-critical conditions since the jump
from one solution to another may depend in that case
upon the disturbance amplitude. This is much more com-
plicated when the system is non-autonomous. The behav-
ior of the system is highly dependent on sources giving
rise to the perturbations. For instance, in the case of the
stability of transient thermal di1usion zones in porous
media, it was found that the observed critical times de-
pend on the choice of the initial perturbations (Quintard,
1984). In some cases for which the di1usion zone is con-
vected through the porous medium, i.e. a base Oow with
a non-zero velocity, the perturbation seems to be of lim-
ited growth compared to the case of a stagnant zone if we
observe the Oow over a limited length. This is simply be-
cause convection Oushes the disturbance away from the
domain before it has reached a 9nite amplitude accessible
to observation (Quintard, Bertin, & Prouvost, 1987). All
these aspects are illustrated and discussed below with the
presentation of results on the particular problem studied
in this paper.
From a mathematical point of view, several di1erent

choices are possible for the perturbation sources. For in-
stance, the source may be an initial perturbation of 9nite
amplitude. If the system is unstable for the conditions un-
der study, we may observe an increase in the perturbation
amplitude. However, and this is especially true for cyclic
conditions, the disturbance may be carried away from the
domain under consideration by convection, and if there
is no source associated with the boundary conditions the
disturbances will eventually vanish. Subsequently, there
will be virtually no perturbation sources for the following
cycles. In a real system, perturbation may originate from
sources that do not support the scheme of a 9eld only
perturbed initially. For instance, if the perturbation is ini-
tiated by small Ouctuations of physical properties—like
heterogeneities—one can easily imagine that this pertur-
bation is kept all along the cycle and not only at the early
stage of the Oow. For this reason, a stationary disturbance

could be maintained for instance at the entrance, in addi-
tion to an initial perturbation. Alternatively, a perturba-
tion could be superimposed to the solution at each time
step in a random manner. This last idea was not inves-
tigated in the present work and results obtained in the
case of an initial perturbation on the one hand and for a
stationary disturbance at the boundary on the other hand
are presented. This allows the discussion of the stability
problem on a general basis keeping in mind that detailed
practical applications would require more knowledge of
the possible perturbation sources.
Stationary boundary conditions of the perturbed prob-

lem were taken similar to the boundary conditions of the
regular problem. For instance, Neuman conditions for the
regular concentration, Eqs. (15), (18), (21), (24), (27),
(30) and (36), remain Neuman conditions for the dis-
turbed 9elds, while Dirichlet conditions for regular con-
centration and regular pressure, Eqs. (11)–(13), (19),
(22), (28), (33), (37) and (39), remain Dirichlet condi-
tions. These Dirichlet conditions were prescribed as fol-
lows

(B:C:31) C̃�1 (t; y) = 0 on �e (Period I); (60)

(B:C:32) C̃�1 (t; y) = 0 on �s (Periods IV; V);
(61)

(B:C:33) P̃�(t; y) = WP(t; x) sin
(
2&
'
y
)

on �e

(Periods I; III; IV); (62)

(B:C:34) P̃�(t; y) = 0 on �s (Periods I; II; V);
(63)

where �e and �s represent the entrance and exit surfaces.
The boundary condition in Eq. (62) takes into account
pressure Ouctuations occurring at the entrance of the do-
main. In the case of impervious boundaries, the regular
velocity is zero, as expressed by the boundary conditions
in Eqs. (16), (25), (31), (34), and this implies that the
pressure perturbation is also equal to zero.
In the case of an initial perturbation 9eld, two dif-

ferent concentration conditions were investigated: an
over-oxygenation and an under-oxygenation.

4. Discretization and numerical procedure

A classical 9nite volume method was used to solve the
regular problem, Eqs. (1), (3), (4), (6), (7) and (9), and
the perturbed one, Eqs. (46)–(48), with their correspond-
ing boundary conditions. Integration was performed on
the control volume depicted in Fig. 4 where we have also
indicated the positions of the unknowns.



Fig. 4. Control volume.

The base Oow and disturbed problems are coupled and
involve seven unknowns, P0

�; P̃�; C
0
�1
; C̃�1 ;V

0
�; Ṽ� and T ,

which must be computed at the same time step. To do so,
convective, dispersive and accumulation terms present
in each set of equations were, respectively, discretized
according to a speci9c scheme. Convective (or hyper-
bolic) terms, like � · (��V�C�1) and � · ((�Cp)�V�T ),
were discretized using an explicit upwind 9rst-order
and conservative scheme. The explicit formulation was
chosen in order to get a linear form of the problems,
and moreover, to provide an eKcient way of limit-
ing numerical di1usion. Di1usive (or elliptic) terms
� · (��D∗

� · �C�1) and � · (K∗ · �T ) were discretized
with an implicit scheme based on second-order centered
9nite di1erences. Accumulation terms including com-
pressibility and adsorption e1ects, @��=@t and @��C�1=@t,
respectively, were discretized according to the following
scheme:

@��
@t

=
(
@��
@C�1

)n @C�1

@t
+
(
@��
@P�

)n @P�
@t

+
(
@��
@T

)n @T
@t
:

(64)

As a result, the discretized form of Eq. (1), for instance,
reads

�
([

@��
@C�1

]n
i

(�C�1)i
�t

+
[
@��
@P�

]n
i

(�P�)i
�t

+
[
@��
@T

]n
i

(�T )i
�t

)
(C�1)

n
i + �(��)ni

(�C�1)i
�t

+(1− �)
{[

@f(C�1)
@C�1

]n
i

(�C�1)i
�t

+
[
@f(C�1)
@P�

]n
i

(�P�)i
�t

+
[
@f(C�1)
@T

]n
i

(�T )i
�t

}

−(��)ni D∗
�
(C�1)

n+1
i+1 − 2(C�1)

n+1
i + (C�1)

n+1
i−1

�x2

=− (��)ni




(V�)ni+1=2(C�1)
n
i if (V�)ni+1=2¿ 0;

(V�)ni+1=2(C�1)
n
i+1 if (V�)ni+1=2¡ 0;

−(V�)ni−1=2(C�1)
n
i−1 if (V�)ni−1=2¿ 0;

−(V�)ni−1=2(C�1)
n
i if (V�)ni−1=2¡ 0;

(65)

Table 1
Values of the physical parameters

D∗
� 1:5× 10−5 m2=s

K 2:43× 10−9 m2

K∗ 0:78Wm−1 K−1

(�Cp)∗ 41:5× 104 J kg−1 K−1

Fig. 5. Regular solution, oxygen mass fraction pro9les along the
column as obtained by the 1D and 2D models during the feeding
period; V� = 5:004L=,.

where the notations (�C�1)i=�t, (�P�)i=�t and (�T )i=�t
were used to represent [(C�1)

n+1
i − (C�1)

n
i ]=�t, [(P�)

n+1
i −

(P�)ni ]=�t, and [(T )n+1
i − (T )ni ]=�t, respectively.

For the perturbed problem, the integration of� ·(�0�D∗
� ·

�C̃�1) and � · (�0�K ·�P̃�) generates additional source
terms of the form a2C̃�1 and a2P̃�1 as a result of the
decomposition in Eqs. (55) and (56), and these terms
were discretized by an explicit scheme.
For each problem, unknowns were computed as the

solution of the linear system formed from the set of lin-
earized discrete equations using a classical Gauss elimi-
nation method.

5. Results and discussion

In all our results presented below, length and time are
made dimensionless by the column length, L, and com-
plete cycle time, ,, respectively. Computations were per-
formed using the values of the physical parameters re-
ported in Table 1.

5.1. Regular case

To begin with, the 1D base Oow was solved using the
above-mentioned numerical scheme. In Fig. 5, we have



Fig. 6. Regular oxygen mass fraction along the column over a com-
plete cycle.

represented the results for concentration versus the di-
mensionless position along the porous column axis. These
results were obtained during the feeding period after a
dimensionless time of 0.033 and 0.133 in the 9rst cycle.
As a comparison, the regular solution was also computed
using a 2D numerical model 1 over the same period of
time and concentration results obtained at a 9xed value
of y corresponding to the mid-section are also depicted
in Fig. 5.
One can observe a small di1erence between the two

adsorption waves due to the fact that the 2D numerical
model takes into account the time to reach adsorption
equilibrium, i.e., it uses a local non-equilibrium model,
whereas adsorption equilibrium is assumed to be instanta-
neous in the 1D model. However, the agreement between
the two approaches is good, and the regular solution ob-
tained from the 1D model was considered to be accu-
rate enough for the subsequent stability analysis. For the
same Oow rate, results on oxygen mass fraction and tem-
perature evolution over a complete cycle are represented
in Figs. 6 and 7 versus dimensionless time and position
along the column axis, respectively.
To complete the regular Oow analysis, it is also neces-

sary to test the e1ect of the cyclic nature of the process
on the regular solution. Results on the regular concentra-
tion evolutions along the porous column during the early
stage of the feeding period over four cycles are depicted
in Fig. 8. They indicate that:

(i) A cyclic steady state is reached after few cycles
(typically 2 or 3) depending on the Oow rate. This is
in agreement with previous reported results obtained un-

1 The 2D numerical model was developed in RAMPANTTM by
Fluent Inc..

Fig. 7. Regular temperature along the column over a complete cycle.

Fig. 8. Regular concentration evolution along the porous column at
the early stage of feeding for four cycles and two di1erent Oow rates.
(a) V� = 10:854L=,; (b) V� = 2:508L=,.

der isothermal conditions (Lu et al., 1993). As a conse-
quence, cyclic steady-state conditions are considered as
initial conditions in the subsequent stability analysis.
(ii) The porous bed recovery decreases with increasing

Oow rate.



Fig. 9. Simulation with a 2D model: perturbed pressure in the porous
medium; t = 0:133,; V� = 2:508L=,.

(iii) Steady state is reached more rapidly for low Oow
rates. In practice, however, gas production rate may re-
quire high Oow rates despite lower ones are in favor of
higher bed recovery and earlier steady state.

Starting from these results, the perturbed equations
were solved according to the scheme described above.

5.2. Perturbed case

Before presenting our results, it is important to empha-
size that the unstable behavior is intrinsic of the system
under consideration and is not a pure artifact resulting
from the 1D linearization of the system of equations. As
an illustration, a 2D numerical solution was obtained on
the feeding period using RAMPANTTM with a perturba-
tion for the pressure boundary condition given, as in Eq.
(62), by

P̃�(t; x = 0; y) = WP sin
(
2&
'
y
)
; (66)

and a concentration initial perturbation of the form:

C̃�1 (t=0; x; y)= WCx(L−x) sin
(
2&
'
y
)
; 06 x6 L:

(67)

Pressure results obtained with WP=20Pa, '=L and WC=
0:05 at t = 0:133, during the feeding period are reported
in Fig. 9.
Clearly, the perturbation grows and spreads inside the

porous column con9rming that disturbances may develop

inside the medium and justifying a more thorough com-
putation over a complete cycle with the 1D simpli9ed
model.
To begin with, perturbed equations were solved with

an initial concentration perturbation only, i.e., WP=0, and
no disturbances applied on the boundaries. Two di1erent
types of concentration perturbations were investigated:
one corresponding to an over-oxygenation of the column,
the other one to an under-oxygenation. Both disturbance
9elds were of the form given in Eq. (67). Computation
was performed on the overall cycle and results obtained
with WC = ±0:05 and ' = L are reported in Fig. 10 were
we have represented the time evolution, over the 9ve
periods, of the relative norm of the oxygen concentration,
‖C̃�1 (t)‖r;2, de9ned by

‖C̃�1 (t)‖r;2 =
‖C̃�1 (t)‖2

‖C̃�1 (t = 0)‖2
=

√∫ L
0 C̃

2
�1 (x; t) dx√∫ L

0 C̃
2
�1 (x; t = 0) dx

:

(68)

It is clear from these results that the perturbation evo-
lution di1ers from step to step and depends on the initial
perturbation. During purge and delay, the perturbed con-
centration increases, whatever the initial perturbation.
During elution and pressurization steps the perturbed
concentration decreases. On the contrary, one can ob-
serve a di1erent behavior during the feeding period since
perturbation increases with an over-oxygenation while
it decreases with an under-oxygenation. Although its
evolution depends on the velocity inside the column,
(see results in Fig. 11 for WC = −0:05 and two di1erent
Oow rates), perturbations are always dampened after few
steps.
In fact, in this problem, perturbations are carried away

from the porous medium by convection while a zero per-
turbation condition at the inlet tends to be convected into
the porous domain since there is no perturbation main-
tained at the inlet. Therefore, since we are considering a
cyclic behavior it is expected that the system is relatively
stable. Here the word stable has to be understood in terms
of transient analysis. Indeed, several calculations showed
that the Oow is stable with these boundary conditions and
for the physical situation under consideration, whatever
the initial concentration perturbation and the wave num-
ber. In terms of practical applications, such a situation
may seem to be too drastic. In order to release this con-
straint, it is interesting to investigate the case of a pertur-
bation maintained at the inlet of the column. This kind
of condition is physically justi9ed by experimental ob-
servations of velocity Ouctuations at the entrance during
feeding, purge and elution steps.
Computations were performed with a perturbed pres-

sure boundary condition of the form given in Eq. (62).
Results on ‖C̃�1 (t)‖r;2 versus dimensionless time obtained
with a 9xed wavelength, ', equal to L, and WP ranging
from 5 to 30 Pa are represented in Fig. 12. These results



Fig. 10. Evolution of the relative norm of the perturbed concentration over one cycle resulting from initial concentration perturbations;
V� = 2:508L=,.

Fig. 11. Evolution of the relative norm of the perturbed concentration along the column for an initial under-oxygenation and two di1erent Oow
rates.

Fig. 12. Evolution of the relative norm of the perturbed concentration resulting from a perturbed pressure at the entrance. E1ect of the perturbation
amplitude.

clearly highlight the conditional stability of the system.
For this wavelength, for instance, the concentration dis-
turbance begins to grow for an amplitude of the pressure
perturbation greater than 5 Pa.

However, disturbance amplitude at the entrance is
not the only factor inOuencing stability since the wave-
length is also a key factor conditioning the stability. In
Fig. 13, are reported our results for ‖C̃�1 (t)‖r;2 versus



Fig. 13. Evolution of the relative norm of the concentration disturbance resulting from a perturbed pressure at the entrance. E1ect of the
perturbation wavelength.

Fig. 14. Hydrodynamic stability threshold as a function of the dis-
turbance wavelength and amplitude, for a 9xed feeding pressure
drop.

dimensionless time, obtained with the inlet pressure dis-
turbance amplitude 9xed to 20 Pa and wavelengths rang-
ing from 0:13 × L to 10 × L. These results indicate that
stability occurs for relatively large wavelengths (roughly
larger than 5L in our case), while the time to reach the in-
stability decreases with decreasing wavelengths. For very
short wavelengths, the solution diverges very quickly
and this directly results from the linear character of the
operator.
To synthesize the above results, we have summarized

the stability analysis in Fig. 14 providing the stability
diagram in terms of amplitude and wavelength of the
pressure disturbance at the entrance of the column. This
diagram was obtained for a pressure drop of 600 Pa along
the column during the feeding period.
As shown in this 9gure, unstable Oow results from

large enough disturbance amplitudes at the entrance,

i.e., for a suKciently large amount of energy input in
the system. The amount of energy required to reach this
unstable behavior is an increasing function of the
wavelength.

6. Conclusions

In this work, stability during cyclic gas Oow with dis-
persion and adsorption in a porous column, as encoun-
tered during pressure swing adsorption, was investigated.
On the basis of a 1D linearized amplitude equation, and
from the computed solution of the time-dependent regu-
lar Oow, a numerical solution was obtained for the con-
centration perturbation in the case of two di1erent kinds
of disturbance. For an initial concentration disturbance,
it was found that the system is always stable. This result
can be explained if one considers the e1ect of convection
through the porous domain. In fact, since no disturbance
is maintained at the entrance, a zero disturbance tends to
be convected through the column so that the initial dis-
turbance is 9nally dampened away. A somewhat di1erent
behavior was observed if a perturbation is maintained
at the inlet for the pressure boundary condition for in-
stance. In this case a conditional stability is obtained
on the adsorption front inside the porous medium. It
was found that instability occurs for large enough per-
turbation amplitude at the inlet, and that the amplitude
required to destabilize the dispersion=adsorption process
increases with increasing wavelengths. Although the
inOuence of all the physical parameters has not been in-
vestigated since it was beyond our scope in the present
work, a stability diagram in terms of amplitude and
wavelength of the pressure perturbation at the inlet was
obtained.



Notation

a wave number, rad=m
C�i total mass fraction of oxygen (i=1) or nitrogen

(i = 2) in the gas phase �
C0
�i

regular mass fraction for component i in the gas
phase �

C̃�i perturbed mass fraction for component i in the
gas phase �

Cm
�i molar fraction of component i

C�i mass fraction of component i in the solid phase �
D∗
� dispersion coeKcient in the gas phase, m2=s.

Here, D∗
� =D∗

� I
f(C�i) function describing the adsorption isotherm for

component i
K porous media permeability, m2. Here, K= K I
K∗ thermal conductivity of the Ouid=solid system,

W=mK−1. Here, K∗ = K∗I
L column length, m
mi mass of component i in a mass m of mixture, kg
m mass of the gas mixture, kg
M�i molar mass of component i; kg=mol
ni number of molecules of component i contained

in a mixture of nm molecules
nm number of molecules in the gas mixture
P� gas pressure, N=m2

P0
� gas pressure, N=m2 (base Oow)
P̃� disturbed gas pressure, N=m2

R ideal gas constant, J=molK−1

t time, s
T temperature of the Ouid=solid system, K
V� gas 9ltration velocity, m=s
V0
� gas 9ltration velocity, m=s (base Oow)
Ṽ� disturbed gas 9ltration velocity, m=s

Greek letters


i adsorption constant for component i; (m=s)−2

� porous medium porosity
�hi adsorption enthalpy between the two phases for

component i, J=mol
�i adsorption constant for component i; (N=m2)−1

' disturbance wavelength, m
�� gas dynamic viscosity, N=m2 s
�� gas density, kg=m3

�� solid density, kg=m3

(�Cp)∗ volumetric heat capacity of the Ouid=solid sys-
tem, J=m3 K−1

(�Cp)� volumetric heat capacity of the Ouid −�= �- or
solid −�= �- phase, J=m3 K−1

, complete cycle time, s
�e; �s entrance and exit surfaces of the bed
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