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Abstract. In delay-tolerant networks (DTNs) with uncertain contact
plans, the communication episodes and their reliabilities are known a pri-
ori. To maximize the end-to-end delivery probability, a bounded network-
wide number of message copies are allowed. The resulting multi-copy
routing optimization problem is naturally modelled as a Markov decision
process with distributed information. The two state-of-the-art solution
approaches are statistical model checking with scheduler sampling, and
the analytical RUCoP algorithm based on probabilistic model checking.
In this paper, we provide an in-depth comparison of the two approaches.
We use an extensive benchmark set comprising random networks, scal-
able binomial topologies, and realistic ring-road low Earth orbit satellite
networks. We evaluate the obtained message delivery probabilities as well
as the computational effort. Our results show that both approaches are
suitable tools for obtaining reliable routes in DTN, and expose a trade-off
between scalability and solution quality.

1 Introduction

Delay-tolerant networks (DTNs) are time-evolving networks lacking continuous
and instantaneous end-to-end connectivity [11,18]. The DTN domain comprises
deep-space [9] and near-Earth communication [10], airborne networks [27], vehic-
ular ad-hoc networks [5], mobile social networks [32], Internet of things scenar-
ios [6], and underwater networks [40], among many others. A bundle layer over-
comes the delay and disruption in DTNs by means of (i) a persistent storage
on each DTN node and by (ii) assuming no immediate response from neigh-
boring nodes [41]. As a result, bundles of data (a data unit in the Bundle Pro-
tocol [47])—and status information about the rest of the network—flow in a
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2 P. R. D’Argenio et al.

store-carry-and-forward fashion as transmission opportunities become available.
Connectivity in DTNs is represented by means of contacts: an episode of time
when a node is able to transfer data to another node.

Where contacts can be accurately predicted, the DTN is scheduled [22];
in probabilistic DTNs, the contact patterns can be dynamically inferred; no
assumptions on future contacts can be made in opportunistic DTNs [11]. Recent
work extended this classification to also consider uncertain DTNs, in which
forthcoming connectivity can be described by probabilistic schedules available
a priori [17,23,38,39,44,45]. Instead of a guaranteed contact plan, uncertain
contact plans include information on the reliability (i.e. failure probability) of
planned links. In other words, the materialization of contacts can differ from the
original plan with a probability that can be computed/estimated in advance.
Uncertain DTNs describe a plethora of practical scenarios: unreliable space
networks [23], public vehicle networks with uncertain mobility patterns [35],
interference-sensitive communication links in cognitive radio [46], or networks
based on third-party carriers with limited but well-known availability [33].

This work summarises and compares existing routing solutions for uncer-
tain DTNs. The state-of-the-art techniques are lightweight scheduler sampling
(LSS) [17] and routing under uncertain contact plans (RUCoP) [44]. Both lever-
age Markov decision processes (MDPs), allow a bounded network-wide number
of message copies to maximize the delivery probability, and properly assume that
uncertain DTN nodes can only act on limited local knowledge. However, they
are different in nature: LSS exploits simulation and statistical model checking
techniques [1] whereas RUCoP is based on an analytical solution that exhaus-
tively explores the MDP akin to probabilistic model checking [3,4]. Both are
off-line approaches, as a central node is assumed to pre-compute the routing in
advance and then distribute the required information to the DTN nodes.

We provide an extensive benchmarking framework to evaluate LSS and
RUCoP comprising random networks (random contact assignment), binomial
networks (multi-level tree contact topologies with controllable complexity), and
realistic ring-road low-Earth orbit satellite networks. In these scenarios, we com-
pare the resulting message delivery probability and computational effort in terms
of time and memory consumption. Our results highlight the performance-cost
trade-off between these two state-of-the-art routing techniques for uncertain
DTN. We also report on our enhancements to encoding DTNs for use with
LSS that significantly improve the cost/performance ratio of the approach.

Section 2 of this paper revises the background of DTNs, MDP, and modelling
the routing problem. We dive into the details of the LSS and RUCoP techniques
in Sect. 3, including a summary of our improvements to LSS for DTNs. We
present, apply and analyze the benchmark framework in Sect. 4.

2 Background

This section describes the concept and context of DTNs and explains how to
encode DTN routing with global and local information as MDP.
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Comparing Routing Approaches for Delay-Tolerant Networks 3

Scheduled vs. Uncertain DTNs. The term “DTN” was introduced in the context
of interplanetary communication to designate time-evolving networks lacking con-
tinuous and instantaneous end-to-end connectivity [9]. The concepts and mecha-
nisms devised to deal with the delays and disruptions of interplanetary communi-
cations can readily be applied to other domains characterized by long signal propa-
gation time, frequent node occlusion, high node mobility, and/or reduced commu-
nication range and resources [24] such as airborne, vehicular, social, IoT, underwa-
ter and space networks [5,6,10,21,27,32,40]. DTN protocols like the Bundle Pro-
tocol [13,47] address the delays and disruptions by implementing the principles of
store-carry-and-forward and minimal end-to-end messaging exchange for control
or feedback [11]. The time-evolving and partitioned nature of DTNs favors repre-
senting connectivity by contacts: episodes of time where a node can transfer data
to another node. Contacts can be classified [11] as opportunistic (no assumptions
can be made on future contacts), probabilistic (contact patterns can be inferred
from history, e.g. in social networks), and scheduled (contacts can be accurately
predicted and documented in a contact plan).

A contact plan comprises the set of forthcoming contacts, and is a central
element in scheduled DTN routing. The routing process is typically divided into
planning (future episodes of communication are estimated to form the contact
plan), routing (the plan is used to compute routes, either in a centralized (off-
line) or decentralized (on-line) fashion [20]), and forwarding (effectively enqueu-
ing the data for the correct next-hop node). Contact graph routing (CGR) [2]
is the de-facto standard decentralized routing algorithm when a contact plan is
available. It is the sole routing approach that has been flight-validated in deep-
space [48] and near-Earth networked missions [34]. CGR optimizes delivery time
by leveraging adaptations of Dijkstra’s algorithm to the time dynamics of DTNs.

The limitation of the contact plan structure and associated routing algo-
rithms like CGR is that they assume that connectivity episodes are guaran-
teed. Instead, an uncertain contact plan comprises contacts whose materializa-
tion can differ from the original plan with a given probability available a pri-
ori [45]. Reasons include well-known failure modes of the DTN nodes, or an
incomplete/inaccurate knowledge of the system status by the time the sched-
ule was computed. Uncertain contact plans gave raise to a new type of DTNs
coined uncertain DTNs [17,38,39,44,45] that exploit time-dependent probabilis-
tic information of the forthcoming communication opportunities. Instead of a
single copy sent via the fastest path like CGR, uncertain DTNs can use the
uncertainty information in the contact plan to optimally route multiple copies
of the data to increase its successful delivery probability (SDP).

Markov decision processes (MDPs) provide a mathematical framework captur-
ing the interaction between non-deterministic and probabilistic choices [19,42],
making them appropriate for modelling decision making under probabilistically
quantified uncertainty. In its simplest form, an MDP M is a tuple (S,Act ,P, s0)
where S is a finite set of states with initial state s0 ∈ S, Act is a finite set of
actions, and P : S×Act×S → [0, 1] is a transition probability function such that∑

s′∈S P(s,α, s′) ∈ {0, 1} for all s ∈ S and α ∈ Act . If
∑

s′∈S P(s,α, s′) = 1,
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4 P. R. D’Argenio et al.

α is enabled in s, and P(s,α, s′) gives the probability that the next state is s′

conditioned on the system being in state s and action α being chosen.
A reachability problem is characterized as follows: given a set of goal states

B ⊆ S, maximize the probability that a state in B is reached from the initial state
s0. That is, we want to calculate Prmax

s0
(reach(B)). In our application, B is the

set of states in which a bundle has been successfully delivered. Moreover, we are
also interested in determining the decisions—namely, the policy or scheduler—
that lead to such a maximizing value. A scheduler is a function π : S → Act
that defines the decision that resolves a possible non-determinism. This problem
can be solved e.g. by using value iteration on the Bellman equations [4].

A

B

C

D

t0 t1 t2 t3 t4

0.1

0.1

0.5

0.5

0.9

Fig. 1. Uncertain contact plan.

Encoding Uncertain Contact Plans. Consider
the example contact plan with nodes A, B,
C, and D in Fig. 1. It spans a window of five
time slots, t0 to t4. We also assume an ending
time t5. The possible contacts in each slot
are depicted by an arrow labelled with the
contact failure probability. In time slot t1, for
instance, node C is in reach of node B with
transmission failure probability of 0.1 (and success probability of 0.9).

Suppose we want to transmit a bundle from A to D. To increase the probabil-
ity of success, we allow two copies throughout the network. A state of the MDP
consists of the number of copies that each node holds at a given time slot. Ini-
tially, at the beginning of t0, node A has the two copies while the others have none,
represented by state [A2 B0 C0 D0 | t0] in Fig. 2. At this point, node A has three
options: (i) sending only one copy to node B, represented by action “A 1−→B” leav-
ing from state [A2 B0 C0 D0 | t0], (ii) sending two copies to B (action “A 2−→B”),
or (iii) keeping the two copies (action “A stores”). In the first case, the successful
transmission leads to state [A1 B1 C0 D0 | t1] where A has kept one copy and the
other has reached B. Since success probability is 0.9, we have

P( [A2 B0 C0 D0 | t0], A 1−→B , [A1 B1 C0 D0 | t1] ) = 0.9.

[A2B0C0D0 | t0]

[A1B1C0D0 | t1] [A2B0C0D0 t1]

[A1B0C1D0 | t2] [A1B1C0D0 | t2]

[A1B0C1D0 t3][A0B1C1D0 t3][A1B1C0D0 t3]

A 1−→B A 2−→B

B 1−→C

A 1−→C B 1−→C

A
0.9

0.1
0.90.1

B

0.9 0.1

A
0.5

0.5 A
0.5

0.5

Fig. 2. MDP modelling the plan of Fig. 1. (Color
figure online)

Failing to transmit moves us
to the next time slot without
altering the number of copies in
each node. Therefore

P( [A2 B0 C0 D0 | t0], A 1−→B ,
[A2 B0 C0 D0 | t1] ) = 0.1.

Action A 1−→B is the black tran-
sition out of [A2 B0 C0 D0 | t0] in
Fig. 2 where the solid line repre-
sents the successful transmission
while the dotted arrow represents
the failing event. The situation is
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Comparing Routing Approaches for Delay-Tolerant Networks 5

analogous for action A 2−→B (red transition on the right), while for storing the
two bundles there is no possibility of failure, so we have

P( [A2 B0 C0 D0 | t0], A stores , [A2 B0 C0 D0 | t1] ) = 1.

The construction is similar for the rest of the MDP. Figure 2 depicts it partially;
we indicate with “. . . ” where the MDP needs to continue.

We assume that the sending node can determine whether a transmission
was successful or not; in case of success, it deletes the transmitted number of
copies, while in case of failure, it keeps them. This ensures that the entire network
contains the intended number of copies at any time, and is possible and typical in
LEO constellations. We refer to this assumption as acknowledged communication
(a.k.a. custody transfer in the Bundle Protocol [24]). The alternative is fully
unreliable communication where transmitted copies are lost upon failure, which
is natural in deep-space communication.

Global and Local Information. For the MDP described above, the maximizing
scheduler for goal set B = { [Aa Bb Cc Dd | t5] | d ≥ 1 } describes the optimal
routing decisions. This scheduler, however, is based on a global view of the sys-
tem: decisions are taken based on the current state of the whole network. This
implies that distributed nodes need to know where all copies are in the network
at any moment, including remote and potentially disconnected nodes. This is
impossible to achieve in practice in highly partitioned DTNs. Nodes must there-
fore decide based on partial local knowledge. To illustrate, consider time slot
t2 in the example of Fig. 1. Here, node A has two possible decisions: storing or
forwarding to C. Consider precisely the situation in which A has one copy and
the second copy is already on its way. A’s optimal decision depends on whether
the other copy is on B or C at time t2, reflecting the optimal decisions on Fig. 2:
A stores if C already has the other copy and A forwards to C if B has the copy.
However, it is most likely that A is not able to know whether the second copy
is in B or C, in which case A’s decision should be the same regardless if it is
in state [A1 B1 C0 D0 | t2] or [A1 B0 C1 D0 | t2]. This type of problem, in which
decisions in an MDP associated to a distributed system may only be based on
local knowledge, is known as distributed scheduling [12,25,26].

3 Routing in Uncertain DTNs

The optimal global scheduler can be computed using any probabilistic model
checker such as Prism [36], Storm [16], or mcsta of the Modest Toolset [30]:
we compactly describe the MDP and the goal set in the tool’s higher-level input
language; then the tool generates and stores in memory the MDP’s entire state
space, solves the reachability problem by solving the linear program induced by
the Bellman equations or by using an iterative algorithm such as a sound variant
of value iteration [28,31,43], and writes the induced scheduler to file. Probabilis-
tic model checkers, however, are generic tools that solve arbitrarily structured
MDP without optimizations for the DTN routing application. For complex net-
works, they will quickly encounter the state space explosion problem and run
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6 P. R. D’Argenio et al.

out of memory (see [44]). Furthermore, none of them provides a solution for
the local-information problem. We now summarize the two existing MDP-based
approaches for optimal DTN routing under uncertain contact plans, RUCoP
and LSS. Both can also produce schedulers based on local information only, and
approach the routing process in an off-line fashion: the routing decisions are
pre-computed in a centralized node.

3.1 RUCoP

RUCoP [45] (routing under uncertain contact plans) provides an analytical solu-
tion to find the routing decisions optimising SDP for an uncertain contact plan.

The first observation exploited by RUCoP is that, due to the inclusion of
the current time slot value in the states, the MDP for an uncertain contact
plan is acyclic. RUCoP thus only constructs the “optimal” part of the MDP by
following the Bellman equations backwards. In our example from the previous
section, it starts at any state in t5 in which D contains at least one copy. It then
walks backwards in the contact plan, selecting only the maximizing transitions
according to the Bellman equations. In its general form, RUCoP (i) considers the
possibility that multiple nodes can transmit to each other in one time slot, which
may produce a cycle in the MDP. However, since cyclic transmission would only
lower the SDP, RUCoP can break all such cycles and keep the MDP acyclic. It
also in general (ii) takes a target node and builds the optimal part of the MDP for
any possible transmitting source rather than restricting to a single source node
as in our example. The full RUCoP algorithm is in 2-EXPTIME: its runtime
is exponential in the number of nodes and doubly exponential in the number
of copies. This makes RUCoP highly expensive in time and memory. However,
for memory optimization, RUCoP not only constructs the optimal part of the
MDP backwards in an on-the-fly manner, but also writes all information that
is not going to be necessary for further calculations to disk. In particular, only
the states at the current time slot are necessary for calculating the states at the
preceding time slot and the respective connecting optimal transitions.

RUCoP delivers optimal routing decisions for acknowledged communication
in general. However, it is based on a global view of the system. To find local-
information schedulers, we need to use its L-RUCoP (local RUCoP) variant. It
works as follows: Suppose that, to increase reliability, n copies of the bundle are
used. L-RUCoP builds a table T (N, c, ti) that assigns to each node N holding
c copies (1 ≤ c ≤ n) at time ti the best decision based on local knowledge.
This decision is taken from running RUCoP on c copies (instead of n), which
basically amounts to supposing that N holds c copies and no copy is on the
other nodes. Thus, for our example, the decision for states [A1 B1 C0 D0 | t2] and
[A1 B0 C1 D0 | t2] will be both taken from T (A, 1, t2) which in turn is obtained
from the decision in state [A1 B0 C0 D0 | t2] derived from running RUCoP with
one single copy. On top of this basic idea, L-RUCoP also exploits extra knowl-
edge that may be available in certain occasions. For instance, at time t1 in our
example, A knows if B holds a copy depending on whether the transmission
at time t0 was successful or not. In this case, L-RUCoP looks ahead using the
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Comparing Routing Approaches for Delay-Tolerant Networks 7

appropriate RUCoP instance on the state with the available knowledge where,
just like before, all information about the other (unknown) copies is assumed to
be 0. In the example, at time t1, the entry T (A, 1, t1) will be filled with the infor-
mation retrieved from RUCoP for two copies on state [A1 B1 C0 D0 | t1] since A
knows B has received the copy. The interested reader may find the details of
L-RUCoP as well as the full specification of RUCoP in [45].

3.2 LSS

Given a discrete-time Markov chain (DTMC), i.e. an MDP where every state has
at most one enabled action, Monte Carlo simulation or statistical model checking
(SMC [1]) can be used to estimate the probabilities for reachability problems:
We (pseudo-)randomly sample n paths—simulation runs—through the DTMC,
identify each success (that reaches a goal state) with 1 and every failure with 0,
and return the average as an estimate of the reachability probability. The result
is correct up to a statistical error and confidence depending on n. Compared to
probabilistic model checking, SMC needs only constant memory, assuming that
we can effectively simulate the MDP from a high-level description so that we do
not need to store its entire state space. As a simulation-based approach, SMC is
easy to parallelize and distribute on multi-core systems and compute clusters.

Lightweight scheduler sampling [37] (LSS) extends SMC to MDP: Given an
MDP M , it (i) randomly selects a set Σ of m schedulers, each identified by
a fixed-size integer (e.g. of 32 bits), (ii) employs some heuristic (that involves
simulating the DTMCs M |σ resulting from combining M with a scheduler σ ∈ Σ)
to select the σmax ∈ Σ that appears to induce the highest probability, and finally
(iii) performs a standard SMC analysis on M |σmax to provide an estimate p̂σmax

for Prmax
s0

(reach(B)). However, note that—unless we are lucky and Σ happens
to include an optimal scheduler and the heuristic identifies it as such—p̂σmax is
an underapproximation of Prmax

s0
(reach(B)) only, and subject to the statistical

error of the SMC analysis. The effectiveness of LSS depends on the probability
mass of the set of near-optimal schedulers among the set of all schedulers that
we sample Σ from: It works well if a randomly selected scheduler is somewhat
likely to be near-optimal, but usually fails in cases where many decisions need
to be made in exactly one right way in order to get a successful path at all. We
use the smart sampling [15] approach to select σmax in step (ii): We start by
performing 1 simulation run for each of the m schedulers, then discard the (m

2 )
worst of them; in the next round, we perform 2 runs for each of the approx. m

2
remaining schedulers, and again discard the worst half. We continue until only
one scheduler remains, which is σmax . In this way, the number of simulation
runs, and thus the runtime, needed for LSS grows only logarithmically in m.

The key to LSS is the constant-memory representation of schedulers as (32-bit)
integers. It enables LSS’ constant memory usage in the size of the MDP, which sets
it apart from simulation-based machine learning techniques such as reinforcement
learning, which need to store learned information (e.g. Q-tables) for each visited
state. Let i ∈ Z32 identify scheduler σi. Then, upon encountering a state s with
k > 1 enabled actions while simulating M |σi , LSS selects the (H(i.s) mod k)-th
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8 P. R. D’Argenio et al.

action, where i.s is the concatenation of the binary representations of s and i, and
H is a (usually simple non-cryptographic) hash function that maps its inputs to
a fixed-size integer so that, ideally, the resulting values are uniformly distributed
over the output space. This selection procedure is deterministic, so we can repro-
duce the decision for state s at any time knowing i. For nontrivial H, it is also
highly unpredictable: changing i, e.g. by modifying a certain bit, may result in a
different decision for many states.

Local Information. As described above, LSS produces global-information sched-
ulers. However, it can be adapted to sample from local-information schedulers
only [17]: When having to make a decision on node N , instead of feeding i.s
into H, we use N.i.s|N instead, where s|N contains only the locally available
information: the number of locally-stored copies and the current time slot. To
avoid conflicts where two nodes need to make a decision at the same time, cer-
tain restrictions apply to the high-level modelling of the MDP as a system of
multiple independently executing nodes; we refer the interested reader to [17]
for details. We refer to LSS with local-information schedulers as L-LSS.

A scheduler found to be good via L-LSS can in principle be implemented, e.g.
on the satellites themselves, by simply replicating the L-LSS decision procedure:
each node knows its identifier N , the number of copies it stores, and can translate
the current time into a time slot in the contact plan. The only data that needs
to be transmitted to the node is the integer identifying the scheduler.

Our Improvements to LSS for DTN. For our comparison in Sect. 4, we use the
implementation of DTN routing with LSS and L-LSS of [17]. It consists of two
parts: a cp2modest Python script that converts a contact plan into a high-
level description of the MDP as described in Sect. 2 in the Modest modelling
language [29], and an implementation of LSS and L-LSS in the modes simu-
lator/statistical model checker [7] of the Modest Toolset. We use the latter
as-is, but have added preprocessing based on decisions already implemented in
RUCoP to the former in order to produce more succinct MDP models as follows:

1. Useful contacts only. A contact may be useless for transmitting a message
from the source to the target node because it leads to a dead-end, i.e. a
situation where a message copy is transmitted to node X in time slot t but
there is no sequence of contacts reaching the target from X after t. Similarly,
there may not be any sequence of contacts from the source to X before t: then
X is guaranteed not to have any copies in t. We analyse the contact graph
for such situations and drop all useless contacts. This reduces the amount
of decisions in the MDP, and thus the number of schedulers to sample from,
without excluding any scheduler with positive message delivery probability.
Consequently, (near-)optimal schedulers are more likely to be sampled.

2. Forcing to send. With the same motivation, when we are in node X’s last
useful contact, it would be useless to keep any copies. Thus, for such contacts,
the only option that we generate now is to send all available copies.

3. Forcing to receive. Like a node deciding to store all copies at a contact, i.e.
choosing not to send, the previous translation allowed the receiving node to
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Comparing Routing Approaches for Delay-Tolerant Networks 9

ignore the incoming transmission (which would consequently look like a failure
to the sender). While this allowed some interesting collaborations between
nodes to share non-local information [17, Sect. 5.3], we are not interested
in such special behaviours, and consequently omit the option to ignore an
incoming message. This again reduces the scheduler sampling space.

4. Skipping empty slots. The previous translation generated a “clock tick” action
to advance time from t to t+1 in all nodes for every time slot, even if that slot
had no contacts. To improve simulation runtime, we now omit these actions
for empty slots and directly skip ahead to the next slot with a contact.

All combined, these improvements eliminate many useless schedulers from the
sample space, making (L-)LSS noticeably more likely to find good ones; they also
simplify the model, improving the runtime and memory consumption of modes.
We will showcase the difference on one of our benchmarks in Sect. 4.

4 Evaluation

In order to evaluate the performance-cost trade-off of LSS and RUCoP in uncer-
tain DTNs, we created a benchmark set consisting of three use cases to compute
SDP metrics and the associated computational cost.

4.1 Benchmark Set

Random networks use a uniform distribution of contacts among a configurable
number of network nodes and contact plan duration. We use 10 random topolo-
gies with 8 nodes, each covering a duration of 100 s. Time is discretized into
episodes of 10 s. In each episode, the connectivity between nodes (i.e. the pres-
ence of contacts) is decided based on a contact density parameter of 0.2, similar
to [39]. We assume an all-to-all traffic pattern, run each of the routing algorithms
100 times on each of the 10 networks, and report the averages.

Fig. 3. Binomial tree.

Binomial Networks. To gain insights into
how increasing the topological complexity
affects the routing algorithms, we devised
a family of contact plans with a binomial
topology. They are easy to scale up in a
controlled manner that preserves the char-
acteristics of the topology. The topology
is a binomial tree. The higher the number
of levels in the tree, the more complex the
routing problem is to solve. Specifically, a
binomial topology with L levels implies: (i)
1+2L−2 nodes have contacts with two neighbors; (ii)

∑i<L−2
i=1 2i nodes have con-

tacts with three neighbors; and (iii) 1 final destination node has 2L−2 contacts.
The resulting tree is illustrated in Fig. 3. Contacts between consecutive levels
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10 P. R. D’Argenio et al.

Fig. 4. RRN satellite constellation topology, parameters and orbital tracks [23].

are also consecutive in the time dimension, that is, the order of the contacts
corresponds to enumerating the arrows in Fig. 3 left-to-right, top-to-bottom. A
node on the i-th level will have a total of 2L−2−i paths to the destination. There-
fore, the larger the level count, the more nodes are in the network and the more
paths per node have to be evaluated. For example, a binomial topology of 6 levels
results in 32 nodes with up to 32 simple paths. When considering the forwarding
of 3 copies, a total of 91, 000 possible actions need to be considered.

Ring Road Networks. Finally, we use a realistic satellite topology exported from
high-precision orbital propagators. Specifically, we consider a low-Earth orbit
Walker constellation of 16 satellites as proposed and described in [23]. Satellites
act as data mules by receiving data from 22 isolated ground terminals, storing
the data, and delivering it to a ground station placed in Argentina. We use an
all-to-one traffic pattern. The satellites are equipped with inter-satellite links
(ISLs), so contacts are possible in orbit. The dynamics of the topology and the
specific orbital and ground parameters are depicted in Fig. 4. Routes can involve
multiple hops between satellites and ground terminals. The scenario spans 24 h
and is sliced into 1440 time slots, each of 60 s. Within a time slot, we consider a
contact feasible if communication is possible for more than 30 s.

4.2 Analysis

Our evaluation results present compelling evidence of the trade-off between the
LSS and RUCoP approaches, both in their global (LSS and RUCoP) and local
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Fig. 5. SDP gain over CGR in random networks.

versions (L-LSS and L-RUCoP). We evaluate them in terms of the SDP of the
computed scheduler, and the computational resources used: processing time and
memory consumption. Plain single-copy CGR is used as a baseline. We write
“(L-)RUCoP-c” and “(L-)LSS-c” for the respective method when allowing c
copies. We used an Intel Core i5-5300U (2 cores, 4 threads, 2.3–2.9 GHz) system
with 12 GB of memory running 64-bit Ubuntu 18.04.5 for all experiments.

Random Networks. The SDPs we obtained for random networks are illustrated
in Fig. 5. To facilitate the interpretation of the outcomes, we plot the curves
with respect to the SDP delivered by CGR. Indeed, CGR is the baseline of
comparison as it assumes a perfect contact plan that does not drift from real-
ity. As the contact plan becomes more uncertain, the RUCoP- and LSS-based
schemes provide increasingly better SDPs. This holds up to the point where the
failure probability is such that the partitioning of the topology dominates (i.e.
pf ≈ 0.8), a situation in which delivery of data becomes much more difficult.
Still, in these cases, RUCoP and LSS perform noticeably better than CGR.

We ran LSS and L-LSS in two configurations, one sampling m = 1000 and
one sampling m = 10000 schedulers. We indicate m as “#SS”, the number of
sampled schedulers, in our figures. From Fig. 5, we observe that increasing m
from 1000 to 10000 does not improve the SDP drastically in these random net-
works. In particular, averaged along all failure probabilities, sampling m = 10000
schedulers improves SDP by ≈1.8%, with ≈5.8% being the maximum gain reg-
istered at pf = 0.7. We explain this limited improvement with the simplicity of
the random topologies, which are easily explored with few schedulers.

When compared to L-RUCoP, L-LSS is, on average, 3% and 1% worse in
terms of SDP, for 1000 and 10000 schedulers, respectively. The larger difference
is observed at pf ≈ 0.7% and 3 copies, where L-RUCoP outperforms L-LSS by
10%. We observe that the lower the number of copies, the smaller the difference
between L-RUCoP and L-LSS, with the single-copy case almost identical in
SDP. Interestingly, the single-copy case provides limited or no gain with respect
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Fig. 6. SDP, solving time, and memory for binomial networks with varying complexity.

to the CGR baseline in these simple topologies. A similar effect was reported for
Opportunistic CGR in [8].

Regarding the processing and memory footprint for random networks, all
the techniques we study always complete in less than 20 s, using less than 20
MB of memory. Also, we observed that the runtime and memory values were
rather stable and independent of the failure probability. In the following, we
thus leverage the more complex binomial and ring-road topologies for a more
detailed time and memory consumption assessment.

Binomial Networks Analysis. The results obtained for binomial networks are
plotted in Fig. 6. All links in the topology were set to a failure probability of 0.1
in this case. Instead, we vary the tree level count from 4 to 8 (i.e. 8 to 128 nodes,
and 13 to 449 paths), to evaluate the performance of RUCoP and LSS with
increasing topological complexity, and thus, increasing routing decision making
difficulty. Results are expressed, from left to right in the figure, in terms of SDP,
solving time, and required memory.

In the binomial topologies, the CGR baseline is always equal to RUCoP with
one copy (RUCoP-1) since the path with the earliest delivery time is also the
one with highest SDP. On the other hand, the global view of RUCoP can be
directly implemented with a limited local view. This is because each node can
only reach two exclusive neighbors, which means that the local information is
already enough to take a globally-optimal decision (i.e. the amount of copies to
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send to one of the two next hop nodes). As a result, L-RUCoP and RUCoP plots
in Fig. 6 are presented in a single curve (solid line).

On the one hand, the SDP plots show that LSS is rather close to RUCoP
when leveraging 10000 schedulers, especially for low level counts (with less than
0.01% difference). In the worst-case scenario with 8 levels, L-LSS is only 3%
below L-RUCoP for the single and dual copy scenarios. However, due to memory
exhaustion, RUCoP (and thus L-RUCoP) fails to deliver a valid routing schedule
for 8 levels and 3 copies (its limit highlighted by the red circle in Fig. 6). We
verify that for this case, more than 15 million actions need to be considered in
the MDP. Another observation from these plots is that the delivery probability
when using dual copies increases from ≈0.88 to ≈0.97 (i.e. by 10%) for 4 levels
and from ≈0.85 to ≈0.96 (i.e. by 13%) for 8 levels. However, due to the binomial
nature of the topology, having a third copy provides limited or no advantage.

Regarding the time and memory requirements in the binomial topologies,
RUCoP proves to be by far the most demanding approach. In the worst case
solved for 3 copies (7 levels), RUCoP needs 28 min of computation time, com-
pared to less than 10 s for LSS with 1000 schedulers, or 1 min with 10000 sched-
ulers. This is a notable difference considering the similar performance in terms
of SDP. Solving time and memory plots of the original LSS as in [17], i.e. with-
out the improvements described in Sect. 3.2, are also plotted in Fig. 6, in gray
dashed lines. These improvements reduce LSS runtime by up to ≈600% (from
117 down to 17 s). A reduction of ≈6% in memory is also achieved. Indeed, in
memory utilization, RUCoP quickly escalates up to more than 1 GB to keep
track of the MDP decision tree, while lightweight schedulers never require more
than 100 MB, even for the most complex binomial topologies.

In summary, for binomial topologies, LSS and L-LSS with 10k schedulers
closely follow RUCoP and L-RUCoP in delivery probability and solving effort for
simple trees. As the topology’s complexity rises (notably for more than 7 levels),
RUCoP exhausts the available memory. Even in these challenging cases, LSS is
able to deliver a valid solution with minimal runtime and memory footprint.

Ring Road Networks Analysis. We have evaluated all downlink source-
destination pairs in the realistic RRN network. Figure 7 present some repre-
sentative cases for the different behaviors we observed. In this figure, node 38
as the destination stands for the mission control center on ground, while node
1 and 7 are remote nodes sending data via the ring-road satellites1. For these
nodes, we present the computation of the routing schedule for varying contact
plan sizes, spanning durations from 1 to 3 h (plots from top to bottom). The #SS
parameter is again varied to 1000 and 10000 schedulers, to gain sensitivity on
the improvement of the sampling technique (plots from left to right).

The SDP plots in Fig. 7 show that the longer the contact plan, the more
noticeable the difference between the analytic and statistical approaches (i.e.
curves separate progressively). In particular, there is barely any difference for any
failure probabilities for the shorter contact plan with 1 h of scheduling horizon.

1 Nodes 1 and 7 correspond to nodes 8 and 15 in the contact plan used in [23].
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Fig. 7. SDP for RRN for different source-target nodes and plan durations.

However, we observe that L-RUCoP is notably superior to L-LSS for the 2 h and
3 h plans, especially for failure probabilities between 0.4 and 0.8. Specifically, we
observe that the gap between RUCoP and LSS can be as large as ≈60%, for
failure probabilities of ≈0.6, and contact plans of 3 h. Interestingly, the gap is
reduced to ≈30% if we raise the number of schedulers to 10000 in LSS, indicating
that this case is right on the boundary of what can effectively be solved via LSS.
Nevertheless, both LSS and L-LSS perform worse than the CGR baseline even
when leveraging multiple copies in schedules larger than 2 h. This is compelling
evidence that the uninformed sampling strategy of LSS may not be fully adequate
for realistic RRN topologies, even though it performed pretty well in generic

A
ut

ho
r 

Pr
oo

f



Comparing Routing Approaches for Delay-Tolerant Networks 15

Fig. 8. Solving time (left) and memory (right) for RRN for different source-target
nodes, contact plan durations, and numbers of schedulers sampled (R: RUCoP, L: LSS).

binomial and random topologies, and may need to be adapted to a variant yet
more specifically tailored to the DTN routing application.

Also, we observe that LSS and L-LSS are typically close, but L-LSS frequently
presents better SDP than the global LSS. This was also observed in Fig. 5, but
in a much more subtle manner. We explain this phenomenon with the fact that
L-LSS has a reduced space of schedulers to be sampled from, which increases
the chances of finding a better routing policy.

Figure 8 presents the computational resources required to obtain the dis-
cussed SDP results for ring-road networks. This figure is computed based on
the computational effort of solving several downlinking node pairs (instead of
the two example pairs discussed in Fig. 7). The results confirms once again that
RUCoP is able to deliver network performance at the expense of significantly
higher memory and runtime. In particular, the runtimes for the analytical app-
roach can reach up to ≈20 min (for the 3-h contact plan, with 3 copies), while
LSS typically delivers a result in less than 1 min. We thus postulate that the
3 h contact plan is as challenging for RUCoP as the 7-level binomial topology,
i.e. that larger contact plans are likely intractable for RUCoP. Memory-wise, we
observe similar ratios. While RUCoP needs as much as 600 MB of memory for
the worst-case scenario, LSS consistently uses about 100 MB. Again, this is due
to the simulation nature of LSS, where no decision trees need to be stored as
in RUCoP. Interestingly, LSS also showed a limited computational cost sensi-
tivity to increasing L-LSS from 1000 to 10000. This is likely due to the possi-
bility of using multiple CPU threads concurrently to perform the exploration in
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LSS. Indeed, LSS can exploit parallelization intensively: each scheduler can be
evaluated independently in separate threads. However, in RUCoP, the calcula-
tions for each time slot strongly depend on the successor time slot, which limits
parallelization.

In summary, the evaluation over realistic ring-road networks showed that
there is still room for improvement on scheduler sampling techniques to cope with
more heterogeneous or application-specific topologies. In our particular satellite
constellation, L-RUCoP provided delivery probabilities up to 60% higher than
LSS, at higher computational costs. The reported runtimes and memory usages
anyway appear reasonable for this kind of satellite application. In particular,
since satellites revisit ground stations at most every ≈90 min [22], solving times
of 20 min, as measured for RUCoP, are by all means acceptable.

5 Conclusions

This paper provides the first extensive comparison of the state-of-the-art analyt-
ical and statistical routing approaches for uncertain DTNs. While both RUCoP
and LSS leverage MDP models, the former performs an exhaustive and optimal
exploration of the solution space whereas the latter exploits SMC with sam-
pling for optimization. We improved the DTN models for LSS for efficiency. We
thoroughly compared the two approaches in a new benchmarking framework
comprising random, binomial, and realistic satellite network topologies.

The outcomes provided quantitative evidence of the performance of the
global- and local-information flavors of RUCoP and LSS. On the one hand, both
schemes provide routes that deliver up to 1.8 times the data volume achievable
by the baseline CGR approach. However, we touched the tractability limits of
RUCoP in binomial networks of 8 levels. While RUCoP failed to deliver, LSS was
able to solve the problem with just 5% of the memory footprint. We attribute
part of this success to the improvements made to LSS for DTNs in this paper.
Last but not least, the analysis on realistic satellite networks showed that despite
the good performance of LSS, its applicability to case-specific topologies could
enjoy further refinement. Such work is indeed needed seeing that RUCoP already
stressed the computational resources for 3-h contact plans.

Even though LSS and RUCoP stand on the frontier of the state-of-the-art
of routing in uncertain DTNs, a few challenges remain to be tackled. On the
one hand, both approaches assume non-congested links: routing in uncertain
and congested DTNs is an open research topic. Also the integration of uncertain
and Opportunistic CGR [8] is appealing future work. Finally, the evaluation of
the routing schedules obtained from the presented use cases in realistic DTN
protocol simulations is currently being investigated by the authors.

Data Availability. A dataset with the models and tools needed to replicate our
experimental evaluation is archived and available at DOI 10.4121/20334687 [14].
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