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Figure 1: Conceptual future scenarios of 2D and 3D transformations and mixed-reality data visualisation. (a) A user at a desktop
extrudes a 3D bar chart by grabbing and pulling from the monitor. (b) A remote worker on the side of a street extruding a 3D
scatterplot from a tablet with a virtual surface aiding organisation of a faceted bar chart. (c) Two collaborators visualising data
on a wall without the need for large high-resolution displays.

ABSTRACT
As mixed-reality (MR) technologies become more mainstream, the
delineation between data visualisations displayed on screens or
other surfaces and those floating in space becomes increasingly
blurred. Rather than the choice of using either a 2D surface or the 3D
space for visualising data being a dichotomy, we argue that users
should have the freedom to transform visualisations seamlessly
between the two as needed. However, the design space for such
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transformations is large, and practically uncharted. To explore this,
we first establish an overview of the different states that a data
visualisation can take in MR, followed by how transformations
between these states can facilitate common visualisation tasks. We
then describe a design space of how these transformations function,
in terms of the different stages throughout the transformation, and
the user interactions and input parameters that affect it. This design
space is then demonstrated with multiple exemplary techniques
based in MR.
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1 INTRODUCTION
Prior to computer graphics, abstract data was mostly represented
in 2D for publication in reports, books, or posters. Meanwhile 3D
representation was limited to physical constructs of spatial data
like geographic globes, chemical, medical, or architectural mod-
els. The first wave of desktop computers with reasonable graphics
capability led to a proliferation of representations of 3D data pro-
jected onto 2D screens. This arguably resulted in the overuse of 3D
graphics—such as the classic gratuitous 3D charts so hated by Tufte
and others—and early studies of 3D visualisations on 2D screens
demonstrated their limitations. This has since led to a long period
in the information visualisation research community of consoli-
dation of the information visualisation design space around 2D
representations, optimally arranged for 2D screens.

With the emergence of mixed reality (MR) technologies in recent
years, we need to reconsider some of our assumptions about the
“natural habitat” of data visualisations. Mixed-reality (MR) headsets,
such as the Microsoft HoloLens 2, are finally achieving tetherless,
robust spatial tracking and high-resolution stereoscopic rendering
with reasonable field-of-view. These headsets now also have an
understanding of their environment, mapping surfaces in the room
and tracking the hand gestures of their user. We can render 2D-like
graphics that are visibly projected on any surface in the environ-
ment, 2.5D-like graphics that visibly extrude out from said surfaces,
or suspend them in the 3D space around us—all with equal ease
and fidelity (Figure 2).

This new capability presents us with new design choices and
possibilities for data visualisation in an immersive environment—
also known as Immersive Analytics [10, 41]. We should of course
continue to visualise data in the best manner possible, whether it
be on a 2D surface or in 3D space. With the flexibility that MR
provides however, we can consider how any given visualisation
can freely move between these two environments—a surface or
the space—to suit a user’s needs. Imagine, the ability to temporar-
ily extrude a 2D visualisation out from a monitor into 3D just by
grabbing and pulling it with your hand to encode some data to the
third spatial dimension (Figure 1a), or to extrude out visualisations
from a tablet and place them suspended in the space in front of you
(Figure 1b). These visualisations can also be placed flush against
arbitrary surfaces, mimicking a large wall-sized 2D display while
retaining the flexibility of 3D (Figure 1c). In contrast to these, we
can also flatten a 3D visualisation down to 2D on a surface, such as
by applying a projection or creating a cross-sectional view. Sup-
porting these transitions between surfaces and spaces in immersive
environments has been identified as one of the grand challenges of
Immersive Analytics [17].

While recent work (Section 2) has demonstrated applications in-
volving the use of 2D surfaces and displays in conjunction with MR
for data visualisation, we specifically focus on how visualisations

Figure 2: A matrix of how visualisations can exist in mixed-
reality. Visualisation Dimensionality refers to the number
of spatial encodings a visualisation has. Environment refers
to where a visualisation is placed within the user’s surround-
ings. Native visualisations have a number of spatial encod-
ings equal to the number of spatial dimensions in their dis-
play environment.

can be transformed between different states. We provide a more
formal exploration of how transformations between these states
can facilitate common visualisation tasks (Section 3). We then de-
velop a design space and conceptual framework that helps to define
and describe these transformations in terms of their visual state
changes and the user interaction(s) that accompany it (Section 4).
We then demonstrate instantiations of visualisation transformation
techniques that we created in MR (Section 5 and our supplemental
video). Lastly, we provide some high-level guidelines and considera-
tions for how best to design transformations, as well as a discussion
of limitations and possible future work (Section 6).

2 RELATEDWORK
2.1 Animated Transitions and User Control
Perhaps most relevant to our work is the study of animated tran-
sitions between related statistical graphics. Animation has been
shown to be useful in numerous ways, such as to keep track of
changes between visual states [24, 46], improve decision making
[22], or increase viewer engagement [2, 24]. Various grammars
and toolkits have been developed to aid visualisation designers in
creating effective and engaging animated transitions (e.g., [32, 58]).
These all focus on conventional 2D displays however, and there-
fore there has been little consideration of how transitions should
be authored for immersive 3D environments. Moreover, there is a
preference to use keyframe animation for creating transitions [57],
which is an interpolation between a start and end state across some
time period (and potentially within this, staging and staggering
[11, 24]). While this paradigm is convenient for the designer, it does
not take into account how users may control the behaviour of the
animation itself. A good example of the utility of user-controlled
transitions in 2D visualisation is the DimpVis interaction technique
by Kondo and Collins [33], which uses direct manipulation on
graphical marks to progress through a time-varying visualisation
(or in other words, an animation).

As MR better facilitates multi-modal input and direct manipu-
lation with hand tracking, it is natural to expect a higher degree
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of user control for these animations, such as to alter which vari-
ables are being aggregated or to control the progress of a transition.
While standard animated transitions are effective for presentation
purposes, it has been shown that user control of transitions is re-
quired to support data analysis [47]. However, the input space is
more complex in immersive environments, opening up many more
design options and considerations for designing interactive trans-
formations. In this work, we aim to establish a design space that
maps out these opportunities and more.

2.2 Transitions between 2D and 3D on Flat
Displays

While data visualisation has traditionally been performed in 2D on
flat displays, some previous research has demonstrated careful use
of 3D to enhance some aspect of users’ exploration—even without
the use of stereoscopic displays. An early use of 3D transitions to
help navigate 2D hierarchical charts can be found in the work of
Robertson et al. on Polyarchies [46]. 3D rotations were later used
in other 2D visualisation techniques to help transition between 2D
scatterplots with the ScatterDice technique [16], 2D graphs with the
GraphDice technique [6] and a similar technique used between 2D
aircraft trajectories views [28]. These transform a visualisation be-
tween 2D and 3D by shifting between orthographic and perspective
projections [42] at the beginning and end of each rotation. Such 3D
rotation transitions were later studied to understand how they can
convey information in dense visualisations [15]. Matrix Cubes by
Bach et al. extends this by visualising multiple adjacency matrices
of different time steps as a single 3D space time cube, which can
then be partitioned into multiple 2D slices and so forth [3]. 3D
rotation transitions to 2.5D perspective views have also been used
to improve visual links between 2D visualisations [12] or as a tran-
sitional view between parallel coordinates and radar charts [21].

While the focus of the user’s exploration in these examples is
still on 2D visualisations, there is clear value in the use of 3D
to supplement certain aspects such as transition awareness and
context preserving. These are, of course, all within the confines of a
2D display. In this work, we aim to fill this gap by exploring further
possibilities of these transitions in an immersive 3D space.

2.3 Transitions between 2D and 3D in
Immersive Analytics

Considerable research in Immersive Analytics has explored tech-
niques to improve the perception and understandability of 3D vi-
sualisations, especially as a result of common 3D pitfalls such as
occlusion and perspective distortion [23, 42]. For example, Kraus
et al. investigated the role of immersion on cluster identification
tasks [34], and Prouzeau et al. proposed the use of haptic feedback
and highlight planes with handheld controllers to help find occluded
features in 3D scatterplots [43]. On the other hand, some research
has, whether intentionally or not, devised ways of side-stepping
these 3D challenges by allowing for 3D visualisations to temporar-
ily be transformed into 2D. For example, FiberClay by Hurter et al.
allows users to project 3D trajectories down into 2D at orthogonal
angles using bimanual rotational and scaling operations [27], in
a manner reminiscent of Scatterdice. Most closely related to our
work, Tilt Map by Yang et al. demonstrates transitions between

a 2D choropleth map, 3D prism map, and 2D bar chart by simply
tilting a handheld controller [64]. As the map is tilted, it smoothly
transforms between a 2D choropleth, 3D prism, and 2D bar chart
at set angular intervals. This simple interaction allows the user
to control both the transition and the visual state depending on
their given needs. In contrast, Reipschlager et al. use Augmented
Reality Visualisation Layers to enhance 2D visualisations on wall-
sized displays with superimposed 3D visualisation through simple
touch gestures [45], simulating a transformation into 3D. Other
works provide visualisation authoring tools that make it easy to
create both 2D and 3D visualisations, allowing users to quickly
swap between them at will. Most notably, ImAxes by Cordeil et
al. enables the construction of 3D visualisations simply by placing
three embodied virtual axis objects at orthogonal angles in VR [14].
Using the same ImAxes grammar, Smiley et al. demonstrate how
the MADE-Axis—a tangible controller for data visualisation—can
be used to physically construct both 2D and 3D visualisations by
leveraging its composability in a collaborative MR prototype [53].

While some of these works share striking similarities with our
work, our goal is to devise a higher level design space that can
encapsulate these techniques and others like them. We also explore
how these transformations can be activated and controlled by users,
rather than solely focusing on their visual design.

2.4 Physical and Virtual Surfaces in Immersive
Analytics

Physical surfaces, such as wall-sized displays, tabletops, and tablets,
are very commonly used in Immersive Analytics applications for
varying purposes. By default, surfaces can be used to display con-
ventional 2D visualisations, while separate standalone 3D visuali-
sations are rendered as floating objects using an MR headset (e.g.,
[8, 60]), allowing for a wider range of visualisations—both 2D and
3D—to be displayed simultaneously in the workspace. A physical
surface can also act as a shared area that is suitable for collaboration,
with MR headsets providing private spaces for each user to work
individually [31, 55]. They can also facilitate touch interaction that
can be used in tandem with MR, such as through a multi-touch
display (e.g., [7, 26, 50]), infrared touch sensor (e.g., [54]), or even
using the headset’s hand-tracking capabilities [63]. By leveraging
touch input, it is common for visualisations on 2D displays to be
directly “augmented” with superimposed 3D graphics in MR. These
include graphical marks which spatially encode data using the third
dimension protruding from the surface [35, 40, 45], visual links [26],
or even entire visualisations that are contextually placed close to
the surface [35, 40, 45]. Such surface augmentations have also been
demonstrated to be used with real-world objects in the form of
embedded visualisations using MR headsets [62]. In contrast to
physical surfaces, virtual surfaces may act as substitutes in cases
where access to physical surfaces is not possible—such as in highly
mobile settings [19]—or when tangibility is not strictly required—
such as when only used for organisation and presentation [36].

These works motivate the combination of a 2D surface with the
3D virtual space. Few however consider how visualisations may
transition between the two and in what manner. Moreover, due
to the close connection that 2D content has with surfaces (e.g.,
[9, 20, 38, 45, 60]) and 3D content with space (e.g., [7, 54, 59]), we
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Figure 3: A matrix of the different states that a visualisation
can be in while in an immersive environment. Visualisations
can exist in any one of the four states in the matrix. Trans-
formations between 2D and 3D visualisations are referred
to as extrude or flatten actions; between single and multiple
are referred to as distribute or collect actions.

believe that surfaces present a strong signifier that 2D visualisations
can somehow be “brought into” space. As a result, we focus on this
transformation between 2D surfaces and 3D spaces in our work.

3 THE PURPOSE OF VISUALISATION
TRANSFORMATIONS

As previously discussed in Section 2, we see visualisation trans-
formations in immersive environments as animations which are
initiated and controlled by user interaction for some specific pur-
pose. Before we can identify the types of tasks to support however,
it is first important to understand the types of transformations that
are possible in an immersive 3D environment.

3.1 Visualisation states and transformations
between them

A visualisation transformation involves a change from one visual
state to another. In immersive environments, visualisations can
exist either in space around the user or on a flat surface. We there-
fore map out how 2D and 3D visualisations can exist in these two
environments in a matrix, as seen in Figure 2. This matrix describes
a visualisation with two parameters: its Dimensionality (i.e., 2D vs
3D), and its Environment (i.e., surface vs space). 2D visualisations
are intrinsically native to surfaces, with 3D native to space. It is also
possible for a 2D visualisation to exist suspended in space, or a 3D
visualisation to be projected onto a surface. While the manner in
which the user perceives these from their native formats is different,
the visualisation fundamentally still encodes the same data in the
same visual aesthetics.

However, we find that a frequent purpose for the transforma-
tion of visualisations, especially when moving between two and
three dimensions, is to change the multiplicity of the views and
to facilitate comparison between them. For example, side-by-side
views in 2D may be transitioned to a directly overlaid stack in 3D
for more direct comparison, and vice-versa. We therefore rely on
the following definitions for our work:

Figure 4: A mapping of possible visualisation tasks to the
different transitions between the four visualisation states. A
transformation technique is generally associated with one
of these tasks for it to carry practical significance.

• By Dimensionality, we refer to whether or not a visualisa-
tion encodes meaningful information in only two dimensions
on a flat plane, or in all three dimensions in a volume. This
information can either be mapped directly from source data, or
based on calculated/derived value(s) or model(s). For example,
we consider a scatterplot that maps data along the x and y axes
to be 2D, regardless if the scatterplot itself is rendered on a flat
2D surface or a virtual object floating in 3D space. In addition,
the use of 3D primitives such as spheres or cones will still be
considered as 2D if no data is encoded along the third spatial
dimension.

• By Multiplicity, we refer to whether or not a visualisation
is comprised of a single view or of multiple views. Certain
operations or transformations can be applied to one or more
views in the visualisation simultaneously. In an immersive en-
vironment, Gestalt principles such as similarity and proximity
can be used to identify multi-view visualisations [61].

These two dimensions form the four main states in Figure 3 that
a visualisation may be in both before and after a transformation:
single 2D (S2D), single 3D (S3D), multiple 2D (M2D), and multiple
3D (M3D). We also define a set of common terminology that help
us better classify and explain visualisation transformations. Along
the dimensionality axis, transforming a visualisation from 2D to
3D is extrusion, and the opposite direction is flattening. Along
the multiplicity axis, from single to multiple is distribution, and
the opposite direction is collection.
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3.2 Mapping tasks to visualisation
transformations

We now associate tasks to the different transitions between these
visualisation states. As interactivity is vital in the visual analytics
process [56], we focus on its use for data exploration as opposed to
presentation [2]. Note however that we are not focused on visuali-
sation authoring [48], but instead how existing visualisations may
be interacted and manipulated to fulfil different purposes.

There exist many visualisation task taxonomies in the literature
(e.g., [1, 25, 37, 42, 49]). However, many of these are primarily
based on desktop applications that do not support both 2D and
3D visualisations simultaneously. While we initially tried to map
these tasks to the different transitions in Figure 3, we soon found
that numerous tasks either do not require these transformations or
are not appropriate for them (e.g., record, annotate). We therefore
derived and mapped a new set of tasks that are relevant to each
transition, as shown in Figure 4. As our work is inherently limited to
transformations between 2D and 3D, the list of tasks we describe is
not exhaustive as compared to those in related works. It comprises
of 14 tasks, some of which are mirrored between states. We detail
these tasks in this section.

3.2.1 Single 2D↔ Single 3D Transformations. S2D to S3D transfor-
mations all encode some new information along the third unused
dimension, causing data points to visibly “extrude” from the surface.
Add Spatial Data Encoding encodes an additional data dimension
from the original source using the third spatial dimension. This is
equivalent to adding a third depth dimension to a 2D visualisation.
Reveal Data Property is similar in that it also encodes information
along the third spatial dimension, but the extent to which the third
spatial dimension is used is dependent on some calculated value or
property of the data (e.g., mean, node centrality).

S3D to S2D transformations involve the visualisation being “flat-
tened” down from a 3D to a 2D object. They primarily reduce the
amount of information that the visualisation encodes, usually to
manage visual complexity. Aggregate and Filter are two main
approaches in doing so, and our mapping reflects this. Note that
we treat slicing and cutting, operations commonly used for spatial
and volumetric data sets, as filter operations due to them effec-
tively hiding portions of the visualisation. Project on the other
hand encompasses transformations which project a 3D visualisa-
tion down to 2D. As Munzner describes [42], this is differentiated
between orthographic and perspective projection. Orthographic
projections simply exclude values for a given data dimension that is
to be dropped in the transition from 3D to 2D, and are functionally
the opposite operation to Add Spatial Data Encoding. Examples
of these can be seen in related work, with 3D visualisations being
orthographically projected down into 2D in rotational transitions
[6, 16, 28]. Perspective projections on the other hand have greater
implications due to the use of head-mounted displays in MR, as
users can control how this projection occurs by moving their own
head position or changing the orientation of the visualisation.

3.2.2 Single 2D↔Multiple 2D Transformations. S2D to M2D trans-
formations all involve Creating Juxtaposed Views. Views are
created and “distributed” from an initial 2D visualisation. While

these transformations can be performed entirely on a flat 2D dis-
play, there are opportunities to distribute and arrange the views in
3D spatial layouts [39].

M2D to S2D transformations on the other hand involve “collect-
ing” multiple visualisations together into a single one. Isolate View
allows users to focus their attention on a single view by isolating
it from the rest. As with above, single views can exist on both a
surface or elsewhere in space.

3.2.3 Single 3D ↔ 2D/3D Multiple Transformations. S3D to either
of the multiple visualisation states (M2D and M3D) involves the
Partitioning of the 3D visualisation into several smaller visualisa-
tions, which get distributed in some manner. For when the target
state is M2D, each partition is further reduced down to two dimen-
sions. This would be the case when each individual partition has
no benefit being in 3D. Alternatively, the partitions can remain in
M3D, mainly in instances where they still encode 3D information
(such as for volumetric visualisation).

Multiple visualisations to S3D involves Stacking them together
to form a single visualisation. This can be considered as the reverse
operation to Partitioning. In the specific case of S3D↔M3D, the
same operations that exist for S2D↔M2D still apply.

3.2.4 Multiple 2D↔Multiple 3D Transformations. M2D to M3D
can be seen as a mirror image of S2D to S3D. That is, any of the
tasks performed to single visualisations can also be applied as a
Linked Operation across multiple visualisations at the same time.
The selection of which visualisations should be transformed may be
performed either implicitly, usually due to some semantic grouping
(e.g., small multiples), or explicitly defined by the user.

4 A DESIGN SPACE FOR VISUALISATION
TRANSFORMATIONS

We now consider how visualisation transformations between dif-
ferent states can be designed by crafting the design space shown
in Figure 5. It was created through an iterative semi-systematic
process, where we first brainstormed and developed prototype
transformation techniques (shown in Section 5.2), then updated the
design space to best describe these, and repeat. We took inspiration
both from related work (e.g., [27, 35, 45, 64]) and our own previous
work on 2D and 3D visualisation [36, 53] during this process. The
design space is meant to be read from the perspective of a designer
that is creating an immersive visual analytics system for data ana-
lysts to use. The designer needs to consider both visualisation and
interaction elements to make proper and effective transformations.
The transformations they create can then be implemented into the
system which users can then leverage for their own analysis.

The design space loosely follows the general flow of a visuali-
sation transformation: the initial state of the visualisation that is
required for the transformation to be applicable; the user interac-
tion(s) that enable the transformation; the transformation itself; and
the resulting state of the visualisation after the transformation is
concluded. These roughly fall under three colour-coded categories:
the visual representations of the data (in yellow), the interaction(s)
that the user is performing (in blue), and the transformation itself
(in green). Several design dimensions are not mutually exclusive
(marked by an asterisk), meaning that multiple elements from it can
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Figure 5: A design space for visualisation transformations between 2D and 3D. The Initial Visualisation State acts as requirements
for the transformation to be available to the user. User Interaction is the actions the user needs to take to perform the
transformation. Transformation refers to how the transformation progresses once triggered by the user.

be considered in the design. The design space is not prescriptive,
and is intended more as a guide to aid designers in considering the
various options and aspects of visualisation transformations. In this
section, we describe each part of the design space in turn and their
design dimensions.

4.1 Initial Visualisation State
All Visualisation State sections refer to the various properties of the
visualisation object. The Initial Visualisation State is the state of the
visualisation prior to the transformation occurring. In the context
of the state transitions described in Section 3, this section can be
viewed as a starting node in Figure 4. As our transformations are

applied by the user onto existing visualisations, the Initial Visuali-
sation State is effectively the list of conditions that needs to be met
by any given visualisation for the transformation to be usable. For
example, a particular transformation may only make sense to be
used on a scatterplot, and not for any other types of visualisations.
This visual state is then affected by the Transformation section, as
denoted by the arrow. We separate this section into two categories:
Schema and the Geometric State.

4.1.1 Schema. This refers to the manner in which the visualisation
maps data to graphics. It has three design dimensions:
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Multiplicity. This is whether or not the visualisation needs to
be Single or Multiple -view for the transformation to be
valid. It is the same concept as discussed in Section 3.

Dimensionality. This is whether or not the visualisation needs
to be 2D or 3D for the transformation to be valid. It is the
same concept as discussed in Section 3.

Visual Encoding. This is the set of one or more required visual
encodings for the transformation to be valid. These encodings are
similar in concept to those found in other visualisation taxonomies
(e.g., [42]), such as Marks , Colour , Size , and so forth.

4.1.2 Geometric State. This refers to the properties of the visuali-
sation as a virtual object in the immersive three-dimensional space.
It has two design dimensions:

Geometric Pose. This is the physical attributes of the visuali-
sation in regards to its Position , Rotation , and Scale
in the immersive three-dimensional space. As an example, a 2D
visualisation may need to be facing in a direction perpendicular
to the ground, or it may need to be at a certain height from the
ground, or even both conditions at the same time. Note that scale
in this context refers to the overall size of the visualisation, and not
its graphical marks.

Surface Relation. This is the geometric relation between the
visualisation and any particular surface in the environment (e.g.,
walls, tables). The choice of relationship matters since it can be a
strong signifier as to whether or not certain transformations are
available to the user. For example, a 2D visualisation suspended
in space affords different ways of interacting with it compared to
one that is displayed against a surface. There are three different
possibilities for this:

• Attached is when a visualisation is bound to a surface.
This can either be a visualisation that is physically rendered
on a display, or a virtual visualisation rendered in MR that
is aligned parallel to a surface.

• Colliding is when a visualisation intersects with a sur-
face, generally at a non-orthogonal angle. This is possible
in MR as virtual objects can be rendered in 3D space that
do not conform to real-world physics or collisions.

• Separate is when a visualisation has no association
with a surface. This is the case for visualisations that are
suspended in space with no use of surfaces (e.g., [27, 64].

The geometric state of a visualisation can be used as input pa-
rameters which then affect how the transformation functions, as
indicated by the arrow. These input parameters are explained later.

4.2 User Interaction
The User Interaction section refers to the interactions with the
system that the user performs in order to trigger (and optionally
control) the visualisation transformation. As previously mentioned,
this greater focus on interactivity distinguishes our transformations
from conventional animated transitions (see Section 2.1). Note that
all design dimensions in this section allow for multiple elements
to be used at once, allowing for possibilities such as multi-modal
interaction. This section is separated into two categories with a one-
way relationship: Interaction Technique and the Input Parameters.

4.2.1 Interaction Technique. This is the action that the user needs
to perform in order to trigger and/or control the transformation. It
has two design dimensions:

Input Modality. This is the input mode(s) that is being used in
the interaction. While the set of possible modalities is dependent
on the input devices available to the user, we consider a number of
modalities that are commonly available on consumer MR devices
such as the Microsoft HoloLens 2 in our design space:

• Mid-air inputs generally involve hand-tracking to de-
tect user movements and gestures in space. Such gestures
may use either direct manipulation (e.g., pinch on a virtual
object) or indirect manipulation (e.g., hand wave in front of
user).

• Touch inputs are those which are performed on a tan-
gible surface. These inputs may be detected by a touch-
enabled display, an infrared touch tracking device, or simu-
lated via the device’s hand-tracking capabilities [63].

• Tangible inputs are from a physical object, such as a vir-
tual reality controller or mouse. This may involve a button
press or some movement of the object.

• Voice inputs are voice commands similar to those readily
supported on MR headsets.

• Gaze refers to the eye or head gaze of the user. Inputs
can be performed using dwell-based interactions or eye
gestures [29].

Targets. This refers to any specific visual element that the user
is interacting with, particularly in the case of deictic techniques. It
is necessary for two reasons. First, it can help distinguish between
several transformations that share the same input modality by re-
quiring the action to be performed on different targets. Second, it
is an inherent selection operation that can then affect the transfor-
mation itself (explained later). We present a non-exhaustive list of
possible targets for transformations:

• Marks are the graphical elements on the visualisation
that encode data. For our purposes, this can be any graph-
ical primitive or higher order graphic that is perceived as
being interactable. Selecting a mark may require precise
selection directly on it, or instead select the closest mark to
the interact point.

• Axes are the visible axes objects that represent the co-
ordinate system. All components of an axis (e.g., line, ticks,
labels) can be encapsulated into a single target, or each one
can be individually targetable for higher granularity.

• Substrate is the spatial regionwhich the graphical marks
exist in. As compared to marks, substrate refers to the
broader area whereby there is no requirement to interact
with any specific mark.

• Legend is the legend that is associated with the visuali-
sation, allowing for selection of a specific categorical item
or value in a continuous range.

• Surface is any physical or virtual surface in the environ-
ment. This can be one which a visualisation is displayed on,
or a different surface entirely.

• None is simply the case where there is no target involved
in the interaction technique. This would be for non-deictic



CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA Lee et al.

interactions, such as hand waves and gestures in a general
area in front of the user.

The notion of coupling input modality and target together is partic-
ularly useful when considering how embodied interaction can be
used for these transformations in MR. Related work in Immersive
Analytics has used embodied interaction principles and paradigms
to “reach through” and manipulate data visualisations in meaning-
ful ways (e.g., [4, 14, 64]), and it is important our design space also
captures this. Use of embodied interaction can also be beneficial
as it may carry certain connotations or metaphors that aid in the
use of the transformation technique. For example, directly inter-
acting with a specific mark on a visualisation may imply that the
transformation affects the data point in some fashion, as opposed
to something more abstract like a command line interface.

4.2.2 Input Parameters. These are the values which are derived
from the manner which the user performs the aforementioned
interaction technique(s), hence the one-way arrow. These input
parameters are then used as part of the transformation in order for
the user to control how it behaves and/or how it progresses. As the
possibilities here are virtually endless, we opt for a more abstract
view of these parameters in terms of how they are derived. Note
that the Geometric Pose of the visualisation are also valid input
parameters. We describe two broad forms of input parameters:

Geometric Values. These are values that are derived from the
geometric properties of both the interaction technique(s) and the
visualisation. Certain values may need to be calculated on-the-fly
based on certain mathematical functions or interaction metaphors.
These are useful when simple numerical values are needed to con-
trol the transformation, such as a time variable that progresses
through a transformation (e.g., [33]). Examples of these values are:

• Position ,Rotation , and Scale , which can either
be directly from the visualisation’s Geometric Pose, or in
some cases from a tracked tangible object or controller.

• Distance is a numerical value between some start and
end point. Examples are the distance between both the user’s
hands, the distance between a visualisation from a surface,
or the distancewhich the user has draggedwhen performing
a drag-and-drop interaction.

• Angle is a numerical value comparing the rotation of
one object to another. Examples are the angle between a
visualisation and a surface, or the angle between a visuali-
sation and the floor plane.

Targeted Values. These are values that are derived from the se-
lected Target(s) as part of the Interaction Technique. These relate to
various aspects of the underlying dataset, which may be necessary
for the transformation to function. For example, a transformation
may aggregate itself based on a particular data variable, which is
defined through the targeting process. Examples of values are:

• Observation and Variable respectively refer to one
or more elements or data dimensions in the dataset. Ob-
servations may be selected by targeting specific marks on
the substrate or categories in the legend, whereas variables
may be selected by targeting an axis (and therefore its cor-
responding variable).

• Axis refers specifically to a spatial axis (i.e., x, y, or z)
and not any corresponding variable. This may be used in
instances where the data variable is not important, and only
the spatial axis that the user is interested in.

4.3 Transformation
The Transformation section is how the transformation itself pro-
gresses. When a visualisation is in the correct state (based on the
Initial Visualisation State) and the user is performing the necessary
inputs (based on the User Interaction), only then does the transfor-
mation occur. At its core, the transformation constantly updates
the visualisation to an Intermediary Visualisation State, changing
its Schema and/or its Geometric State. This constant changing of
properties is, in essence, the output of the transformation before
it fully terminates into a Final Visualisation State (or back to the
initial state, see below).

A core component of this section that is not explicitly described
in the design space of Figure 5 is the underlying operations that
map input parameters and data to the intermediate visualisation
state and its visual encodings. This is due to the overwhelming num-
ber of ways that this mapping may be performed, especially when
considering factors such as data types and transformations, visuali-
sation idioms, and any other bespoke visualisation customisations.
In order to still sufficiently describe the design of the transformation
process, we take a generalised, high-level approach in an overall
category which we refer to as Control.

4.3.1 Control. As described, this is the manner in which the trans-
formation itself behaves. It is comprised of four design dimensions:

Task. This is the intended purpose of the transformation. For
example, the transformation may add a particular spatial encoding,
partition the visualisation into several segments, or project a visu-
alisation down to 2D. As this inherently applies a constraint on the
possible Multiplicity and Dimensionality choices (as per Section 3),
choosing this task would be one of the first decisions made when
designing transformations.

Function. This is the manner and frequency in which the Inter-
mediate Visualisation State is visibly changed as transformation
progresses. We identify two main types of transformations:

• Continuous transformations have smooth visual changes
throughout the entire transformation. This is similar in con-
cept to the typical approach of keyframe animation.

• Staged transformations have staged visual changes through-
out the entire transformation. This is similar in concept to
staggering approaches in conventional animated transitions
[11, 24].

Duration. This refers to how long the transformation lasts and
when it terminates. There are two possible options:

• Controlled transformations are those in which the user
has direct control over how the visualisation changes through-
out the transformation process. The intermediate visuali-
sation state is procedurally generated based on the input
parameters, which in turn are based on the user’s input. As
a result, the transformation will terminate whenever the
user stops interacting. This can be particularly useful when
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the intermediate visualisation state sufficiently reveals in-
formation to the point where reaching an “optimal” final
state is not necessary, allowing the user to cut short the
transformation and move on.

• Fixed transformations are akin to conventional animated
transitions in that they change over a certain period of time.
While the user may still influence the final state of the vi-
sualisation via the input parameters, they otherwise have
no control over how the transformation progresses once
it has started. The duration of the transformation may be
predefined by the designer, or chosen by the user via an
input parameter. The duration may also be zero in the case
of jump cuts.

Persistence. This refers to whether or not the effects of the
transformation persist on the visualisation after the transforma-
tion has terminated, regardless of whether or not its duration is
Controlled or Fixed. Two main possibilities exist:

• Ephemeral transformations reset back to their Initial
Visualisation State. This reset may be instantaneous, or a
smooth animation that effectively plays the transformation
in reverse. This is mostly relevant for Controlled transforma-
tions, as the intermediate visualisation state may no longer
be desirable to retain, hence the need for an automatic reset.

• Permanent transformations are just that: the visualisa-
tion permanently remains in the Final Visualisation State
until it is modified further, or the user does some action
to reverse the transformation. Note that when terminating
Controlled transformations, the visualisation may skip to a
predefined Final Visualisation State, or it may be a freeze-
frame of the Intermediate State at that point in time. In the
latter case, we do not consider the visualisation to have ac-
tually reached the Final State yet from a design standpoint.

4.4 Final Visualisation State
Lastly, the Final Visualisation State section refers to the properties
of the visualisation once the transformation has concluded. We
consider this to be the destination node in any visual state transition
in Figure 4. The design dimensions and properties are the same
as in the Initial State, except these no longer act as conditionals,
but instead as a set of changes that have occurred throughout the
transformation.

5 USING THE DESIGN SPACE
In this section, we demonstrate how our design space can be used to
describe existing examples of visualisation transformations found
in related work in immersive analytics. We then demonstrate how
the design space may be used to create new visualisation trans-
formations by presenting a set of techniques that we believe best
showcases its use.

5.1 Transformations in Related Work
As described in Section 2.3, related work has shown examples of
transforming visualisations between 2D and 3D through user inter-
action in order to serve various purposes.

In FiberClay [27], the user can Project a Single -view, 3D
trajectory visualisation of flights down into 2D . This corre-
sponds with a S3D to S2D transition. Besides its dimensionality and
multiplicity, no specific visual encoding or geometric state is neces-
sary. With two Tangible handheld controllers, the user presses
down a button on both controllers in the general space around
them (i.e., no target) to initiate the transformation. Depending on
the Distance and Angle of the two controllers in relation
to each other, the 3D visualisation’s Scale along a single axis
is modified in a Continuous fashion, effectively projecting it
down to 2D as this value approaches zero. The transformation is
Controlled by the user at all times, with the visualisation being
left as a Permanent S2D visualisation upon completion.

Tilt Map [64] actually consists of two separate transformations,
each occurring at separate intervals. The first is a S2D to an S3D
transition as it goes from 2D choropleth to a 3D prism map.
This Adds a Spatial Encoding, adjusting the height of each prism
along the new spatial axis. The height is dependent on the Rota-
tion of the visualisation’s geometric pose relative to the hori-
zontal plane. Note that the interaction technique here is irrelevant,
as the rotation of the visualisation may be controlled by any means.
Within the transformation, the height adjustment is handled in a
Continuous fashion and is Controlled by the user. The
second is a S3D to S2D transition where the 3D prism map is
Projected into a 2D bar chart. In a similar fashion, the Rota-
tion of the visualisation is used to affect the progress of the
transition into the bar chart. In both cases, the results of the trans-
formation are Permanent , until of course the user performs
the reverse action.

5.2 Example Visualisation Transformations
We now showcase a number of visualisation transformation tech-
niques in the context of the design space, which were developed us-
ing the Unity3D game engine and the Immersive Analytics Toolkit [13].
The code can be found on a publicly available GitHub repository1.
The application was deployed on a Microsoft HoloLens 2 headset,
which also allowed us to leverage its hand and surface detection
capabilities. All of our techniques use a regular vertical wall as the
surface, and primarily make use of mid-air interaction.

We describe one of these techniques in detail from a design
perspective as though we are creating one such transformation
from scratch. We then briefly describe our remaining techniques to
demonstrate the range of possibilities when designing visualisation
transitions. For readability, these latter techniques are separated
into three categories roughly based on Figure 3: extrusion-based
transformations from 2D to 3D, flatten-based transformations from
3D to 2D, and other generic transformation methods that can be
adapted to any visualisation type. We include images in three gen-
eral phases: the visualisation before the transformation, it during
the transformation, and it after the transformation, with pictograms
of their respective design space dimensions shown below. Please see
the supplemental material for a video version of these techniques.

5.2.1 Example Usage of the Design Space. Scatterplots are com-
monly used to visualise bivariate data. They however are subject to

1https://github.com/benjaminchlee/2D-3D-MR-Transformations
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overplotting, particularly when the data is densely packed. To allow
users to get around this, we want to somehow allow them toReveal
a Data Property, which in this case is the degree that each point is
overplotted. From Figure 4, we see that this is suited for extrusion
transformations between S2D and S3D visualisations. Therefore,
we first require that our visualisation be a Single -view 2D
scatterplot in the Initial Visualisation State for the transformation
to be available. As 2D visualisations can be considered native to
surfaces and 3D to space (Figure 2), we want to emulate our data
being extruded into 3D space. Therefore, we also require that the
Initial Visualisation be Attached to any surface.

Through this, we can leverage the additional dimension to en-
code our calculated overplotting property, translating each point in
a smooth Continuous function. The geometric length of this
dimension as it extrudes outwards can either be Fixed or Controlled
by the user. In this case, we choose Controlled as we want our
system to be as interactive as possible.

While we have effectively worked backwards by considering our
transformation first, we now know what inputs we need from the
user to control this geometric length. As we need a linear value
to map to length, we leverage a “pinch-and-drag” metaphor using
Mid-air interaction, allowing us to derive aDistance value
between the initial and current interaction points. This initial pinch
can be anywhere on the scatterplot’s Substrate , as we do not
require any specific data values to be selected. While the exact
declaration of how the input parameter(s) affects the Intermediate
Visaul State is not part of the design space, we choose to Scale
the third dimension’s length based on this new Distance value.

Lastly, we consider whether or not we want the effects of the
transformation to be permanent or not. As overplotting is some-
thing which analysts should be aware of, but not necessarily focus
their exploration around, we can safely have the transformation be
Ephemeral , as its state should automatically reset once the
user lets go of their pinch gesture.

Overplotting Extrusion

5.2.2 Extrusion-based Techniques. Extrusion transformations trans-
form a visualisation from 2D to 3D. All of our extrusion techniques
use a “grab and pull” metaphor with a mid-air pinch gesture, which
simulates the visualisation being stretched or extruded outwards
from the surface.

Shortest Paths Extrusion is used to reveal a data property,
in this case the the shortest paths between nodes in a single 2D
network. It requires any single 2D network visualisation that is
attached to a surface. The user needs to grab onto two different
nodes using mid-air interaction, one with each hand, which then
act as input parameters to the transformation. Using a continuous

function, the nodes are all extruded along the third spatial dimen-
sion based on the shortest path distance between the two selected
nodes calculated using the Floyd-Warshall algorithm. This extru-
sion distance is also scaled depending on the minimum distance of
either hand from the surface.

Shortest Paths Extrusion

Histogram Extrusion is used to reveal the distribution within
each categorical value in a single 2D bar chart. By grabbing onto any
part of the visualisation substrate, each bar extrudes outwards into
3D, splitting into multiple histograms that are read perpendicular
to the surface. This transformation follows a staged function, as
the number of bins in the extruded histograms is controlled by the
user based on the distance from their hand to the surface.

Histogram Extrusion

Parallel Coordinates Plot Extrusion creates juxtaposed views
stemming from a single 2D scatterplot, which is initiated by grab-
bing onto either of the two axes. As the user pulls away from the
surface, new 2D scatterplots are created at different stages depend-
ing on the distance from the surface to their hand. The axis that
was grabbed is an input parameter, which sets the fixed dimension
across all created scatterplots, with the other axis dimension set
to the next most correlated dimension. The geometric position of
each view is also set by the transformation to be equidistant to each
other. The 2D scatterplots are each linked together, forming a 3D
parallel coordinates plot.

Parallel Coordinates Plot Extrusion

5.2.3 Flatten-Based Techniques. Flatten transformations transform
a visualisation from 3D to 2D. All of our flattening techniques rely
on a ‘push into surface’ metaphor, whereby the user holds onto and
collides a 3D visualisation into a surface to squish or flatten it.
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3D Scatterplot Projection projects a single 3D scatterplot that
is colliding with a surface down to two dimensions. The initial
placement of the scatterplot is performed to get it to collide with
the surface is outside of the transformation process. When the
movement operation is finished however (in this case the grab
action), the transformation instantly projects all data points from
3D to 2D depending on the rotation of the scatterplot and the user’s
viewpoint.

3D Scatterplot Projection

3D Bar Chart Partitioning partitions a single 3D bar chart into
multiple 2D bar charts. As the 3D bar chart collides with a surface, a
staged transformation occurs whereby rows of bars are partitioned
off from the 3D bar chart and animate towards the surface. The
number of partitions is dependent on the controlled position and
rotation of the bar chart to the surface.

3D Bar Chart Partitioning

Volumetric Surface Slicing filters out all but a slice of a single
3D visualisation that is colliding with a surface. As the user controls
the distance and rotation of the volume in relation to the surface
by moving it around, the transformation continuously filters out
all parts of the volume that are not touching the surface, creating a
single 2D slice that is visibly attached to the surface.

Volumetric Surface Slicing

5.2.4 Generic Techniques. These techniques do not strictly relate
to any specific visualisation type and therefore can be adapted to
many different situations.

Apply Linked Operation applies a linked extrusion or reduc-
tion operation on multiple 2D or 3D visualisations at the same time,
turning an M2D into M3D or vice versa. In this specific example,
an Overplotting Extrusion transformation is applied to all 2D scat-
terplots in a matrix using the same interaction technique. As the

user may wish to compare different views with each other, the
transformation effects are permanent.

Apply Linked Operation

Matrix Extrusion creates juxtaposed views from a single at-
tached 2D scatterplot or other visualisation by grabbing onto the
top-right corner of its substrate. As the user drags their hand diag-
onally towards the top-right, a matrix of 2D charts is created and
expanded in stages, based on the distance between the start grab
point and the current position of the user’s hand.

Matrix Extrusion

6 DISCUSSION, LIMITATIONS, AND FUTURE
WORK

We believe our design space provides a rich framework for the
design and creation of visualisation transformations between 2D
and 3D. During the process of creating both the design space and our
exemplary techniques, we identified some important considerations
and questions that merit future research, as these are beyond the
scope of this paper. We reflect on some of these in this section.

Using the design space and design principles. Our proposed
design space can be used to help guide the creation of visualisation
transformation in immersive environments. In contrast to prior
work in animated transitions (e.g., [32, 58]), we do not provide
a grammar with a strict syntax. It relies on the designer to take
into consideration the sorts of input modalities, interactions, data
types, and contexts in which they are designing these visualisation
transformations for. As we have not conducted a user study or an
evaluation with experts however, we cannot give concrete design
principles on how best to make these decisions. We can however
derive some general guidelines based off prior knowledge in both
visualisation and HCI research. First, visualisation transformations
should still aim to minimise the use of 3D as much as possible [42].
This may either be through flattening 3D visualisations down into
2D, or by using more ephemeral transformations such that 3D is
only used sparingly and in short bursts. Second, following direct
manipulation principles [52], the intermediary visual state during a
transformation should closely match the user interaction as much
as possible, such as the “grab-and-pull” metaphor of our extrusion
techniques, or the tilt metaphor found in Tilt Map [64]. Third, the
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number of visual changes that occur throughout the transformation
should be kept to a minimum. While regular animated transitions
may undergo several visual encoding changes at once, necessitat-
ing the need for staggering to minimise visual complexity [11, 24],
transformations between 2D and 3D can bypass this issue by simply
not modifying as many visual variables at the same time. For exam-
ple, our overplotting extrusion technique does not need rank the
frequency of each overplotted x-y coordinate, as the depth dimen-
sion (and colour) is sufficient enough for seeing this information.

Use of 3D visualisations and the ‘peeking’ metaphor. Some
of our exemplary techniques use ephemeral transformations be-
cause, as described in Section 4.3, the information they reveal does
not serve any purpose in the long term. For example, once a user is
able to identify which data points are overplotted, the effects of the
transformation can be discarded as this information is now known
to the user. This act of taking a ‘peek’ at the data in 3D is similar to
techniques such as ScatterDice [16] and GraphDice [6] for maintain-
ing transition awareness. In both cases, 3D is used sparingly and
only in short bursts, rather than relying on it for an extended period
of time. While it is possible to achieve similar results by changing
visualisation encodings or creating different views of the data on
2D visualisations, we believe that these peeking transformations
do not involve a lot of cognitive processes to perform such that the
peeking metaphor can provide much timelier access to the required
information. This also adheres to our aforementioned guideline as
to avoid relying too heavily on 3D.

Discoverability and configuration of visualisation trans-
formations. The notion of extruding objects from a 2D surface
into a 3D MR environment is not new in the literature. However,
previous work had typically consisted only of a single technique
that applies to the entire object of interest, such as a hand motion
anywhere on the surface (e.g., [5, 44]), picking up a physical object
(e.g., [18]), pulling on a visible widget (e.g., [51]), or pressing a
button on a handheld controller (e.g., [27, 30]). With our work, we
demonstrated techniques that can coexist simultaneously on any
given visualisation (i.e., overplotting, parallel coordinates plot, and
matrix extrusions) that are accessed through direct interaction. This
naturally raises concerns of discoverability. As our design space
was crafted with Immersive Analytics system designers in mind,
they will need to consider how users might learn how to access
these transformations. It is clear that some form of instruction, guid-
ance, or affordance needs to be given to the user, especially when
so many configurations of data representations are possible—and
therefore a combinatorial explosion of different possible transfor-
mations. Future work may seek to provide further structure and
standardisation to the design space, such that any given interac-
tion technique will result in a consistent form of transformation
no matter the visualisation schema or data type. Moreover, future
work might circumvent the issue altogether by exposing the capa-
bility of creating and configuring visualisation transformations to
the end-user directly, allowing them to tailor transformations in a
manner which they find most useful for their given task.

Chaining and branching transformations.While we demon-
strated our design space as being capable of describing existing
transformations in the literature (Section 5.1), it still assumes that
each visualisation transformation is a discrete standalone action
with a clear initial and final state. What this does not fully capture

however is the chaining and/or branching of different transforma-
tions together. This is made evident when considering Tilt Map by
Yang et al. [64]. While we considered its transformations (choro-
pleth to prism and prism to bar) as two distinct transformations
that share the same interaction modalities and parameters, it can
also be considered as one larger transformation but with two main
stages—all performed with the same action. Moreover, there may
be the possibility for branching transformations that change course
depending on how this action is performed. In the case of our ex-
trusion techniques, for example, depending on whether the user
pulls away from the surface orthogonally or at an angle, a different
follow-up transformation can be applied. We believe that some
higher level view of how these different transformations are linked
with each other is necessary to adequately understand and design
such techniques.

Transformations involving different surfaces. For the pur-
poses of generalisability, our design space uses an abstract notion
of “surface”. In reality, there exist many different types of surfaces
(e.g., tabletops, tablets, phones) that each have their own considera-
tions to take into account, such as orientation, size, and portability.
Despite all of our techniques being demonstrated on a single verti-
cal flat wall, it is to be expected that not all would be practical or
effective when applied to other types of surfaces. It is highly likely
that this distinction needs to be recognised fully in future work.
Furthermore, while we specified these surfaces to be flat planes,
there may be instances where visualisations can be attached to
or even rendered on non-Euclidean surfaces. Such possibilities lie
firmly outside the scope of this work however.

7 CONCLUSION
In this paper, we investigated the design of visualisation transforma-
tions between 2D and 3D in mixed-reality environments. We first
discussed the relationship between 2D and 3D visualisations with
surfaces and spaces, followed by describing the possible tasks that
these transformations can fulfil when transitioning between four
main states: single-view 2D, single-view 3D, multi-view 2D, and
multi-view 3D.We then proposed a design space which designers of
Immersive Analytics tools can use to create these transformations,
which their end users may then make use of in their own analysis.
This considers numerous factors such as the form of user input
required, whether or not the transformation is directly controlled
by the user throughout its animation, and if the effects of the trans-
formation are permanent or not. We then demonstrated this design
space with a set of example transformation techniques that were
developed for the Microsoft HoloLens 2 headset. We believe that
the use of 2D and 3D visualisations in this fashion will help inspire
a different paradigm of Immersive Analytics, where data visualisa-
tions can freely flow between surfaces and space depending on the
needs of the user.
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