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Annealed limit for a diffusive disordered

mean-field model with random jumps

Xavier Erny

Ecole Polytechnique, Centre de mathématiques appliquées (CMAP), 91128 Palaiseau

Abstract: We study a sequence of N−particle mean-field systems, each driven by N simple
point processes ZN,i in a random environment. Each ZN,i has the same intensity (f(XN

t−))t

and at every jump time of ZN,i, the process XN does a jump of height Ui/
√
N where the Ui

are disordered centered random variables attached to each particle. We prove the convergence
in distribution of XN to some limit process X̄ that is solution to an SDE with a random
environment given by a Gaussian variable, with a convergence speed for the finite-dimensional
distributions. This Gaussian variable is created by a CLT as the limit of the patial sums of
the Ui. To prove this result, we use a coupling for the classical CLT relying on the result of
Komlós, Major and Tusnády (1976), that allows to compare the conditional distributions of
XN and X̄ given the environment variables, with the same Markovian technics as the ones
used in Erny, Löcherbach and Loukianova (2022).

MSC2020 subject classifications: 60K37, 60J35, 60J25, 60J60; secondary 60F05, 60G50,
60G55.
Keywords and phrases: Annealed limit in random environment, Central limit theorem
coupling, Piecewise deterministic Markov processes, Mean-field model.

1. Introduction

The term disordered comes from physics litterature to designate some ”assymetric systems”. Particle
system in random environment can often be seen as disordered model, since, in this kind of model,
it is possible to attach to each particle (or each pair of particles) a random variable, interpreted as
a disordered variable, creating asymmetric interactions between the particles. This is for example
the case of models with spin glass dynamics, where for each pair of particle (i, j), there exists a
disordered variable of the form SiSjVij , where Si and Sj are typically {−1,+1}−valued variables
modelling the spins of the particles i and j, and Vij is a random variable modelling an interaction
strength between the two particles. This kind of model has been introduced in the seminal paper
of Sherrington and Kirkpatrick (1975).

In the model we study in this paper, unlikely with spin glass dynamics model, we attach disor-
dered variables to each particle (and not to each pair of particles) that are i.i.d. and independent of
the time, like in the very similar model of Pfaffelhuber, Rotter and Stiefel (2022). More precisely,
we study the solutions of stochastic differential equations with a drift term and a jump term that
depends on the disordered variables. There is a natural application of this kind of model in neuro-
sciences (as explained in Section 4 of Pfaffelhuber, Rotter and Stiefel (2022)), where the equations
model the dynamics of the membrane potentials of neurons, the jump times model the times at
which the neurons receive spikes by another neuron of the network, and the jump heights (given
by the disordered variables) model the synaptic weights in the network. The drift term models the
(deterministic) dynamics of the membrane potential between its jump times.

The property we want to prove is the convergence in distribution as the number of particles of
the system goes to infinity. As we work in a random environment, the convergence of the processes
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can be understood in two ways: a quenched convergence (i.e. convergence conditionally on the
environment) or an annealed convergence (i.e. convergence when the environment variables are
averaged). We refer to Ben Arous and Guionnet (1995) and Guionnet (1997) for the definitions of
the terms ”quenched” and ”annealed” that we use in this paper.

The aim of the paper is to prove the convergence in distribution of a process (XN
t )t defined in a

random environment. Let us define rigorously this process. If the environment (u
[N ]
j )1≤j≤N ∈ RN

is fixed, we define (XN
t (u[N ]))t as the solution of the following SDE:

dXN
t (u[N ]) = b(XN

t (u[N ]))dt+
1√
N

N∑
j=1

u
[N ]
j

∫
R+

1{z≤f(XNs−(u[N]))}dπj(t, z), (1)

where b and f are deterministic functions and πj (1 ≤ j ≤ N) are independent Poisson measures
of intensity dt · dz, that are independent of XN

0 . We note νN0 the distribution of XN
0 . By definition,

the process (XN
t )t is defined as

XN
t := XN

t (U [N ]), (2)

where the variables U
[N ]
j (1 ≤ j ≤ N) are i.i.d. centered random variables with finite variance σ2,

that are independent of the Poisson measures πj (1 ≤ j ≤ N) and of the initial condition XN
0 . We

note µ the law of these variables. This law is independent of N and is a parameter of the model. For

the sake of notation, instead of defining for each N−particle system a family of N variables U
[N ]
j

(1 ≤ j ≤ N), we introduce a countable sequence of random variables Uj (j ≤ 1). By definition, we
set U [N ] := (U1, ..., UN ) (e.g. the first N variables of U [N+1] are exactly U [N ]). In particular the [N ]
in superscript will be dropped.

The limit of (XN
t )t is shown to be a process (X̄t)t that is also defined in a random environment.

For a fixed w ∈ R, let (X̄t(w))t be defined as the solution of

dX̄t(w) = b(X̄t(w))dt+ wf(X̄t(w))dt+ σ
√
f(X̄t(w))dBt, (3)

where B is a standard one-dimensional Brownian motion that is independent of X̄0. We note ν̄0

the distribution of X̄0. The limit process (X̄t)t is defined as

X̄t := X̄t(W ), (4)

where W is Gaussian variable with parameter (0, σ2) that is independent of B, X̄0.
Heuristically, a simple way to obtain the limit equation (3)−(4) from (1)−(2) consists in writing

the SDE of (XN
t )t as

dXN
t = b(XN

t )dt+
1√
N

N∑
j=1

Uj

∫
R+

1{z≤f(XNt−)}dπ̃j(t, z) +

 1√
N

N∑
j=1

Uj

 f(XN
t )dt,

where π̃j(dt, dz) := πj(dt, dz) − dtdz is the compensated Poisson measure of πj (1 ≤ j ≤ N).
Under this form, the second term of the SDE above is a locale martingale (conditionally on the
environment) whose jump heights vanish as N goes to infinity. So, in the limit equation, it creates
the Brownian term in (3). And the third term in the SDE above is a drift term that corresponds

to the second term of (3) since, according to the CLT, the variable N−1/2
∑N
j=1 Uj converges in

distribution to W ∼ N (0, σ2).
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The main result of the paper is the convergence in distribution of the process (XN
t )t to the

process (X̄t)t. Our approach only allows to prove the annealed convergence of the processes, because
there is a tricky problem concerning the quenched result: for a convergence to be true in our model,
we need to guarantee N−1/2

∑N
j=1 Uj to converge. This convergence can hold only if the variables

are centered, so, if we work conditionally on the variables Uj , the previous sum will necessary
explode as N goes to infinity. This why, intuitively, the quenched convergence seems hard to obtain
in our framework. Even if, in our proofs, we establish a quenched control, we are not able to obtain
a quenched convergence (i.e. the upper-bound of the control does not vanish for a.e. trajectory of
the environment), but only an annealed convergence (i.e. the upper-bound vanishes averaging the
environment). This point is explained more formally below in the introduction and precisely in
Remark 2.7 in the proofs.

The dynamics (1)−(2) and (3)−(4) are similar to respectively equations (3.9) and (3.10) of Pfaf-
felhuber, Rotter and Stiefel (2022). Indeed, if we consider b(x) := −αx for the drift function in
our model, we obtain exactly the same dynamics as Pfaffelhuber, Rotter and Stiefel (2022) for the
convolution kernel ϕ(t) := e−αt. Consequently, our main result Theorem 1.2 can be compared to
Theorem 2 of Pfaffelhuber, Rotter and Stiefel (2022). However, the proof of Pfaffelhuber, Rotter and
Stiefel (2022) cannot be used to prove Theorem 1.2 since it relies on the assumption that the envi-
ronment variables Uj (j ≥ 1) follow Radon distribution, whereas we only assume the environment
variables to be centered with some exponential moments. Note that it would also not be possible to
prove Theorem 2 of Pfaffelhuber, Rotter and Stiefel (2022) with the proof of our Theorem 1.2 since
it requires to have some Markovian structure (conditionally to the environment variables), which
is not the case for Hawkes processes with general convolution kernel as in Pfaffelhuber, Rotter and
Stiefel (2022). Another interesting point of Theorem 1.2 is that we have an explicit convergence
speed.

The model of this paper is also close to the one of Erny, Löcherbach and Loukianova (2022),
except that in Erny, Löcherbach and Loukianova (2022) the environment variables Uj (1 ≤ j ≤ N)

in (1) were replaced by centered marks of the point processes (ZN,jt )t defined as

ZN,jt :=

∫
[0,t]×R+

1{z≤f(XNs−)}dπj(s, z).

In term of neurosciences, the model of Erny, Löcherbach and Loukianova (2022), contrary to
the model (1)−(2) and Pfaffelhuber, Rotter and Stiefel (2022), is not consistent with the following
biological property: the role of a synapse cannot change (i.e. it is either always excitatory or always
inhibitory). Mathematically, if the rate function f is monotone, it means that every time some
particle i interacts with another particle j through a synaptic strength Ui, the sign of Ui is always
the same. This property is not guaranteed in Erny, Löcherbach and Loukianova (2022), where the Ui
are marks of some point processes (and hence they change at each spiking time of the same neuron),
but it holds true in the model of this paper where they are fixed environment variables.

The model of this paper is a priori harder to study because, in Erny, Löcherbach and Loukianova
(2022), the processes (XN

t )t (and their limit) are Markov processes and semimartingales, which is
not the case here because of the random environment. In order to apply results from the theories
of Markov processes and semimartingales, we need to work conditionally on the environment and,
in a second time, to integrate over the environment.

To work conditionally on the environment in a proper manner, we use a coupling between the
variables Uj (j ≥ 1) of (2) and the Gaussian variable W of (4), corresponding to a coupling result for
the classical CLT. To be more precise and formal, we construct a sequence of identically distributed
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and non-independent Gaussian variables (W [N ])N such that, for every N ≥ 2,∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj −W [N ]

∣∣∣∣∣∣ ≤ K lnN√
N
, (5)

where K > 0 is a random variable independent of N. This coupling and the control that we use
on the random variable K rely on Theorem 1 of Komlós, Major and Tusnády (1976). Indeed, if we
assume that the distribution µ admits some exponential moments: there exists α > 0 such that∫

R
eα|x|dµ(x) <∞,

then, it is possible (following the reasonning of Section 7.5 of Ethier and Kurtz (2005) that relies
on Theorem 1 of Komlós, Major and Tusnády (1976)) to construct on the same probability space
(possibly enlarged) as (Uj)j≥1 a standard one-dimensional Brownian motion (βt)t such that, the
random variable K defined as

K := sup
N≥2

∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ / lnN

is finite almost surely and admits exponential moments (this is stated and proved in Lemma 3.1
for self-containedness). Then, defining W [N ] in the following way

W [N ] := σβN/
√
N

gives exactly (5). This construction is recalled at Section 3.1.
The coupling (5) allows us to compare the conditional distributions of the processes (XN

t )t
and (X̄N

t )t given the environment variables (where X̄N is defined as X̄(W [N ]) in (4)). This result
can be interpreted as a quenched control between the distributions of the processes (XN

t )t and
(X̄N

t )t, however this is not a quenched convergence. Roughly speaking, the bound (almost sure
w.r.t. the environment) we obtain by comparing the two conditional distributions is of the form

eCW
[N]

K
lnN√
N

for some positive determinstic constant C. Recalling that W [N ] := σβN/
√
N for some standard

Brownian motion β, it is of common knowledge that the limit superior (resp. inferior) of W [N ] is
infinity (resp. minus infinity) almost surely. Hence we cannot guarantee the bound above to vanish
almost surely. The reason why the annealed convergence can be deduced from this bound is that
the distribution of W [N ] is N (0, σ2) and so does not depend on N.

To prove this result, we need introduce formally E the sigma-field related to the random envi-
ronment:

E := σ (Uj : j ≥ 1) ∨ σ
(
W [N ] : N ∈ N∗

)
.

And, in order to compare the conditional distributions of (XN
t )t and (X̄N

t ), we introduce their
(conditional) semigroups (PNE,t)t and (P̄NE,t)t, and their infinitesimal generators ANE and ĀNE w.r.t. E
(see Section 1.1 for the definitions). Using our coupling, we obtain a bound for the difference



X. Erny/Annealed limit in random environment 5

of the generators for sufficiently smooth test-functions, and deduce a bound for the semigroups
using the following formula (which can be found in Lemma 1.6.2 of Ethier and Kurtz (2005) and
in equation (3.1) of Erny, Löcherbach and Loukianova (2022) with different terminologies and
hypotheses): for g smooth enough, t ≥ 0 and x ∈ R,

PNE,tg(x)− P̄NE,tg(x) =

∫ t

0

PNE,t−s
(
ANE − ĀNE

)
P̄NE,sg(x)ds. (6)

Note that, to use the formula above, one needs to guarantee some regularity properties on
the limit semigroup (P̄NE,t)t. This is proved using the regularity of the stochastic flow of the pro-

cess (X̄N
t )t (with a proof similar as the one of Proposition 3.4 of Erny, Löcherbach and Loukianova

(2022)).
Let us finally mention that the same kind of model (i.e. particle systems directed by SDEs where

the jump term depends on random environment variables) has already been studied in normaliza-
tion N−1 in Chevallier et al. (2019) and more recently in Agathe-Nerine (2022). In both of these
references, the random environment relies on the spatial structure of the particle system. To the
best of our knowledge, Pfaffelhuber, Rotter and Stiefel (2022) is the first paper about the conver-
gence of this type of model in normalization N−1/2. However this kind of convergence concerning
models where a drift term is driven by a random environment in normalization N−1/2 have already
been proved: e.g. Ben Arous and Guionnet (1995), Guionnet (1997) and Dembo, Lubetzky and
Zeitouni (2021). And, in a similar framework, Luçon (2011) has proved a quenched convergence of
the fluctuations of a particle system (with a drift term driven by a random environment) in nor-
malization N−1, which is a similar regime. Note that the tricky problem concerning the quenched
convergence mentionned in the previous paragraph (also related to Remark 3.2) is also encountered
in Luçon (2011).

Organization. In Section 1.1, we introduce the notation that we use throughout the paper. The
assumptions and the main result are stated in Section 1.2. Section 2 is dedicated to prove the main
result Theorem 1.2. Finally, Section 3 gathers some technical proofs of lemmas used in Section 2.
The CLT coupling is formally recalled and its main property is proved in Section 3.1.

1.1. Notation

In the paper, we use the following notation:

• For T > 0, we note D([0, T ],R) (resp. D(R+,R)) the set of càdlàg functions defined on [0, T ]
(resp. R+) endowed with Skorohod topology (see for example Section 12 (resp. Section 16) of
Billingsley (1999)).

• For n ∈ N∗, Cnb (R) denotes the set of real-valued functions defined on R that are Cn such
that all their derivatives (up to order n) are bounded.

• For n ∈ N∗, and g ∈ Cnb (R), we note

||g||n,∞ :=

n∑
k=0

∣∣∣∣∣∣g(k)
∣∣∣∣∣∣
∞
.

• For ν1, ν2 distributions on R with finite first order moments, we use the notation dKR(ν1, ν2)
for the Kantorovich-Rubinstein metric between ν1 and ν2. This quantity is defined as:

dKR(ν1, ν2) := sup
g

{∫
R
g(x)dν1(x)−

∫
R
g(x)dν2(x)

}
,
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where the supremum is taken over the Lipschitz continuous functions g : R → R whose
Lipschitz constants are non-greater than one.

• If (Xt)t≥0 is a real-valued Markov process, (X
(x)
t )t≥0,x∈R denotes its stochastic flow. In other

words, for x ∈ R, (X
(x)
t )t is the process starting at position x ∈ R that is defined by the

dynamics of (Xt)t≥0. In addition, if the stochastic flow is n times differentiable w.r.t. the

space variable x at time t, we note ∂nxX
(x)
t the related derivative.

• We note Uj (j ≥ 1) the environment variables introduced in (1)−(2) (see Assumption 1 for
the hypotheses satisfied by these random variables) and σ2 their variance. The variables W [N ]

(N ≥ 1) coupled with the Uj (j ≥ 1) are introduced in (5) (or alternatively at Section 3.1).
Each W [N ] is used to define the version of the limit equation (3)−(4) where the environment
is coupled with the one of the N−th equation (1)−(2).
• In all the paper, we always note (Ω,P) the probability spaces on which we work (only the

environments of the equations are coupled, so all the processes need not be defined on the
same space). They are assumed to be complete and large enough to define what we need.
They will not be given explicitly.
• We note E the sigma-field of the environment variables:

E := σ (Uj : j ≥ 1) ∨ σ
(
W [N ] : N ∈ N∗

)
.

In addition, EE designates the conditional expectation given E , and PE the related probability
measure (i.e. PE(A) = EE [1A]). If ν is a distribution on R, we may note EE,ν [h(XN )] the
expectation conditionally on E under which XN

0 has law ν, and a similar notation for X̄N .
• As stated earlier, νN0 and ν̄0 are the respective distributions of XN

0 and X̄0. In the follow-
ing, the quantity EE [g(XN

t )] always denotes EE,νN0 [g(XN
t )] (with similar notation for the

process X̄).
• We note (PNE,t)t and ANE respectively the semigroup and the (extended) generator of the

process (XN
t )t defined at (1)−(2), conditionally on the environment E . Similarly, we use

the notation (P̄NE,t)t and ĀNE for the limit process X̄N
t defined at (3)−(4), defined w.r.t. the

environment variable W := W [N ]. Note that it would not be possible to consider the non-
conditional semigroups and generators since these processes are only Markovian conditionally
on the environment. For the precise notion of semigroups and (extended) generators we use
in this paper, we refer to Appendix A of Erny, Löcherbach and Loukianova (2022): for g in
Cb(R), x ∈ R and t ≥ 0,

PE,tg(x) := EE
[
g(X

(x)
t )

]
= EE,δx [g(Xt)] ,

and, AEg (if it exists) is characterized as the unique function such that for all x ∈ R, t ≥ 0,

PE,tg(x)− g(x) =

∫ t

0

PE,sAEg(x)ds.

• The respective laws of XN
0 (N ∈ N∗) and X̄0 are denoted by νN0 (N ∈ N∗) and ν̄0.

• We note C any positive constant. The value of C can change from line to line in an equation.
And, if C depends on some parameter θ, we note Cθ instead (the dependency w.r.t. the
parameters of the model such as b, f, µ, σ will not be written explicitly).
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1.2. Assumptions and main result

Let us state the hypotheses we need to prove our main result. The first assumption concerns the
environment variables Uj (j ≥ 1). It allows to use the result of Komlós, Major and Tusnády (1976)
to couple the environment variables Uj (j ≥ 1) with a sequence of Gaussian variables W [N ] used to
define the random environment of the limit equation (see Section 3.1 for the formal coupling).

Assumption 1. The variables Uj (j ≥ 1) are i.i.d. µ−distributed. The law µ is centered and admits
exponential moments: there exists some α > 0 such that∫

R
eα|x|dµ(x) <∞.

We note σ2 the variance of µ.

The next assumption gives the conditions we need on the coefficients of the SDEs (1) and (3).
Let us note that the function f is obviously assumed to be non-negative in all the paper, so we will
not write this condition in our assumptions.

Assumption 2. The functions b, f and
√
f are C4, and, for each k ∈ {1, 2, 3, 4}, the functions

b(k), f (k) and
√
f

(k)
are bounded.

Note that Assumption 2 implies that the functions b, f and
√
f are Lipschitz continuous. In

particular, under this condition, the equations (1) and (3) are (strongly) well-posed (it is a conse-
quence of Theorem IV.9.1 of Ikeda and Watanabe (1989) and of classical priori estimates that can
be established on the processes, conditionally on the environment: see for instance Proposition C.1
of Erny, Löcherbach and Loukianova (2022) or Proposition 2 of Fournier and Löcherbach (2016)).
Once the strong well-posedness is established given a fixed environment, it is possible to define an
explicit probability space containing the random environment as well as what is needed in the SDEs
(i.e. Poisson measures, Brownian motion and initial conditions) such that they are independent.
Moreover Assumption 2 is a necessary condition of Theorem 1.4.1 of Kunita (1986) that implies that
the stochastic flow of the limit process (X̄t)t is C3 w.r.t. its initial condition (see also Theorem 4.6.5
of Kunita (1990)).

Remark 1.1. In our proof, the only condition from Assumption 2 that we use directly is that the
functions b and f are measurable and sublinear. The stronger conditions allow to guarantee the
well-posedness of our equations and to apply Theorem 1.4.1 of Kunita (1986).

Now we give the hypotheses we need on the laws of the initial conditions of the processes (XN
t )t

(N ∈ N∗) and (X̄t)t.

Assumption 3.

1. The probability measures νN0 converge to ν̄0 for the Kantorovich-Rubinstein metric dKR.
Equivalently, it means that νN0 converges weakly to ν̄0 and that

∫
|x|dνN0 (x) converges to∫

|x|dν̄0(x) as N goes to infinity (see Theorem 6.9 of Villani (2008)).
2. The probability measures νN0 admit fourth order moments uniformly bounded in N ∈ N∗, and

ν̄0 admits a first order moment:

sup
N∈N∗

∫
R
x4dνN0 (x) <∞ and

∫
R
|x|dν̄0(x) <∞.
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Since our main result is the convergence in distribution of (XN
t )t to (X̄t)t, we obviously need an

assumption on the convergence of their initial conditions. Item 1 of Assumption 3 is a convergence a
bit stronger than the necessary convergence in distribution, but it seems to be the most appropriate
in our proof. Besides, we need to assume that the initial conditions of the processes admit finite first
order moments in order to manipulate Kantorovich-Rubinstein metric. And, for technical reasons,
we also need some a priori estimates on the process (XN

t )t that are uniform in N ∈ N∗.

Theorem 1.2. Grant Assumptions 1, 2 and 3. The process (XN
t )t converges to (X̄t)t in distribu-

tion on D(R+,R). In addition, we have the following convergence speed for the finite-dimensional
distributions: for any k ∈ N∗, T > 0, t1 ≤ ... ≤ tk ≤ T, and g1, ..., gk ∈ C3

b (R), there exists some
NT ∈ N∗ such that, for all N ≥ NT ,∣∣E [g1(XN

t1 )...gk(XN
tk

)
]
− E

[
g1(X̄t1)...gk(X̄tk)

]∣∣ ≤ CT,k,g1,...,gk (dKR(νN0 , ν̄0) + lnN/
√
N
)
,

for some positive constant CT,k,g1,...,gk .

The proof of the convergence (and the bound for the convergence speed) of the finite-dimensional
distributions of Theorem 1.2 is given in Section 2.2. The convergence in distribution of the processes
is deduced from it in Section 2.3.

2. Proof of Theorem 1.2

In the Section 2.1, we state a lemma about a priori estimates for the process (XN
t )t that are uniform

in N . The fact that we work in a random environment and in normalization N−1/2 makes the proof
more tricky than in more usual frameworks. Then, Section 2.2 is dedicated to prove the finite-
dimensional convergence in distribution of (XN

t )t to (X̄t)t. As explained in the introduction, we
begin by controlling the difference of the conditional generators of XN and X̄N to deduce a bound
for the difference of the conditional semigroups using (6). This allows to control the difference of the
conditional one-dimensional distributions of XN and X̄, then the control between the conditional
finite-dimensional distributions is deduced using usual Markov processes technics. Afterwards, the
(non-conditional) finite-dimensional convergence in distribution is obtained by integrating over the
environment in the control previously obtained. Finally in Section 2.3, we deduce the convergence
in distribution of the processes from the convergence of their finite-dimensional distributions using
Theorem 13.5 of Billingsley (1999). Section 2.4 is a mere summary of the results of the two previous
sections.

2.1. A priori estimates

Since we work in a random environment, we need, in a first time, to work conditionally on the
environment to obtain some a priori estimates. However, in our framework, we need to take pre-
cautions to prevent the problematic term N−1/2

∑N
j=1 |Uj | from appearing, and to control instead

|N−1/2
∑N
j=1 Uj |. In addition, we need to apply Grönwall’s lemma conditionally on the environ-

ment, which we make arise the previous term within an exponential. The next lemma (whose proof
is postponed to Section 3.2) provides a suitable control for this exponential.
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Lemma 2.1. Let Ui (i ≥ 1) be i.i.d. centered random variables having some finite exponential
moments. Let SN be defined as

SN :=
1√
N

N∑
i=1

Ui.

Then, for all γ > 0, there exists some Nγ ∈ N∗ such that,

sup
N≥Nγ

E
[
eγ|SN |

]
<∞.

As a consequence, for any p ∈ N∗,

sup
N≥1

E [|SN |p] <∞.

Remark 2.2. The second part of Lemma 2.1 is easy to prove with straightforward computation. In
the proof of Lemma 2.1, we prefer to use the first part of the lemma to prove the second one, since
it is a straightforward consequence. Note also that it is necessary to consider some Nγ in the first
statement since S1 := U1 is not assumed to admit all exponential moments.

The next lemma states the a priori estimates we need to prove our main result. Its proof is
postponed to Section 3.3.

Lemma 2.3. Grant Assumption 1. Assume that b and f are measurable and sublinear. Then, any
solution (XN

t )t of (1)−(2) satisfies a priori the following: for every p ∈ N∗, if XN
0 admits a finite

2p−order moment, then for any 1 ≤ κ < 2p, for all T > 0, there exists some NT,p ∈ N∗ such that

(i)

sup
N≥NT,p

sup
t≤T

E
[(
XN
t

)2p] ≤ CT,p (1 + E
[
(XN

0 )2p
])
,

(ii) and

sup
N≥NT,p

E
[
sup
t≤T

∣∣XN
t

∣∣κ] <∞.
2.2. Convergence of the finite-dimensional distributions

The goal of this section is to prove the convergence speed stated in Theorem 1.2, namely: for any
k ∈ N∗, T > 0, t1 ≤ ... ≤ tk ≤ T, and g1, ..., gk ∈ C3

b (R),∣∣E [g1(XN
t1 )...gk(XN

tk
)
]
− E

[
g1(X̄t1)...gk(X̄tk)

]∣∣ ≤ CT,k,g1,...,gk (dKR(νN0 , ν̄0) + lnN/
√
N
)
, (7)

for some positive constant CT,k,g1,...,gk .
Before proving (7), let us state two useful Lemmas. The first one allows to prove that the

limit conditional semigroup is C3 and gives a control of its derivatives. Its proof is postponed to
Section 3.4.

Lemma 2.4. Grant Assumption 2. Then, for all t ≥ 0, the function x ∈ R 7→ P̄E,tg(x) belongs to
C3
b (R) and ∣∣∣∣P̄E,tg∣∣∣∣3,∞ ≤ Ct||g||3,∞eCt|W |,

where W is the gaussian variable in (3)−(4).
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Remark 2.5. In the statement of Lemma 2.4, we use the version of the limit process (X̄t)t with a
generic Gaussian variable W for the sake of notation. However, in the proof below, we use this
lemma with the version of the limit process (X̄N

t )t defined w.r.t. the Gaussian variables W [N ]

(N ∈ N∗).

The next lemma recalls the formula (6). It permits to deduce the convergence of the (conditional)
semigroups from the convergence of their (conditional) generators. Since in the formula we condition
by the environment, the proof of this lemma is exactly the same as the one of Proposition B.2 of
Erny, Löcherbach and Loukianova (2022). This proof is therefore omitted

Lemma 2.6. If Assumption 2 holds true, then for all t ≥ 0, x ∈ R and g ∈ C3
b (R),

PNE,tg(x)− P̄NE,tg(x) =

∫ t

0

PNE,t−s
(
ANE − ĀNE

)
P̄NE,sg(x)ds.

Using the two previous lemmas, we obtain the covergence speed of the finite-dimensional distri-
bution of Theorem 1.2.

Proof of (7). Step 1. In this first step, we study the convergence of the one-dimensional distributions
of the process (XN

t )t to the limit process (X̄N
t )t, conditionally on the environment E . Recall that

conditionally on E , these processes are Markov processes, hence their conditional one-dimensional
distributions are characterized by the (conditional) semigroups of the processes. We note

PNE,tg(x) := EE,δx
[
g(XN

t )
]

and P̄NE,tg(x) := EE,δx
[
g(X̄N

t )
]

these semigroups.
We have for any g ∈ C1

b (R), x ∈ R,

ANE g(x) = b(x)g′(x) + f(x)

N∑
j=1

[
g

(
x+

Uj√
N

)
− g(x)

]
,

and for g ∈ C2
b (R), x ∈ R,

ĀNE g(x) = b(x)g′(x) +W [N ]f(x)g′(x) +
1

2
σ2f(x)g′′(x).

As a consequence, for all g ∈ C3
b (R), x ∈ R,

∣∣ANE g(x)− ĀNE g(x)
∣∣ ≤f(x)

N∑
j=1

∣∣∣∣∣g
(
x+

Uj√
N

)
− g(x)− Uj√

N
g′(x)−

U2
j

2N
g′′(x)

∣∣∣∣∣
+ f(x)g′(x)

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj −W [N ]

∣∣∣∣∣∣+
1

2
f(x)g′′(x)

∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j − σ2

∣∣∣∣∣∣
≤f(x)||g||3,∞

 1

6N
√
N

N∑
j=1

|Uj |3 +K
lnN√
N

+
1

2

∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j − σ2

∣∣∣∣∣∣
 .
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By Lemma 2.6, for any g ∈ C3
b (R), x ∈ R, t ≥ 0,

PNE,tg(x)− P̄NE,tg(x) =

∫ t

0

PNE,t−s
(
ANE − ĀNE

)
P̄NE,sg(x)ds,

whence

∣∣PNE,tg(x)− P̄NE,tg(x)
∣∣ ≤ ∫ t

0

EE,x
[∣∣ANE P̄NE,sg(XN

t−s)− ĀNE P̄NE,sg(XN
t−s)

∣∣] ds
≤
∫ t

0

∣∣∣∣PNE,sg∣∣∣∣3,∞ EE,x
[
f(XN

t−s)
] 1

6N
√
N

N∑
j=1

|Uj |3 +K
lnN√
N

+
1

2

∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j − σ2

∣∣∣∣∣∣
 ds.

Using Lemma 2.4,∣∣PNE,tg(x)− P̄NE,tg(x)
∣∣ ≤

Ct

(∫ t

0

EE,δx
[
f(XN

s )
]
ds

)
eCt|W

[N]|||g||3,∞

 1

N
√
N

N∑
j=1

|Uj |3 +K
lnN√
N

+
1

2

∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j − σ2

∣∣∣∣∣∣


=: ||g||3,∞εN (t, x). (8)

Step 2. Let us now show that the control between the semigroups above can be extended to the
any finite-dimensional distributions of the processes, conditionally on the environment.

Remark 2.7. The result of this second step can be seen as a quenched control between (XN
t )t

and (X̄t)t. However this not a quenched convergence since the RHS of (8) is not guaranteed to vanish
as N goes to infinity because the a.s. limit superior (resp. inferior) of W [N ] is +∞ (resp. −∞).

To begin with∣∣EE [g1(XN
t1 )...gk(XN

tk
)
]
− EE

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣

=
∣∣∣EE,νN0 [g1(XN

t1 )...gk(XN
tk

)
]
− EE,ν̄0

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣∣

≤
∣∣∣EE,νN0 [g1(XN

t1 )...gk(XN
tk

)
]
− EE,νN0

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣∣

+
∣∣∣EE,νN0 [g1(X̄N

t1 )...gk(X̄N
tk

)
]
− EE,ν̄0

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣∣ =: A1 +A2.

Recall that any Markov process (Xt)t with semigroup (Pt)t satisfies for all t1 ≤ t2 ≤ ... ≤ tk,
and for all continuous and bounded functions g1, ..., gk,

Eν
[
g1(Xt1)...gk−1(Xtk−1

)gk(Xtk)
]

=

∫
ν(dx)

∫
Pt1(x, dx1)g(x1)...

∫
Ptk−tk−1

(xk−1, dxk)gk(xk)

=

∫
ν(dx)

∫
Pt1(x, dx1)g(x1)...

∫
Ptk−1−tk−2

(xk−2, dxk−1)
(
gk−1 · Ptk−tk−1

gk
)

(xk−1)

= Eν
[
g1(Xt1)...gk−1(Xtk−1

)Ptk−tk−1
gk(Xtk−1

)
]
,



X. Erny/Annealed limit in random environment 12

Let us show by induction on k that

A1 ≤ ||g1||3,∞...||gk||3,∞CT,keCT,k|W[N]|
k−1∑
l=0

EE
[
εN (T,XN

tl
)
]
, (9)

recalling that T ≥ tk > tk−1 > ... > t1.
The bound of (9) above for k = 1 is valid by definition of εN (T, x) (see (8)). To show the

inductive step, let us write

A1 =
∣∣∣EE,νN0 [g1(XN

t1 )...(gk−1 · PNtk−tk−1
gk)(XN

tk−1
)
]
− EE,νN0

[
g1(X̄N

t1 )...(gk−1P̄
N
tk−tk−1

)(X̄N
tk−1

)
]∣∣∣

≤
∣∣∣EE,νN0 [g1(XN

t1 )...(gk−1 · PNtk−tk−1
gk)(XN

tk−1
)
]
− EE,νN0

[
g1(XN

t1 )...(gk−1 · P̄Ntk−tk−1
gk)(XN

tk−1
)
]∣∣∣

+
∣∣∣EE,νN0 [g1(XN

t1 )...(gk−1 · P̄Ntk−tk−1
gk)(XN

tk−1
)
]
− EE,νN0

[
g1(X̄N

t1 )...(gk−1P̄
N
tk−tk−1

)(X̄N
tk−1

)
]∣∣∣

=:A11 +A12,

Then, thanks to (8),

A11 ≤||g1||∞...||gk−1||∞EE,νN0
[∣∣∣PNtk−tk−1

gk(XN
tk−1

)− P̄Ntk−tk−1
gk(XN

tk−1
)
∣∣∣]

≤||g1||3,∞...||gk||3,∞EE,νN0
[
εN (T,XN

tk−1
)
]
.

On the other hand, using the inductive hypothesis we have

A12 ≤ ||g1||3,∞...||gk−1||3,∞
∣∣∣∣∣∣P̄Ntk−tk−1

gk

∣∣∣∣∣∣
3,∞

CT,k−1e
CT,k−1|W[N]|

k−2∑
l=0

EE
[
εN (T,XN

tl
)
]
,

whence, by Lemma 2.4,

A12 ≤ ||g1||3,∞...||gk||3,∞CT,keCT,k|W[N]|
k−2∑
l=0

EE
[
εN (T,XN

tl
)
]
.

Then recalling that A1 = A11 +A12, we have proved (9).
Now let us show that

A2 ≤ ||g′1||∞...||g′k||∞CT,keCT,k|W[N]|dKR(νN0 , ν̄0), (10)

for some constant Ck > 0.
Let us define

hkg1,...,gk(x) :=

∫
P̄NE,t1(x, dx1)g1(x1)...

∫
P̄NE,tk−tk−1

(xk−1, dxk)gk(xk).

By definition of Kantorovich-Rubinstein metric dKR, to show that (10) holds true, it is sufficient
to prove that ∣∣∣∣∣∣(hkg1,...,gk)′∣∣∣∣∣∣∞ ≤ ||g′1||∞...||g′k||∞CT,keCT,k|W [N]|. (11)
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Now let us prove (11) by induction on k. Since

h1
g1(x) := P̄NE,t1g1(x),

the case k = 1 is a consequence of Lemma 2.4. To show the inductive step, let us write

hkg1,...,gk(x) =

∫
P̄NE,t1(x, dx1)g1(x1)...

∫
P̄NE,tk−tk−1

(xk−1, dxk)gk(xk)

=

∫
P̄NE,t1(x, dx1)g1(x1)...

∫
P̄NE,tk−1−tk−2

(xk−2, dxk−1)
(
gk−1 · P̄NE,tk−tk−1

gk

)
(xk−1)

=hk−1
g1,...,gk−2,gk−1·P̄NE,tk−tk−1

gk
(x).

By induction hypothesis, and thanks to Lemma 2.4,∣∣∣∣∣∣(hkg1,...,gk)′∣∣∣∣∣∣∞ ≤||g′1||∞...||g′k−1||∞||(P̄NE,tk−tk−1
gk)′||∞CT,k−1e

CT,k−1|W [N]|

≤||g′1||∞...||g′k||∞CT,keCT,k|W
[N]|.

Consequently (11) holds true.
So we have proved (9) and (10). This implies that

∣∣EE [g1(XN
t1 )...gk(XN

tk
)
]
− EE

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣

≤ ||g1||3,∞...||gk||3,∞CT,keCT,k|W[N]|

(
dKR(νN0 , ν̄0) +

k−1∑
l=0

EE
[
εN (T,XN

tl
)
])

.

Step 3. Now we prove (7) by integrating over the environment in the inequality above.∣∣E [g1(XN
t1 )...gk(XN

tk
)
]
− E

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣

=
∣∣E [EE [g1(XN

t1 )...gk(XN
tk

)
]
− EE

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]]∣∣

≤ E
[∣∣EE [g1(XN

t1 )...gk(XN
tk

)
]
− EE

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣]

≤ ||g1||3,∞...||gk||3,∞CT,kE
[
e2CT,k|W[N]|

]1/2dKR(νN0 , ν̄0) + E

(k−1∑
l=0

EE
[
εN (T,XN

tl
)
])2

1/2


≤ CT,k||g1||3,∞...||gk||3,∞

(
dKR(νN0 , ν̄0) +

√
k

k−1∑
l=0

√
E
[
εN (T,XN

tl
)2
])

,

where we have used Cauchy-Schwarz’ inequality in the line before last above, and in the last
line, Jensen’s inequality as well as the facts that for all x, y ≥ 0, (x + y)2 ≤ x2/2 + y2/2 and√
x+ y ≤

√
x+
√
y.

Recalling that the expression of εN (T, x) is given explicitly in (8), applying Cauchy-Schwarz’
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inequality twice and recalling that f is sublinear, we have

E
[
εN (T,XN

tl
)2
]
≤ CT

(
1 + sup

s≤T
E
[
(XN

s )4
]1/2)E

[
e8CT |W[N]|

]1/4
E


 1

N
√
N

N∑
j=1

|Uj |3
8


1/4

+ E

[(
K

lnN√
N

)8
]1/4

+ E


∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j − σ2

∣∣∣∣∣∣
8


1/4
 .

Then, by Jensen’s inequality,

E


 1

N
√
N

N∑
j=1

|Uj |3
8
 = E

 1

N4

 1

N

N∑
j=1

|Uj |3
8
 ≤ E

 1

N4
· 1

N

N∑
j=1

|Uj |24

 =
1

N4
E
[
|U1|24

]
.

Now, let Vj = U2
j − σ2 (j ≥ 1). Since the variables Vj (j ≥ 1) are i.i.d. and centered,

E


∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j − σ2

∣∣∣∣∣∣
8
 = E


 1

N

N∑
j=1

Vj

8
 =

1

N4
E


 1√

N

N∑
j=1

Vj

8
 ≤ 1

N4
C,

by the second statement of Lemma 2.1 applied to the variables Vj (j ≥ 1). Indeed, even if these
variables are not assumed to admit some exponential moments, the second statement of Lemma 2.1
still hold true (see Remark 2.2).

Then, recalling that K and W [N ] ∼ N (0, σ2) admit exponential moments and a fortiori fourth-
order moment, and using Lemma 2.3,

E
[
εN (T,XN

tl
)2
]
≤ CT

(
1

N
+

(
lnN√
N

)2

+
1

N

)
≤ CT

(
lnN√
N

)2

.

Consequently,

∣∣E [g1(XN
t1 )...gk(XN

tk
)
]
− E

[
g1(X̄N

t1 )...gk(X̄N
tk

)
]∣∣ ≤ CT,k||g1||3,∞...||gk||3,∞

(
dKR(νN0 , ν̄0) +

lnN√
N

)
,

which gives (7).

2.3. Convergence of the processes in distribution

Since the finite-dimensional convergence in distribution of (XN
t )t to (X̄t)t has been established in

the previous section, it only remains to prove the tightness of the processes to obtain the convergence
in distribution in Skorohod space. Instead of using the classical Aldous’ criterion we rather rely on
Theorem 13.5 of Billingsley (1999) since it seems more appriopriate for technical reasons. Firstly, a
conditional tightness would not be sufficient, since only the annealed finite-dimensional convergence
has been proved and not a quenched one (i.e. conditionally on the environment, the processes do not
converge). So we would need to work on stopping times adapted to the (non-conditional) history
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of the processes. In particular, these stopping times would depend on the random environment in
a non-trivial way, which seems hard to handle for the computation.

The following convergence criterion of Theorem 13.5 (where condition (13.13) is replaced by the
stronger (13.14)) appears to be more suitable as no stopping times are involved: for any T > 0,

(i) X̄T − X̄T−δ converges to zero in law as δ vanishes,
(ii) for all r ≤ s ≤ t ≤ T,N ∈ N∗,

E
[(
XN
s −XN

r

)β (
XN
t −XN

s

)β] ≤ C (t− r)β ,

for some C > 0 and some β > 1 that can be chosen as β := 3/2 (or any other real number
in ]1, 2[).

Item (i) is trivially satisfied since the trajectories of X̄ are continuous.
The rest of this section is dedicated to prove Item (ii). For this purpose, let us rewrite the

dynamics of XN in the following way

XN
t =XN

0 +

∫ t

0

b(XN
s )ds+

1√
N

N∑
j=1

Uj

∫
[0,t]×R+

1{z≤f(XNs−)}dπ̃
j(s, z)

+
1√
N

N∑
j=1

Uj

∫ t

0

f(XN
s )ds,

where π̃j(ds, dz) := πj(ds, dz)−dsdz is the compensated Poisson measure of πj . For any s ≤ t ≤ T,
we have

(
XN
t −XN

s

)β ≤C(t− s)β−1

∫ t

s

b(XN
r )βdr + C

1

Nβ/2

∣∣∣∣∣∣
N∑
j=1

Uj

∫
]s,t]×R+

1{z≤f(XNr−)}dπ̃
j(r, z)

∣∣∣∣∣∣
β

+ C

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
β

(t− s)β−1

∫ t

s

f(XN
r )βdr

=: BNs,t +MN
s,t + FNs,t.

Since f and b are sublinear, we have

BNs,t ≤C(t− s)β
(

1 + sup
v≤T
|XN

v |β
)
,

FNs,t ≤C(t− s)β
∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
β (

1 + sup
v≤T
|XN

v |β
)
.
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Hence, for any r ≤ s ≤ t ≤ T,

(XN
t −XN

s )β(XN
s −XN

r )β ≤
(
BNs,t +MN

s,t + FNs,t
) (
BNr,s +MN

r,s + FNr,s
)

≤ C(t− r)2β

1 +

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
2β
(1 + sup

v≤T
|XN

v |2β
)

+ C(t− r)β

1 +

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
β
(1 + sup

v≤T
|XN

v |β
)(

MN
s,t +MN

r,s

)
+MN

s,tM
N
r,s

=: RN,r,t1 +RN,r,s,t2 +RN,r,s,t3 .

Define q1, q2 > 1 such that 1/q1 + 1/q2 = 1 and that 2βq1 < 4 (which is possible since we choose
1 < β < 2). Using Hölder’s inequality,

E
[
RN,r,t1

]
≤C(t− r)2β

1 + E


∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
2βq2


1/q2


(

1 + E
[

sup
v≤T
|XN

v |2βq1
]1/q1

)

≤C(t− r)2β ,

where we have used Lemmas 2.1.(ii) and 2.3.(ii) (with p = 2 and κ = 2βq1) to obtain the last line.
Besides, since for all x, y ≥ 0, xy ≤ x2/2 + y2/2,

E
[
RN,r,s,t2

]
≤ C(t− r)β

E


1 +

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
2β
(1 + sup

v≤T
|XN

v |2β
)+ E

[
(MN

s,t)
2 + (MN

r,s)
2
]

≤ C(t− r)β
(

1 + E
[(
MN
s,t

)2]
+ E

[(
MN
r,s

)2])
,

where the last line has been obtained with the exact same reasoning as the one used for RN,r,s,t1

above. For RN,r,s,t3 , we have the following control.

E
[
RN,r,s,t3

]
≤CE

[(
MN
s,t

)2]
+ CE

[(
MN
r,s

)2]
.

So, in order to prove Item (ii), it is sufficient to prove that

E
[
(MN

s,t)
2
]
≤ C(t− s)β .

Recall that EE denotes the conditional expectation given the environment (Uj)j≥1 and (W [N ])N≥1,
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we have by Burkholder-Davis-Gundy’s inequality,

EE
[
(MN

s,t)
2
]

=
1

Nβ
EE


∣∣∣∣∣∣
N∑
j=1

Uj

∫
]s,t]×R+

1{z≤f(XNr−)}dπ̃
j(r, z)

∣∣∣∣∣∣
2β


≤C 1

Nβ
EE


 N∑
j=1

U2
j

∫ t

s

f(XN
r )dr

β


≤C(t− s)β
(

1 + EE
[

sup
v≤T
|XN

v |β
]) 1

N

N∑
j=1

U2
j

β

≤C(t− s)β

1 + EE
[

sup
v≤T
|XN

v |β
]2

+

 1

N

N∑
j=1

U2
j

2β
 ,

where we have again used that, for any x, y ≥ 0, xy ≤ x2/2 + y2/2 to obtain the last line. Then, by
Jensen’s inequality,

EE
[
(MN

s,t)
2
]
≤ C(t− s)β

1 + EE
[

sup
v≤T
|XN

v |2β
]

+
1

N

N∑
j=1

|Uj |4β


Finally, integrating over the environment and using Lemmas 2.1 and 2.3 allows to prove the
result: for all r ≤ s ≤ t ≤ T,N ∈ N∗,

E
[(
XN
s −XN

r

)β (
XN
t −XN

s

)β] ≤ C (t− r)β ,

with for example β = 3/2.

2.4. Proof of Theorem 1.2

We have just proved in the two previous sections that, for all T > 0,

• the finite-dimensional distributions of (XN
t )t converge to those of (X̄t)t on [0, T ],

• X̄T − X̄T−δ vanishes in distribution as δ goes to zero,
• for all r ≤ s ≤ t ≤ T,N ∈ N∗,

E
[(
XN
s −XN

r

)β (
XN
t −XN

s

)β] ≤ C (t− r)β ,

for some positive constant C and for a fixed β > 1 (whose value can be any in ]1, 2[).

Then, according to Theorem 13.5 of Billingsley (1999), we know that the process (XN
t )t converges

in distribution to (X̄t)t on D([0, T ],R). As this holds true for any T > 0, Lemma 16.3 of Billingsley
(1999) implies that the convergence in distribution holds true on the space D(R+,R).
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3. Appendix

3.1. CLT coupling

Recall that the variables Uj (j ≥ 1) are i.i.d. centered with exponential moments: there exists α > 0,

E
[
eα|U1|

]
<∞.

Then, according to Theorem 1 of Komlós, Major and Tusnády (1976), it is possible to construct
on the same probability space (possibly enlarged) a standard Brownian motion (βt)t for which there
exist some positive constants Γ,Λ, λ such that, for any x > 0, N ∈ N∗,

P

max
k≤N

∣∣∣∣∣∣
k∑
j=1

Uj − σβk

∣∣∣∣∣∣ > Γ lnN + x

 ≤ Λe−λx, (12)

with σ2 the variance of the variabes Uj (j ≥ 1).
Then using the technics of Section 7.5 of Ethier and Kurtz (2005), we have the following result

(whose proof is written at the end of this subsection for self-containedness).

Lemma 3.1. The random variable K defined as

K := sup
N≥2

∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ / lnN

admits exponential moments. More precisely, for any 0 < γ < λ,

E
[
eγK

]
<∞.

Consequently, by definition of K, we have that, almost surely, for all N ≥ 2,∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ ≤ K lnN.

Then, by defining the (non-independent) identically distributed Gaussian variables W [N ] :=
σβN/

√
N, we obtain exactly that, almost surely, for every N ≥ 2,∣∣∣∣∣∣ 1√

N

N∑
j=1

Uj −W [N ]

∣∣∣∣∣∣ ≤ K lnN√
N
.

Remark 3.2. Since W [N ] := σβN/
√
N with (βt)t some standard Brownian motion, it is known

that, with probability equals one, the sequence (W [N ])N is not bounded. This property prevents us
to prove the quenched convergence with our approach. See Remark 2.7 for the precise problem.
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Proof of Lemma 3.1. Step 1. In this first step, we prove the following control on the tails distribution
of K : for all x > 0,

P (K > 2(Γ + 1) + x) ≤ CΛ,λe
−λx. (13)

This step is a mere rewriting of the proof of Corollary 7.5.5 of Ethier and Kurtz (2005). To begin
with, in (12), if we replace x by x+ lnN, we obtain

P

max
k≤N

∣∣∣∣∣∣
k∑
j=1

Uj − σβk

∣∣∣∣∣∣ > (Γ + 1) lnN + x

 ≤ ΛN−λe−λx.

Then

P (K > 2(Γ + 1) + x) :=P

sup
N≥2

∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ / lnN > 2(Γ + 1) + x


≤

+∞∑
k=2

P

 max
2k−1≤N≤2k

∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ / lnN > 2(Γ + 1) + x


≤

+∞∑
k=2

P

max
N≤2k

∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ / ln(2k−1) > 2(Γ + 1) + x


=

+∞∑
k=2

P

max
N≤2k

∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ > 2(Γ + 1) ln(2k−1) + x ln(2k−1)


≤

+∞∑
k=2

P

max
N≤2k

∣∣∣∣∣∣
N∑
j=1

Uj − σβN

∣∣∣∣∣∣ > (Γ + 1) ln(2k) + x


≤Λe−λx

+∞∑
k=2

2−kλ,

which gives (13).
Step 2. Now, we conclude the proof using (13). For 0 < γ < λ,

E
[
eγK

]
=

∫ +∞

0

P
(
eγK > t

)
dt =

∫ +∞

0

P
(
K >

1

γ
ln t

)
dt

=

∫ exp[γ(2(Γ+1)+1)]

0

P
(
K >

1

γ
ln t

)
dt+

∫ +∞

exp[γ(2(Γ+1)+1)]

P
(
K >

1

γ
ln t

)
dt

≤eγ(2(Γ+1)+1) +

∫ +∞

exp[γ(2(Γ+1)+1)]

P
(
K > 2(Γ + 1) +

(
1

γ
ln t− 2(Γ + 1)

))
dt.
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Then, we use (13) to bound the second term of the sum above∫ +∞

exp[γ(2(Γ+1)+1)]

P
(
K > 2(Γ + 1) +

(
1

γ
ln t− 2(Γ + 1)

))
dt

≤ CΛ,λe
2λ(Γ+1)

∫ +∞

exp[γ(2(Γ+1)+1)]

t−λ/γdt,

which is finite since λ/γ > 1.

3.2. Proof of Lemma 2.1

The proof relies on the coupling between SN and W [N ] defined in Section 3.1.

E
[
eγ|SN |

]
≤ E

[
eγ|SN−W

[N]|eγ|W
[N]|
]
≤ 1

2
E
[
e2γK lnN/

√
N
]

+
1

2
E
[
e2γ|W [N]|

]
,

where we have used that for all x, y ≥ 0, xy ≤ x2/2 + y2/2. Since W [N ] is a Gaussian variable with
parameters independent of N , the second term of the sum above is finite and independent of N .
And, choosing Nγ ∈ N∗ large enough such that 2γ(lnNγ)/

√
Nγ < λ (where λ is defined in (12)),

we know that the second term is finite and bounded uniformly in N ≥ Nγ thanks to Lemma 3.1.
So the first statement of the lemma is proved.

And, since for all x ≥ 0, β > 0 and p ∈ N∗,

xp =
p!

βp
· β

pxp

p!
≤ p!

βp
eβx,

the second statement of the lemma is a direct consequence of the first one.

3.3. Proof of Lemma 2.3

Let us prove Item (i). By Ito’s formula,

(
XN
t

)2p
=(XN

0 )2p + 2p

∫ t

0

(XN
s )2p−1b(XN

s )ds

+

N∑
j=1

∫
[0,t]×R+

[(
XN
s− +

Uj√
N

)2p

−
(
XN
s−
)2p]

1{z≤f(XNs−)}dπj(s, z)

EE
[(
XN
t

)2p]
=E

[(
XN

0

)2p]
+ 2p

∫ t

0

EE
[
(XN

s )2p−1b(XN
s )
]
ds

+

N∑
j=1

∫ t

0

EE

[
f(XN

s )

2p−1∑
k=0

(
2p

k

)
(XN

s )kU2p−k
j N−(2p−k)/2

]
ds.
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Since

N∑
j=1

2p−1∑
k=0

(
2p

k

)
(XN

s )k
U2p−k
j

N (2p−k)/2
=

N∑
j=1

2p−2∑
k=0

(
2p

k

)
(XN

s )k
U2p−k
j

N (2p−k)/2
+

N∑
j=1

2p(XN
s )2p−1 Uj√

N

≤ Cp
1

N

N∑
j=1

2p−2∑
k=0

|Uj |2p−k|XN
s |k + Cp

1√
N

N∑
j=1

Uj(X
N
s )2p−1

≤ Cp

1 +
1

N

N∑
j=1

|Uj |2p
(1 + |XN

s |2p−2
)

+ Cp

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣ · ∣∣XN
s

∣∣2p−1
,

we have (recalling that f and b are sublinear),

EE
[(
XN
t

)2p] ≤E [(XN
0 )2p

]
+ Cpt+ Cp

∫ t

0

EE
[
(XN

s )2p
]
ds

+

1 +
1

N

N∑
j=1

|Uj |2p
(∫ t

0

(
1 + EE

[(
XN
s

)2p−1
])
ds

)

+ Cp

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
∫ t

0

(
1 + EE

[(
XN
s

)2p])
ds.

In order to control the term at the second line above, we use the fact that, for any x, y ≥ 0,
xy2p−1 ≤ Cp(x2p + y2p), whence the term at the second line is smaller than

CT,p

1 +

 1

N

N∑
j=1

|Uj |2p
2p

+ CT,p

∫ t

0

EE
[
(XN

s )2p
]
ds

≤ CT,p

1 +
1

N

N∑
j=1

|Uj |4p
2

+ CT,p

∫ t

0

EE
[
(XN

s )2p
]
ds.

Consequently

EE
[(
XN
t

)2p] ≤E [(XN
0 )2p

]
+ CT,p

1 +
1

N

N∑
j=1

|Uj |4p
2

+

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣


+ Cp

1 +

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
∫ t

0

EE
[(
XN
s

)2p]
ds.
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By Grönwall’s lemma, we obtain, for all t ≤ T,

EE
[(
XN
t

)2p] ≤ CT,p
1 + E

[
(XN

0 )2p
]

+
1

N

N∑
j=1

|Uj |4p
2

+

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣


exp

TCp
1 +

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
 .

Then, to prove Item (i), it is sufficient to integrate over the environment

E
[(
XN
t

)2p] ≤ CT,p
1 + E

[
|U1|4p

2
]

+ E

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
E

exp

CT,p
∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
 ,

and to use Lemma 2.1.
Now let us prove Item (ii). Let us rewrite the dynamics of XN in the following way

XN
t = XN

0 +

∫ t

0

b(XN
s )ds+

1√
N

N∑
j=1

Uj

∫
[0,t]×R+

1{z≤f(XNs−)}dπ̃j(s, z) +
1√
N

N∑
j=1

Uj

∫ t

0

f(XN
s )ds,

where π̃j(ds, dz) := πj(ds, dz)− dsdz is the compensated Poisson measure of πj . Then,

∣∣XN
t

∣∣κ ≤Cκ|XN
0 |κ + Cκt

κ−1

∫ t

0

|b(XN
s )|κds

+ CκN
−κ/2

∣∣∣∣∣∣
N∑
j=1

Uj

∫
[0,t]×R+

1{z≤f(XNs−)}dπ̃j(s, z)

∣∣∣∣∣∣
κ

+ Cκt
κ−1

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
κ ∫ t

0

f(XN
s )κds.
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So,

sup
t≤T

∣∣XN
t

∣∣κ ≤Cκ|XN
0 |κ + CT,κ

(
1 +

∫ T

0

|XN
s |κds

)

+ CκN
−κ/2sup

t≤T

∣∣∣∣∣∣
N∑
j=1

Uj

∫
[0,t]×R+

1{z≤f(XNs−)}dπ̃j(s, z)

∣∣∣∣∣∣
κ

+ CT,κ

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
κ(

1 +

∫ T

0

|XN
s |κds

)

EE
[
sup
t≤T
|XN

t |κ
]
≤CT,κ

1 +

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
κ(1 +

∫ T

0

EE
[
|XN

s |κ
]
ds

)

+ CκN
−κ/2EE

sup
t≤T

∣∣∣∣∣∣
N∑
j=1

Uj

∫
[0,t]×R+

1{z≤f(XNs−)}dπ̃j(s, z)

∣∣∣∣∣∣
κ .

Then, by Burkholder-Davis-Gundy’s inequality,

EE
[
sup
t≤T
|XN

t |κ
]
≤CT,κ

1 +

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
κ(1 +

∫ T

0

EE
[
|XN

s |κ
]
ds

)

+ CκN
−κ/2EE


 N∑
j=1

U2
j

∫ T

0

f(XN
s )ds

κ/2
 .

Set q1, q2 > 1 such that 1/q1 + 1/q2 = 1 and that κq1 < 2p (such a q1 exists since κ < 2p).
Thanks to Hölder’s inequality,

E
[
sup
t≤T
|XN

t |κ
]
≤CT,κ

1 + E

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
κq21/q2 (

1 +

∫ T

0

E
[
|XN

s |κq1
]
ds

)1/q1

+ CT,κE


∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j

∣∣∣∣∣∣
κ/2 ∫ T

0

EE
[
f(XN

s )κ/2
]
ds


≤CT,κ

1 + E

∣∣∣∣∣∣ 1√
N

N∑
j=1

Uj

∣∣∣∣∣∣
κq21/q2 (

1 +

∫ T

0

E
[
|XN

s |2p
]
ds

)1/q1

+ CT,κE

∣∣∣∣∣∣ 1

N

N∑
j=1

U2
j

∣∣∣∣∣∣
κ+ CT,κ

(
1 + E

[
|XN

s |κ
])
,

where we have used that κq1 < 2p and that for all x, y ≥ 0, xy ≤ x2/2 + y2/2 to obtain the last
line. Lemma 2.1 and Item (i) proves the result.
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3.4. Proof of Lemma 2.4

Let us recall that, in all this proof, we work conditionally on the environment variable W . This
proof is very similar to that of Proposition 3.4 of Erny, Löcherbach and Loukianova (2022). We still
write the proof here to have the dependency of the control w.r.t. W .

Under Assumption 2, the assumptions of Theorem 1.4.1 of Kunita (1986) are satisfied for the

flow of the limit process (X̄
(x)
t )t. Indeed, the local characteristics (b̄, ā) is given by

b̄(x) = b(x) +Wf(x) and a(x, y) = σ2
√
f(x)f(y).

Assumptions 1 and 2 of (Kunita 1986, p. 8, 9) are obtained directly from a priori estimates on
the second order moments of the process (recalling that we work conditionally on the environment,
this point is very classical and therefore omitted). And Assumption 3 (p. 15) is guaranteed by the
Lipschitz continuity of b, f,

√
f (which is weaker than Assumption 2). And the other assumption of

Theorem 1.4.1 is exactly Assumption 2.
As a consequence, we know, by Theorem 1.4.1 of Kunita (1986), that for all t ≥ 0, the function

x 7→ X̄
(x)
t is C3. Then, to be able to deduce the regularity of the function

x 7→ P̄E,tg(x) = EE
[
X̄

(x)
t

]
,

we just have to differentiate under the expectation. To prove the domination condition for the
equations below to be true, we prove a priori estimates on the derivatives of the stochastic flow.(

P̄E,tg
)′

(x) =Ex
[
∂xX̄

(x)
t g′(X̄

(x)
t )

]
(
P̄E,tg

)′′
(x) =Ex

[
∂2
xX̄

(x)
t g′(X̄

(x)
t ) +

(
∂xX̄

(x)
t

)2

g′′(X̄
(x)
t )

]
(
P̄E,tg

)′′′
(x) =Ex

[
∂3
xX̄

(x)
t g′(X̄

(x)
t ) + 3∂2

xX̄
(x)
s ∂xX̄

(x)
t g′′(X̄

(x)
t ) +

(
∂xX̄

(x)
t

)3

g′′′(X̄
(x)
t )

]
(14)

Remark 3.3. To differentiate under the expectation, instead of proving classical domination con-
ditions like

E
[
sup
x

∣∣∣∂xX̄(x)
t

∣∣∣] <∞,
we rather verify the following uniformly integrable sufficient kind of conditions

sup
x

E
[∣∣∣∂xX̄(x)

t

∣∣∣2] <∞.
See Lemma 3.1 of Erny (2022) (inspired from Lemma 6.1 of Eldredge (2018)) for a formal statement
of this result.

To begin with, we know that the first derivative of the stochastic flow is solution to the following
SDE.

∂xX̄
(x)
t = 1 +

∫ t

0

∂xX̄
(x)
s

(
b′(X̄(x)

s ) +Wf ′(X̄(x)
s )

)
ds+ σ

∫ t

0

∂xX̄
(x)
s (

√
f)′(X̄(x)

s )dBs.
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For any p ∈ N∗, by Ito’s formula,

EE
[(
∂xX̄

(x)
t

)2p
]

= 1 +

∫ t

0

EE(∂xX̄(x)
s )2p

(
2pb′(X̄(x)

s ) + 2pWf ′(X̄(x)
s ) + p(2p− 1)σ2(

√
f)′(X̄(x)

s )
)
ds

≤ 1 + Cp(1 + |W |)
∫ t

0

EE
[(
∂xX̄

(x)
t

)2p
]
ds.

By Grönwall’s lemma,

EE
[(
∂xX̄

(x)
t

)2p
]
≤ eCp,t(1+|W |). (15)

Let us prove a similar result on the second derivative of the stochastic flow.

∂2
xX̄

(x)
t =

∫ t

0

∂2
xX̄

(x)
s

(
b′(X̄(x)

s ) +Wf ′(X̄(x)
s )

)
ds+

∫ t

0

(
∂xX̄

(x)
s

)2 (
b′′(X̄(x)

s ) +Wf ′′(X̄(x)
s )

)
ds

+ σ

∫ t

0

∂2
xX̄

(x)
s (

√
f)′(X̄(x)

s )dBs + σ

∫ t

0

(
∂xX̄

(x)
s

)2

(
√
f)′′(X̄(x)

s )dBs.

Then, by Ito’s formula,

EE
[(
∂2
xX̄

(x)
t

)2p
]

=2p

∫ t

0

EE
(
∂2
xX̄

(x)
s

)2p (
b′(X̄(x)

s ) +Wf ′(X̄(x)
s )

)
ds

+ 2p

∫ t

0

EE
(
∂2
xX̄

(x)
s

)2p−1 (
∂xX̄

(x)
s

)2 (
b′′(X̄(x)

s ) +Wf ′′(X̄(x)
s )

)
ds

+ p(2p− 1)σ2

∫ t

0

EE
(
∂2
xX̄

(x)
s

)2p (
(
√
f)′(X̄(x)

s )
)2

ds

+ p(2p− 1)σ2

∫ t

0

EE
(
∂2
xX̄

(x)
s

)2p−2 (
∂xX̄

(x)
s

)4 (
(
√
f)′′(X̄(x)

s )
)2

ds.

Then using that for all x, y, z ≥ 0,

x2p−1y ≤ Cp(x2p + y2p) and x2p−2z ≤ Cp(x2p + z2p),

we obtain from the previous inequality

EE
[(
∂2
xX̄

(x)
t

)2p
]
≤Cp(1 + |W |)

∫ t

0

EE
(
∂2
xX̄

(x)
s

)2p

ds+ Cp (1 + |W |)
∫ t

0

EE
(
∂xX̄

(x)
s

)4p

ds

+ Cp

∫ t

0

EE
(
∂2
xX̄

(x)
s

)2p

ds+ Cp

∫ t

0

EE
(
∂xX̄

(x)
s

)8p

ds.

Thanks to (15),

EE
[(
∂2
xX̄

(x)
t

)2p
]
≤ Cp,teCp,t|W | + Cp (1 + |W |)

∫ t

0

EE
[(
∂2
xX̄

(x)
s

)2p
]
ds,
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whence, by Grönwall’s lemma,

EE
[(
∂2
xX̄

(x)
t

)2p
]
≤ Cp,teCp,t|W |. (16)

With the same reasonning, we can also prove that

EE
[(
∂3
xX̄

(x)
t

)2p
]
≤ Cp,teCp,t|W |. (17)

Finally, using (15), (16) and (17) in the formulae (14) allows to prove the result.
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Chevallier, J., Duarte, A., Löcherbach, E. and Ost, G. (2019). Mean field limits for nonlin-
ear spatially extended Hawkes processes with exponential memory kernels. Stochastic Processes
and their Applications 129 1–27.

Dembo, A., Lubetzky, E. and Zeitouni, O. (2021). Universality for Langevin-like spin glass
dynamics. The Annals of Applied Probability 31 2864–2880. Publisher: Institute of Mathematical
Statistics.

Eldredge, N. (2018). Strong hypercontractivity and strong logarithmic Sobolev inequalities for
log-subharmonic functions on stratified Lie groups. Nonlinear Analysis 168 1–26.

Erny, X. (2022). Mean field system of a two-layers neural model in a diffusive regime. Mathematical
Neuroscience and Applications Volume 2. Publisher: Episciences.org.

Erny, X., Löcherbach, E. and Loukianova, D. (2022). Mean field limits for interacting Hawkes
processes in a diffusive regime. Bernoulli 28 125–149.

Ethier, S. and Kurtz, T. (2005). Markov Processes. Characterization and Convergence. Wiley
Series In Probability And Statistics.

Fournier, N. and Löcherbach, E. (2016). On a toy model of interacting neurons. Annales de
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