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Abstract. This paper summarizes our contribution to the MSSEG-II
MICCAI 2021 challenge. The aim is to segment new multiple sclerosis
(MS) lesions using pairs of FLAIR MR images. Our approach is based
on a 3D U-Net applied patch-wise to the images. In order to take into
account both time-points, we simply concatenate the images along the
channel axis before passing them to the 3D U-Net. The strong imbalance
between positive and negative voxels, exhibited by the challenge data,
makes training deep learning model di�cult. Instead of using handcrafted
priors like brain masks or multi-stage methods, we experiment with a
novel modification to online hard example mining (OHEM), where we
use an exponential moving average (i.e., its weights are updated with
momentum) of our 3D U-Net to mine hard examples. Using a moving
average instead of the raw model should allow smoothing its predictions
and allowing it to give more consistent feedback for OHEM.

Keywords: Segmentation · Deep learning · Hard example mining · Mul-
tiple Sclerosis · MRI.

1 Introduction

The MSSEG-II MICCAI 2021 challenge aims at segmenting new multiple scle-
rosis (MS) lesions on brain FLAIR MRIs. The present paper describes our con-
tribution to the challenge. We use a patch-wise 3D U-Net [1]. One important
characteristic of the dataset is the very strong imbalance between positive and
negative voxels (0.005% of positive voxels). We address this problem by perform-
ing online hard example mining [4] (OHEM). Notably, we use a moving average
of our 3D U-Net to perform inference for hard example mining. Our intuition
is that, similar to [2], doing so will provide more stable predictions as training
progresses.
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Fig. 1. Illustration of our training strategy. B patches are fed to a first 3D U-Net and
the segmentation errors are computed for each patch. The patches are ranked according
to their errors, and the topB patches are selected to perform a training step with a
second 3D U-Net. The weights of the first 3D U-Net are momentum-updated with the
weights of the second 3D U-Net.

2 Method description

Preprocessing We resample each FLAIR to a voxel size of 0.5mm and apply
z-normalization to each FLAIR individually. As the two consecutive FLAIRs of
a patient have been aligned in the halfway space using a rigid transformation
by the challenge providers, our method starts by concatenating them along the
channel dimension, resulting in a tensor of shape 2⇥D⇥H ⇥W . This tensor is
then subdivided into patches of shape 2⇥32⇥32⇥32, which are passed through
a 3D U-Net to obtain the segmentation.

Model Our model is a simple 3D U-Net, described by the following equations:

B(n) := 2⇥ {3DConvolution(n) → Group Normalization → ReLU}
3D U-Net := B(16)↓ → B(32)↓ → B(64) → ↑B(32) → ↑B(16) → Conv(1)

where the numbers in the parentheses are the number of filters, ↓ indicates max
pooling and ↑ indicates bilinear upsampling. The model is trained on patches of
size 32. For inference, we split the image into a grid of patches of size 32, with
a stride of 24. This means that the patches have an overlap of 8 pixels. In these
overlapping regions, we average all predictions.

Training As the images contain very few positive voxels, we do not sample
the patches uniformly during training. One common strategy is to over-sample
patches containing positive regions with a constant ratio. However, this ratio
must be fine-tuned by hand. If it is too high, it can result in many false positives.

Instead, our method uses a 3D U-Net with momentum weight updates to
perform hard example mining. A training iteration consists of 3 steps, illustrated
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in Figure 1 and formalized by Algorithm 1. In the first step, we select a batch of
B = 128 patches which contains 30% of positive patches and 70% of uniformly
sampled patches (i.e., mostly negatives due to the class imbalance). We then pass
this batch through a first 3D U-Net, denoted by UNet, to obtain a prediction for
each element of the batch and compute the segmentation errors with respect to
the ground truth. Secondly, we select the B = 32 patches with highest error and
perform a training step on them with a second 3D U-Net, denoted UNet. Lastly,
we perform a momentum update of the weights of the first 3D U-Net with the
second 3D U-Net. The use of momentum ensures that the predictions given by
the first 3D U-Net do not fluctuate too much during training and provide reliable
samples for online hard example mining.

Algorithm 1: Training procedure for OHEM

B: batch size for hard example mining
B < B: batch size for gradient descent
UNet: momentum-updated 3D U-Net
w: weights of UNet
w: weights of UNet
Initialization: w0 = w0

µ: momentum coe�cient
while training do

x1 . . .xB = sample patches(positive ratio=0.3)
e1 . . . eB = error(UNet(x1 . . .xB), y1 . . .yB)
i1 . . . iB = topB(e1 . . . eB)
`1 . . . `B = loss (UNet(xi1 . . .xiB ),yi1 . . .yiB )
wt+1 = Adam(wt, `1 . . . `B)
wt+1 = µwt + (1� µ)wt+1

end

3 Experiments and results

We optimize each network for 3 hours on one NVIDIA Tesla P100 graphic card
using Adam [3]. Note that for OHEM, the duration of one iteration is roughly 2
times longer. In the end, 3 hours of training correspond to about 30k iterations
with OHEM and 64k without. The initial learning rate is set to 10�3 and decayed
to 10�4 and 10�5 after respectively 50% and 80% of the training time.

We split the dataset into 30 patients for training, and 10 for validation. We
did not have time to perform a k-fold evaluation before the submission.

Figure 2 presents the evolution of the Dice score as a function of training
time. Unfortunately, our experiments indicate that OHEM is not e↵ective, as the
results are comparable or worse than those obtained by oversampling positive
patches.
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Fig. 2. Dice on the validation set during training. ”Uniform” means that positive
patches are sampled with probability p, and that with probability 1 � p any other
patch (not necessarily negative) is selected. In the end, uniform sampling with p > 0
ended up performing best, and µ > 0 seems to be beneficial when using OHEM.

4 Conclusion

This paper presented our contribution to the MSSEG-II MICCAI 2021 challenge.
In order to deal with the strong imbalance between negative and positive voxels,
we proposed a novel modification to online hard example mining (OHEM), where
we use an exponential moving average of a 3D U-Net to mine hard examples.
Unfortunately, in our experiments, it did not provide an improvement compared
to a simple oversampling. We hypothesize that this may be due to the use of the
Dice loss. Future work shall focus on using alternative losses to fix this issue.
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