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Abstract

Electrocatalysis plays a key role in sustainable energy conversion and storage. The

grand canonical treatment of electrons, which accounts for the electrochemical potential

explicitly, is critical to model at the atomic scale and understand these reactions at

electrified interfaces. However, such a grand canonical treatment for electrocatalytic

modeling is in practice restricted to a treatment of electronic structure with density

functional theory and more accurate methods are in many cases desirable. Here, we

develop an original workflow combining the grand canonical treatment of electrons with

many-body perturbation theory in its random phase approximation (RPA). Using the
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potential dependent adsorption of carbon monoxide on copper (100) facet, we show that

the grand canonical RPA energetics provide the correct on-top Cu geometry for CO

at reducing potential. The match with experimental results is significantly improved

compared to the functionals at the generalized gradient approximation level, which is

the most commonly used approximation for electrochemical applications. We expect

this development to pave the way to further electrochemical applications using RPA.

Electrocatalysis is at the heart of various sustainable energy conversion and storage tech-

nologies,1 such as water splitting,2 fuel-cells,3 and CO2 conversion.4,5 The electrochemical

reactions involved in these processes, including carbon dioxide reduction reaction (CO2RR),

hydrogen evolution reaction (HER), oxygen reduction reaction (ORR), etc., happen at solid-

liquid interfaces in the presence of an applied electric potential.6 For the first principles based

atomic scale modeling of such electrocatalytic processes, explicitly including the effects of

the applied potential have been shown to be essential: the constant electrode potential

(CEP) model is found to qualitatively change results and match better with experiments

compared to the simpler constant charge model.7–9 At the same time, the CEP model re-

quires grand canonical density functional theory10,11 (GC-DFT) calculations, i.e., explicitly

changing the number of electrons to tune the electrode potential.6,8,12,13 The non-equilibrium

Green’s function (NEGF) approach14–17 which focuses on the quantum transport simulation,

is an alternative approach for modeling electrified interfaces. However, to the best of our

knowledge, NEGF has, so far, not been coupled to a description of the liquid electrolyte.

Therefore, NEGF cannot, for the time being, capture realistic capacities of the interface,

which are, however, crucial for the chemical reactivity as a function of the applied potential.

The aforementioned studies, however, are based on the DFT energies obtained at the

generalized gradient approximation (GGA) level. GGA functionals are known to sometimes

lead to qualitative and quantitative errors in the description of molecular adsorption. One

important example of this shortcoming is the CO adsorption puzzle:18–20 GGA functionals

incorrectly predict the preference for adsorption in the face center cubic (FCC) site on the
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(111) facets and the hollow site on the (100) facets instead of the experimentally determined

adsorption in the on top position and overestimate the adsorption energy. The random phase

approximation21,22 (RPA), a post Hartree-Fock (HF) method based on the many-body per-

turbation theory,23,24 has been shown to give a correct description of CO adsorption on var-

ious metal surfaces, including copper (Cu).25,26 Additionally, the metal surface energies are

described accurately using this method. These two aspects are essential to correctly describe

the adsorption energies of adsorbates involved in CO2RR.27,28 Therefore, the combination

of the grand canonical treatment with RPA energetics appears as an appealing solution to

correctly describe both the molecule-surface interaction29 and the potential effects. In the

past it has been shown that several approaches30–33 might improve specific surface proper-

ties compared to RPA. However, these approaches go beyond the scope of this work. To the

best of the authors’ knowledge, currently implementations of RPA using periodic bound-

ary conditions are non-self-consistent. Hence the typical approach of grand canonical DFT

treatment, which relies on the Fermi level obtained from self-consistent electronic structure

calculations, cannot be directly applied.

In this work we develop an alternative approach, which is purely based on the system’s

energy and can be used to determine the Fermi level via a partial derivative of the energy

with respect to the number of electrons. We show that at the DFT level, this approach is

equivalent to using the Fermi level value obtained from self-consistent electronic structure

calculations. We furthermore demonstrate how this energy based approach can be used to

perform grand canonical RPA (GC-RPA) calculations. We then apply this method to the

potential dependent adsorption of carbon monoxide (CO) on Cu(100), and show that GC-

RPA calculations lead to a qualitatively different description of this process compared to

results obtained at the GGA level of theory, performed using the Perdew-Burke-Ernzerhof34

(PBE) and revised Perdew-Burke-Ernzerhof35 (RPBE) functionals. These GC-RPA results

match better with experimental evidences compared to GC-DFT and illustrate that the

grand canonical treatment at the RPA level is a powerful tool to deepen our understanding
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of interfacial electrochemical phenomena.

We briefly summarize the RPA energy formulas here, and more details, including the

treatment of partial partial occupancy,36,37 can be found in the literature.23,24,36–40 The

total RPA energy consists of the exact exchange (EXX) component, i.e., Hartree-Fock (HF)

exchange, calculated for the occupied orbitals and the RPA correlation component based on

both the occupied and unoccupied orbitals:

ERPA = EEXX([ψocc]) + ERPA
c ([ψocc, ψuocc]) (1)

To apply the grand canonical treatment for electrochemical purposes, we need to ac-

count for the implicit solvation in the RPA framework. We account for the presence of

solvation effects at the DFT level by computing orbitals combining the linearized Poisson-

Boltzmann equation, as implemented by Hennig et al.6,41 in VASP.42 Starting from these

orbitals (ψocc,solvation, ψuocc,solvation), we add the solvation energy based on the electron den-

sity, which is determined by the occupied orbitals, to the RPA total energy expression. The

RPA energy, which incorporates implicit solvation effects, is then expressed as:

ERPA
sol = EEXX([ψocc,solvation]) + ERPA

c ([ψocc,solvation, ψuocc,solvation]) + Esolvation([ψocc,solvation])

(2)

where the solvation energy Esolvation([ψocc,solvation]) is obtained in the non-self-consistent HF

step and only depends on the charge density.

The details of GC-DFT can be found in the literature6,13,43 and we summarize the most

important procedures as follows. The net number of electrons, nsurface, is calculated as:

nsurface = Nsurface −Nsurface,neutral (3)

where Nsurface is the number of electrons of the surface system and Nsurface,neutral is the

number of electrons in the neutral, i.e., non-charged, state. The DFT energy for charged
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states is, in this context, obtained as:

Esurface = Esurface,raw + εFermi shiftnsurface (4)

where Esurface,raw is the “raw” energy printed by VASP and εFermi shiftnsurface is the nec-

essary6 correction term accounting for the difference (εFermi shift) in the reference energy of

the electron between the “internal” reference level and vacuum. Then the grand canonical

electronic energy of a surface model, G(Uvac), is obtained as:

G(Uvac) = Esurface − nsurfaceµelectron (5)

where the chemical potential of an electron, is determined as:

µelectron = qUvac = −eUvac (6)

where Uvac is the potential of the system with reference to the vacuum level and q is the

charge of an electron. The potential of the system with reference to the vacuum can be

determined using two components in the implementation of Hennig et al.:6,41 the Fermi level

(εF ) with reference to the “internal” zero energy reference and the Fermi shift which is the

difference between the “internal” energy reference and the vacuum level:

−eUvac = εF + εFermi shift (7)

We call this the “SCF approach” herein. In the current implementation of RPA in

periodic boundary conditions, the RPA energy is a single shot energy based on underlying

DFT orbitals and one-electron energies. Therefore, the self-consistent electronic structure,

and hence the self-consistent Fermi level, are not available. As a consequence, the “SCF

approach”, which uses εF in Eq. 7, cannot be directly applied at the non-self-consistent
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RPA level. To circumvent this fundamental difficulty, we propose to use an alternative

approach, which we call the “energetic” approach and does not require the self-consistent

electronic structure. Combining Eq. 6 and Eq. 7 with the relationship of internal energy E

and chemical potential µ in thermodynamics, we have:

εF = µelectron − εFermi shift =
∂Esurface

∂nelectron

− εFermi shift =
∂Esurface,raw

∂nelectron

(8)

After calculating a series of RPA energies with different number of electrons and performing

a quadratic fitting of the E(nsurface) relationship,6 the Fermi level values can be obtained

analytically as a linear function of nsurface.

It is worth mentioning that for metallic systems the free electronic energy G in GC

treatments exhibits a quadratic behavior around the potential of zero charge (PZC), U0:

G(U) = G(U0)−
1

2
C(U − U0)

2 (9)

where C is the capacitance of the model and the PZC, U0, is the potential of the neutral, i.e.,

non-charged system. The PZC can be viewed as the work function of the solvated system

as it describes the process of taking one electron from the Fermi level of the neutral system

to the vacuum level.

The potential of the system with respect to the standard hydrogen electrode (SHE) can

be converted from Uvac as:

USHE + ∆USHE = Uvac (10)

with the IUPAC recommended value of ∆USHE = 4.44 V.

All the calculations in this work were performed with the VASP code42 and further details

are provided in the Supporting Information (SI) section 1.

In a first step, we show that, at the DFT level (exemplified using the PBE functional

here), the energetic approach developed here is equivalent to the commonly used SCF ap-
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proach. Here we consider a 5 layer slab exposing the 1×1 Cu(100) facet with CO adsorbed

on the atop site. As shown in Fig. 1 (a), the Fermi level values obtained using these two

different approaches agree excellently with each other. Consequently, the quadratic relation-

ship between the electronic free energy G and the potential U, and further the adsorption

energy, are found to agree very well for these two approaches. Differences in the adsorption

energy over the potential range considered here, -1 to 0 V vs SHE, is smaller than 2 meV.

The Fermi level and G(U) parabola comparison between the two approaches for the bare

Cu(100) facet is provided in the SI section 2.
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Figure 1: (a) Fermi level EF values at the GGA level obtained using the energetic approach
developed in this work compared to the ones taken directly from the SCF electronic structure.
The blue dots are the data and the black line indicates a perfect match. The corresponding
unit cell structure, a 5 layer slab exposing 1×1 Cu(100) facet with CO adsorbed on the atop
site, is shown. Cu atoms are shown as brown, O atoms red, and C atoms grey. (b) The
potential dependent free energy of the adsorbed CO system calculated using the energetic
approach compared to the results using the SCF approach. Dots are data points and dashed
lines are the fitted parabola. (c) The potential dependent adsorption energy of CO in the
atop site calculated using the energetic approach compared to the results using the SCF
approach.

Having this energetic approach validated at the DFT level, the grand canonical treatment

can be further applied to the RPA energetics. We considered a series of different metal
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facets, the (100), (110), and (111) facets of Cu, Ag, and Au, and test whether the quadratic

relationship established in Eq. 9 is correctly captured. Indeed, we find that the expected

quadratic relationship is achieved for each of these facets. As an example, the quadratic

relationship of the Cu(100) facet is shown in Fig. 2 (a). The quality of the quadratic

relationship is indicated by the good match of PZC estimated from the parabola and the one

of the neutral system, i.e., the data point at the apex. It is worth mentioning that using the

Fermi level values of the underlying PBE orbitals cannot give the expected behavior around

the PZC, as shown in the SI section 3. The quadratic relationship around the PZC indicates

that the correct values of the Fermi level are achieved and thus validates our energetic

approach. The comparison between the GC-RPA and experimental PZC values is shown in

Fig. 2 (b).

Using the least square fitting with a fixed slope of 1, we obtained a ∆Upred
SHE=5.31 V. Com-

pared to the IUPAC recommended value, 4.44 V, RPA seems to overestimate PZC values.

The magnitude of the overestimation is, however, unclear, considering that experiments show

a large error bar44,45 (±0.5 V) and that a recent report46 indicates that the work function of

the SHE might be significantly higher. Moreover, a certain extent of overestimation is not

entirely surprising, as it has been shown that non-self-consistent RPA (RPA@TPSS) over-

estimates the ionization potentials for molecules.47 As we mentioned previously, the PZC,

which is directly linked with the work function, serves as an analog to the ionization poten-

tial: these energies describe the process of taking one electron from the HOMO or Fermi

level to the vacuum level, in the molecular or periodic systems, respectively. It is worth

mentioning that the accuracy of molecular properties using RPA methods can be further

improved when self-consistent approaches are used48 and the work function overestimation

here may be mitigated as well.
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Figure 2: (a) The quadratic relationship between the GC-RPA electronic free energy and the
potential of the system of a Cu(100) facet model. (b) Comparison between the computed
RPA and the experimental potential of zero charge (PZC) values with respect to the standard
hydrogen electrode (SHE). The dashed line is a fit of Upred

vac = U exp
SHE + ∆Upred

SHE to determine
the theoretical potential of the SHE versus vacuum, here found to be 5.31 V at the GC-RPA
level. The experimental values are taken from literature and the detailed values are listed in
the SI section 4.

We further applied this method to the potential dependent adsorption of a CO molecule

on the Cu(100) facet comparing the top and hollow adsorption site, as shown in Fig. 3.

A 5 layer slab exposing a
√

2 ×
√

2 Cu(100) facet was considered, as this corresponds to

the experimentally observed 0.5 monolayer coverage. Experimentally, at -0.9 V vs SHE, CO

adsorption in the atop site is still preferred (indicated by the frequencies over 2000 cm-1),

forming a
√

2 ×
√

2 pattern. The IUPAC recommended ∆Upred
SHE=4.44 V was used here for

all the methods and the version with fitted ∆Upred
SHE=5.31 V for RPA is provided in the SI
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section 5. The PBE energetics predict that the hollow site for CO is more stable than the

top site for potentials lower than -0.32 V, being consistent with the over-stabilization of

the hollow site in the constant charge model. The RPBE and RPA energetics predict the

crossover to happen at -1.41 and -1.43 V, respectively, which are both more negative than

the experimental probed region and consistent with the experimentally observed atop site

adsorption at -0.9 V versus SHE.

Figure 3: Potential dependent energetics of CO adsorbed at top (blue) and hollow (orange)
site, using the grand canonical treatment with the PBE (dashed line), RPBE functionals
(dotted line), and RPA (solid line). The experimentally inferred

√
2×
√

2 structure, where
half of atop sites are covered by CO, is shown. Cu atoms are shown as brown, O atoms red,
and C atoms grey.

However, a correct description of potential dependent energetics involves more than just

the crossing point. Both GGA functionals predict an almost linear dependence of the ad-

sorption energy with respect to the potential for atop and hollow sites. The slopes are close

to zero for the CO adsorption at the atop site and positive (∼0.2 eV/V) for the hollow
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site. The linear relationship indicates that the capacitance, C, in the quadratic relationship

(Eq. 9) is unchanged before and after the adsorption. Interestingly, at the RPA level, larger

curvatures are obtained for both the atop and hollow site adsorption compared to the GGA

results, indicating a larger change in double layer capacitance after adsorption, which is

consistent with the experimental observation that the double layer capacitance is modified

by adsorbates.49–51 Moreover, it is worth mentioning that the slope of the adsorption rela-

tionships indicates the direction of the charge flow upon adsorption:13 a positive (negative)

slope indicates that charge is injected into (depleted from) the surface after the adsorption,

i.e., the system gets reduced (oxidized). The reduction of hollow site adsorption at the

GGA level is, however, concerning, as experimentally it has been shown that the addition

of a cation, which effectively reduces the adsorbates, will steer the selectivity towards C2

products.52 If the reduction predicted by the RPBE functional for the hollow site adsorption

happens, the dimerization of CO adsorbed at the metastable hollow site could take place

without the presence of cation. In contrast, at the RPA level, the predicted negative slopes,

i.e., the depletion of electrons, for both the CO adsorption at the atop and hollow sites are

in line with the observed improvement when cations are present. These facts show that at

the GGA level, the improvement of the potential dependent stability using the RPBE func-

tional compared to the PBE functional is mostly a vertical shift of the potential dependent

adsorption energies. More importantly, the other aspects of the potential dependent ener-

getics, including the curvature reflecting the capacitance and the slope reflecting the charge

injection behavior, are still inconsistent with experimental evidences, and can be improved

using the GC-RPA energetics.

In conclusion, we present an “energetic” grand-canonical approach for electrocatalytic

interface simulations, which can be applied to any electronic structure method that pro-

duces total energies. Specifically, we here have introduced the grand canonical treatment

of electrons within the RPA framework, here called GC-RPA. We applied this method to

three facets of Cu, Ag, and Au and found the expected quadratic behavior around the PZC,
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and a good reproduction of the experimental PZC values. We further applied this method

to the potential dependent CO adsorption on the Cu(100) facet. The grand canonical RPA

energetics gives qualitative and quantitative differences compared to the GGA results. Com-

pared to RPBE, which improves upon PBE by shifting energies vertically, GC-RPA predicts

larger curvatures, which indicate changes in the capacitance, and different slopes which

show a different charge injection mechanism upon CO adsorption. Both observations are

more consistent with the experimental evidences compared to the GGA results. We expect

this development to pave the way to further electrochemical applications of RPA, and more

generally, post-HF methods without a self-consistent electronic structure.

Supporting Information

Supporting Information: Computational details; comparison between the SCF and the ener-

getic approaches of the Cu(100) facet at the PBE level; the grand canonical RPA energetics

using the Fermi level of the underlying DFT orbitals; experimental PZC values; potential

dependent RPA energetics of CO adsorption using the fitted potential of SHE
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