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Abstract – Since bees are the main pollinators of natural and agricultural ecosystems, they play a fundamental role
in the preservation of the environment and food production. However, species identification is one of the bottlenecks
for bee conservation due to its complex taxonomy, a large number of existing species, and the scarcity of
professional taxonomists. In this sense, the automatic identification of such species can present a good alternative
for non-taxonomist scientists and to the general public. In this work, we propose a fully automatic bee identification
system based on the patterns of forewing venation. Our system was based on a combination of image segmentation
techniques followed by a simple classificationmethod.We achieved an accuracy of 99% in the genus and 96% in the
species in a dataset composed of 48 species and 23 genera. This result represents an advance compared to previous
works in the literature and there are plans to make the system online available for the general public.

bees identification / computer vision / image segmentation / classification / taxonomy / conservation

1. INTRODUCTION

Ecosystem services, which can be defined as the
benefits people obtain from the normal functioning
of ecosystems, are directly linked to the well-being
of human populations around the globe (World
Commission on Environment and Development
1987). Among these services, pollination is essential
for food security and is affected by the enormous
loss of biodiversity the world has been experiencing
since the Industrial Revolution (Rockstrom et al.
2009). The annual market value of the pollination
services was estimated at US$ 235 billion—577

billion worldwide (on Biodiversity, I.S.P.P.,
Ecosystem Services, I 2016). As primary pollinators
of crops and natural ecosystems, bees are responsi-
ble for the reproduction of the vast majority of the
plants with flowers (on Biodiversity, I.S.P.P.,
Ecosystem Services, I 2016), which makes bees
essential organisms in both economic and ecological
terms, besides being vital for conservation purposes.
The decrease in the number of pollinators can effec-
tively impact the maintenance of the diversity of
vegetation species, as well as the stability of some
ecosystems (Potts et al. 2010). It is estimated that
there are more than 20,000 bee species in the world
(Michener 2007; Ascher and Pickering 2020) and
the identification of these species can be a challenge
due to the great similarity between species, which
requires a great deal of experience of taxonomists. In
addition, onemust take into account the human error
existing in such identifications (de Carvalho et al.
2007). This area is growing in recent years and is
expected to increase due to two factors: first due to
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the increasing demand for the identification and
classification of insects, and second due to the de-
crease in the number of taxonomic specialists
(Gaston and O’Neill 2004; Houle et al. 2003).

Based on these difficulties, several methodolo-
gies are being proposed to minimize this problem,
such as DNA barcode (Hebert et al. 2003) and
automatic recognition of species based on wing
morphology (Steinhage et al. 2001; Francoy and
Imperatriz-Fonseca2010). These methodologies
are beneficial since they allow access to species
identification to a broader audience, leaving tax-
onomists to spend time in more urgent tasks, like
species description. It is worth mentioning that,
for some groups, automatic identification can be a
challenge, especially stingless bees (Francoy and
Imperatriz-Fonseca2010).

In the area of computer vision, there is the
application of techniques for the identification of
insects (Zhong et al. 2018; Lu et al. 2010). The use
of image processing and pattern recognition algo-
rithms for the automatic classification of insect
species has changed the traditional manual de-
scriptive model of morphological characteristics
provided by taxonomic studies for their
identification.

According to (Martineau et al. 2017), with the
increase in the capacity of mobile devices, an
increase in the open field capture system is ex-
pected, which would provide the possibility of
non-specialists using identification/classification
systems, increasing the number of users.

Using computational models with automated
artificial intelligence techniques, the identification
of insect species can be done by more laypersons
and in less time than traditional models. And with
the advantage that the classification, in addition to
having a higher percentage of accuracy than if
done manually, can be easily measured, tested,
and replicated (Martineau et al. 2017).

Automatic insect classification is an applica-
tion of computer vision, and when compared to
traditional manual classification, it is relatively
inexpensive and time and money efficient (Houle
et al. 2003; Gaston and O’Neill 2004).

Several systems that classify bee species can be
found in the literature (Francoy et al. 2008; Rojas
et al. 2016); the most famous probably is the
Automa t ic Bee Iden t i f i ca t ion Sys t em

(ABIS)(Steinhage et al. 2001), but it was
discontinued in 2005 (Rojas et al. 2016) and it
had downsides that most studies have today: Only
a few species are generally analyzed and the sys-
tems are not fully automatic, requiring user input
at some point in the middle of the process (Rebelo
et al. 2020).

To classify bee species, the junctions of the
wing venations are used by several studies
(Steinhage et al. 2001; Santana et al. 2014b;
Rojas et al. 2016; Silva et al. 2015; Strauss and
Houck 1994) because they are excellent descrip-
tors for this purpose (Santana et al. 2014b;
Francoy et al. 2008; Silva et al. 2015). Thus, the
challenge of building a system that automates the
classification process can be summed up to the
problem of identifying these junctions and their
use in classification algorithms.

Image-based recognition depends on well-
defined image acquisition and processing process-
es. The acquisition step is usually done by
selecting the insects that are objects of research
and photographing them individually, preferably
under controlled conditions to avoid noise and
different background and lighting conditions.
The processing stage, on the other hand, consists
of several processes depending on the objectives.
In general, color images are converted to gray-
scale and then binarized. The region of interest
(ROI) is separated from the background. Then,
some feature extraction technique must be applied
and these features will be sent to a classification
algorithm. Of course, different techniques can
produce different results.

The process of automated extraction of bee
wing characteristics is a computational challenge
that involves first treating the image to remove or
reduce possible noise, segmenting the wing so
that only the area of interest is used, and then
extracting numerical data (Santana et al. 2014a).

In addition to the fact that there are different
species with very similar characteristics, the im-
ages are subject to variations in position, scale,
resolution, lighting, noise level, among others.
These facts make the problem quite challenging
from a computational point of view.

Our research hypothesis is that the accuracy of
methods for automatic classification of bee spe-
cies based on wing morphology can be improved
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with a combination of image segmentation tech-
niques and artificial intelligence.

2. BASIC CONCEPTS

This section presents the concepts of graphic
processing and classification that were used in the
elaboration of our algorithm and also necessary to
understand section 3 of related works. We high-
light the image filters described in this section, the
modified Hausdorff distance, and the classifica-
tion based on a decision tree.

2.1. Computer vision and image processing

Computer vision can be described as a sub-area
of computer graphics where it seeks to extract
relevant information from images. In other words,
the data entry is an image and the output is infor-
mation such as “there is or is not a certain object,
feature or activity in the input image.”

Image processing is a subarea of computer
graphics that deals with techniques and algorithms
for treatment and image manipulation.

Several filters were used in order to prepare the
images for the classification algorithms. In the
following, we will briefly describe each of them:

Thresholding is an image processing method
to convert an image into a binary image. This is a
basic thresholding algorithm. Replace each pixel
to white value if the original pixel intensity is
higher than a fixed chosen constant, or black
otherwise.

The Difference of Gaussian is an edge detec-
tion method; the algorithm performs a Gaussian
filter and creates a blurred version of an image,
then the algorithm performs a second Gaussian
filter and creates a second blurred version, but less
blurred. Finally, the output is the difference be-
tween the two versions.

Expansion is one of the basic operations in mor-
phological image processing. While most common-
ly applied to a binary image, the expansion operation
usually uses a structuring element to investigate and
expand the edges of the image (Silva 2015). In our
proposed approach, expansion is mainly used to
reconnect members of the wings that were improp-
erly disconnected in the thresholding, filtering, or
noise removal operations.

Erosion is the opposite of expansion. This
operation removes details at the edges of objects.
It is commonly used to reduce the size of an
image.

Skeletonization is a method for drawing a one-
pixel-wide skeleton of a binary image, maintain-
ing the shape and structure of the complete image.
The skeletonization algorithm of (Zhang and Suen
1984) is probably the most used in the category. It
works in two steps, which means that for each
iteration, it performs two sets of operations to
remove pixels from the image. These operations
are designed so that the first set is removed from
the southeast corner (bottom right) of the image
and the second set is removed from the northwest
corner (top left).

Hit-and-Miss is a binary morphological oper-
ation that can be used to look for specific pixel
patterns. As with other binary morphological op-
erators, it takes a binary image and the specific
pattern as input and then produces another binary
image, where one value corresponds to locations
where the chosen pattern is placed. In our project,
it is used to detect features of the image.

Noise reduction and smoothing filters.
Smoothing filters are used to smooth an image;
it reduces the amount of intensity variation be-
tween one pixel and its neighbors. Since noise is
an irregular variation of brightness or color infor-
mation, it might be used to reduce those varia-
tions, therefore reducing noise. In this work, we
use several filters, such as Gaussian, Median, and
Bilateral, known as edge preservation filters, in
order to remove as much noise from the input
images as possible without losing important infor-
mation (Kaehler and Bradski 2016). Additionally,
it was also used as noise reduction techniques
based on object size and closeness to the main
object.

2.2. Image classification

Modified Hausdorff distance (Marinov 2012)
is experimented by (Dubuisson and Jain 1994),
and determined to be better than the other exam-
ined distance measures for object matching. It was
used to measure the accuracy of the segmentation
of our algorithm compared to a ground truth
segmentation.
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Given two finite sets A = {a 1, …, a p} and B
= {b 1, …, b q} in a metric space, the Hausdorff
distance (H ) (Gao et al. 2014) between the both
sets is defined as:

H A;Bð Þ ¼ max h A;Bð Þ; h B;Að Þð Þ

where h A;Bð Þ ¼ max
a∈A

min
b∈B

a−bk k
� �

.

However, Hausdorff distance is very sensitive
to outlier points (Dubuisson and Jain 1994), to
reduce this sensitivity we used the modified
Hausdorff distance (MHD ), which corresponds
to the maximum value between the arithmetic
mean of the minimum distances from all points
of the first set A to the second set B , and the
arithmetic mean of the minimum distances from
all points of the second set B to the first set A . It
can be defined as:

MHD A;Bð Þ ¼ max h
0
A;Bð Þ; h0

B;Að Þ
� �

where h
0
A;Bð Þ ¼ 1

Aj j∑a∈Aminb∈B a−bk k

2.3. Artificial intelligence

One of the definitions of artificial intelligence
is the writing of any program that can learn to
perform a task that has not been previously pro-
grammed to do so. Within artificial intelligence,
there are the classification algorithms that are used
to identify the class of a sample or group of data
samples (Russell and Norvig 2010).

They can be separated into two groups: super-
vised classification algorithms, in which the algo-
rithm learns from labeled examples; and unsuper-
vised algorithms, used to group/cluster the data
samples in problems where the examples are not
labeled.

Typically, the automatic identification of spe-
cies from images is treated as an artificial intelli-
gence supervised classification problem.

In general, these algorithms work as follows:
the training data is presented to a classifier; it
adjusts its internal parameters to try to predict
the class of a future sample. Generally, together
with the training set, there is a validation and a test
set, both previously labeled. The first is used to

improve the classifier’s performance during train-
ing, and the second to test the classifier’s
accuracy.

There are several supervised classification al-
gorithms, the most common are as follows:
Bayesian network; artificial neural network
(ANN); multilayer perceptron (MLP); decision
tree (DT); support vector machine (SVM); and
K-nearest neighbors (KNN).

Bayesian networks are statistical models of
probability that are assembled during the training
phase. If all the information in a universe is
known, the model correctly matches the classifi-
cation of any sample with 100% accuracy, but, in
practice, only a percentage of the universe is
known.

Artificial neural networks (ANNs) are compu-
tational models inspired by the biological neural
networks that make up the brain of animals. It is
formed by artificial neurons called perceptrons
that have their values adjusted during the training
phase. A perceptron is a mathematical model of
representation of a biological neuron. During the
training phase, the weights of the connections
between neurons are updated in order to learn
from the data training samples.

The multilayer perceptron (MLP) is one of the
most used ANNs, formed by several layers of
perceptrons, in order to solve more complex prob-
lems than the ones that can be solved by an ANN
with only one or two layers.

The decision trees are binary trees built from
the training set, where each internal node repre-
sents a condition that will be tested on an attribute,
each branch represents the outcome of the tested
condition, and each leaf represents the resulting
label (the classification performed after the tests of
the conditions). The paths from the root to a leaf
represent the classification rules. A tree produced
from training samples can be used to classify new
ones.

Support vector machines (SVM) are supervised
learning models that use regression during the
training phase in order to identify the best hyper-
planes (in the attributes space) to separate the
training instances according to their classes.

KNN is a method based on distance, in which
the class of a new instance is assigned as the most
common class among its k nearest neighbors (the
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k instances with the lowest distance to the new
instance) (Altman 1992). There are different ap-
proaches to calculate the distance among the data
samples. One of the advantages of the application
of k -NN in image-related problems is the possi-
bility of using a domain-specific distance, e.g., the
modified Hausdorff distance.

2.4. Evaluation

Models that use supervised classification algo-
rithms can be validated by cross-validation tech-
niques. This type of validation works by separat-
ing the data into training and validation sets. As
soon as the model is trained with the training set,
the validation set is used to check its accuracy.
This process is repeated several times, selecting
different training and validation sets from all
samples.

Overfit is a problem that occurs when training
a model intensively over a set of samples, as the
model becomes too adjusted for that set of sam-
ples and loses generalization, which makes it dif-
ficult to predict the class of a future sample.

In order to avoid overfit, the classifier can be
evaluated with a third set of data, that of tests. In
this case, all samples are divided into these three
sets and then the model is created normally, after
that, the test set is used to evaluate the classifier.

When a sample is classified by a classification
algorithm, it can be said to belong to one of the
following four types: true positive (TP); true negative
(TN); false positive (FP); and false negative (FN).

True positive corresponds to the a sample that
belongs to class A that was correctly assigned as
class A. True negative represents the opposite,
when the sample does not belong to class A and
the classifier has identified it as such. There are
two types of misclassification: a false positive,
when a sample is classified as belonging to class
A but it belongs to another class; and false nega-
tive, when a sample belongs to class A but it is
classified as not belonging to this class.

These types of classified samples are used by
classifier evaluation functions to measure the
quality of the classification. There are several
measures that can be used to evaluate a classifier,
and they generally use the concepts of T P , TN ,
FP , and FN . Among them, the most common are

precision (P r ); recall (R c ); F -measure (F 1); and
accuracy (A c ).

Precision, or P r , is the fraction of samples that
have been identified and are correctly classified as
true positives.

Recall, or Rc , is the fraction of samples that have
been correctly identified as belonging to a particular
class among all samples that are in that class.

The F -score or F 1 score is the measure that
combines precision and recall, that is, it is the
harmonic mean between them. The closer to 1
the better the measurement, and the closer to 0,
the worse.

Accuracy, or A c , is the fraction of samples that
were correctly classified as belonging and not
belonging to a class among all samples. That is,
of all samples, what percentage is correctly
classified.

Figure 1 represents a summary of the measures
presented in this section.

3. RELATED WORK

Winged insects can be divided into two groups
according to their wing opacity: insects with
opaque wings, and those with translucent ones
(Rebelo et al. 2020). Opaque wings are those that
the light can not pass through, and in translucent
wings the opposite occurs, the light can pass
through, but only partially, making the wings
appear semi-transparent(Sciences 1999).

Bees are in the group of translucent wing in-
sects, together with wasps, fruit flies, and mosqui-
toes, all being part of the orders Hymenoptera
(bees and wasps) and Diptera (fruit flies and mos-
quitoes) (Stork 2018). Studies found in the litera-
ture of this group tend to use shape features to
extract data from the wings and it is rare to find
some study using texture and color features due to
the wings’ translucent nature (Sonnenschein et al.
2015; Brkljač et al. 2012; Faria et al. 2014; Neto
et al. 2017). Insects with opaque wings, e.g.,
butterflies and moths, benefit more from color
and texture features; thus, these techniques are
found with more frequency when we study insects
of the Lepidoptera order (Kaya and Kayci 2014;
Zhu and Zhang 2010; Li and Xiong 2018).

In the early 1980s, the first automated system
was proposed to solve the problem of bee species
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classification; it was the Africanized Bee Identifi-
cation System (FABIS). Unfortunately, it could
take several hours to train the model and process
all the data (Francoy et al. 2008).

In the year 1991 (Schröder et al. 1995), the
Automatic Bee Identification System (ABIS)
was proposed and used by the scientific commu-
nity until 2005, when it was discontinued
(Francoy et al. 2008; Rojas et al. 2016). Although
ABIS successfully classified the bee species with
more precision and faster than its predecessors, it
was not fully automatic, requiring some manual
input by the user (Steinhage et al. 2001).

After the ABIS was discontinued, several stud-
ies were conducted, and some systems proposed,
but generally, only a few species were analyzed,
and the systems tend not to be fully automatic.

A detailed review of automatic methods for the
classification of winged insects can be found in
the work of Rebelo et al. (Rebelo et al. 2020).

Expanding the scope of the study to winged
insects in general and not just bees, according to
(Rebelo et al. 2020), the automation of the classi-
fication processes of winged insect species using
computers started to attract more attention around
2009. Since then, it has been growing and con-
tinues with an upward trend as presented by
Rebelo et al. (Rebelo et al. 2020).

The junctions of the wing venations are used by
several studies (Steinhage et al. 2001; Santana
et al. 2014b; Rojas et al. 2016; Silva et al. 2015)

because they are excellent descriptors for this
purpose (Santana et al. 2014b; Francoy et al.
2008; Silva et al. 2015). Thus, the challenge of
building a system that automates the classification
process can be summed up to the problem of
identifying these junctions and their use in classi-
fication algorithms, and that is exactly what we
propose to do in the next section.

4. MATERIALS AND METHODS

The dataset used in this paper is composed of 904
images of wings, from 45 bee species, from 22
genera, and from 3 wasp species from the same
genus (Table I). We used 8–20 individuals per spe-
cies, with preference of larger numbers when avail-
able. For this experiment, the right forewing of each
individual was mounted between microscope slides,
as described in (Francoy et al. 2008). The images
were taken in different conditions regarding lighting,
background, resolution, and zoom, and were select-
ed for a bee specialist by presenting different chal-
lenges in their segmentation.

Therefore, there are also some explicit chal-
lenges in a few images, such as too much bright-
ness, containing “salt and pepper” noise, two
wings captured in one image, dirty wings, files
of different sizes, and zoomed out images. Hence,
this dataset provided the evaluation of a compre-
hensive method that tackles these different
challenges.

Figure 1 Precision, recall, and accuracy representation
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4.1. Classification algorithm

The developed approach to classify bee species
can be divided into three main steps: image-pro-
cessing, feature extraction, and classification.

The developed algorithm for image-processing
takes as input a bee wing image and extracts
landmarks (vein junctions in the wing) and, to
properly perform this extraction, the segmentation
needs to be reliable and accurate to deal with noisy
images.

The knowledge used for the specification and
construction of this approach corresponds to a
combination of several approaches used in the
related literature on image processing, the exper-
tise obtained studying bees’ wings, and empirical
experiments.

Figure 2 represents, graphically, a summary of
our segmentation algorithm. The input image
(Figure 2a) has good quality overall, and it was
purposely chosen to be an example since bad-
quality images can still be used on our algorithm,
but with worse outcomes.

Right in the beginning (Figure 2b), the image is
converted into grayscale, and the pixel size is
reduced. Both measures reduce the complexity
of the next steps. Moreover, our approach applies
two smoothing filters in the image: bilateral filter
and median filter, both to reduce noises.

In the second step (Figure 2c), the difference of
Gaussian followed by thresholding is used to
binarize the image, reduce complexity, and high-
light regions of interest. The idea here is to have
all pixels related to the main wing white, and
black to the background.

The third step is performed to remove noise
and dilate the image (Figure 2d). The goal is to
remove connected components (based on their
size), i.e., the removal of small objects (noises)
from the image, and perform small dilations to
assure that all the vein junctions are connected. It
is important to alternate between these two oper-
ations, so unwanted components do not connect to
the image, and parts of the wing do not get
removed.

In the fourth step (Figure 2e), the most central-
ized wing is cropped out of the image. It is im-
portant for images with more than one wing or
with large-sized noises. Besides, it makes it

Table I. Dataset description—45 bee species, from
22 genera , and 3 wasp species from the same genus

Tribe Species (samples)

Euglossini Eufriesea violacea (20)

Euglossa (Euglossa) mixta (20)

Euglossa annectans (19)

Euglossa truncata (15)

Eulaema nigrita (10)

Exaerete smaragdina (08)

Apini Apis cerana (20)

Apis dorsata (20)

Apis florea (20)

Apis mellifera (19)

Bombini Bombus (Fervidobombus) brasiliensis (20)

Bombus (Fervidobombus) pauloensis (11)

3Meliponini Austroplebeia australis (18)

Austroplebeia cincta (20)

Austroplebeia essinatoni (20)

Austroplebeia striped (20)

Austroplebeia symei (20)

Axestotrigona ferrugínea (20)

Dactylurina staudingeri (20)

Geotrigona sp. (16)

Lestrimelitta limao (19)

Melipona (Eomelipona) bicolor (14)

Melipona (Melipona) mandacaia (20)

Melipona (Melipona) quadrifasciata (20)

Melipona (Melipona) subnitida (19)

Melipona (Michmelia) flavolineata (20)

Melipona (Michmelia) scutellaris (20)

Melipona seminigra seminigra (20)

Meliponula bocandei (20)

Mourella caerulea (20)

Nannotrigona testaceicornis (20)

Paratrigona subnuda (20)

Partamona helleri (20)

Plebeia droryana (20)

Plebeia flavocincta (19)

Plebeia nigriceps (20)

Plebeia pugnax (20)

Plebeia remota (20)

Plebeia sp (20)

Scaptotrigona bipunctata (20)

Scaptotrigona depilis (20)

Scaptotrigona tubiba (19)

Scaura latitarsis (20)

Schwarziana quadripunctata (19)

Trigona spinipes (20)

Trypoxylon aurifrons (20)

Trypoxylon lactitarse (20)

Trypoxylon rogenhoferi (20)
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possible to reduce the image size even more be-
cause it is easier to work with a cropped out
object.

In the fifth step (Figure 2f), the white pixels are
converted to the original grayscale value, and the
black pixels are changed to a blurred pixel of the
grayscale value. In summary, the output here is the
grayscale image but sharpened and with less noise.

The sixth step, illustrated in Figure 2g, funda-
mentally, repeats the steps 2 and 3 to get better

results, and then applies a Gaussian filter. The past
two steps are used to improve the results; it is
especially necessary with problematic and chal-
lenging images.

To standardize the image results, so all the data
become comparable, the image is resized to a
specific dimension and properly rotated in the
seventh step (Figure 2h).

In the penultimate step, we used the Zhang-
Suen thinning algorithm to skeletonize the image.

Figure 2 Sequence of steps of the segmentation algorithm. a Original image. b Grayscale image. c Binary image. d
Noise reduction. e Wing cropped out. f Sharpened grayscale image. g Remade binary image. h Image rotated. i
Skeleton extraction. j Features identified
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It facilitates the task of detecting vein junctions.
The result can be seen in Figure 2i.

The last step (Figure 2j) regards extracting the
landmarks; to do that we adopted the hit-or-miss
morphology operation to identify all shapes of
line junction. Furthermore, it removes some of
these landmarks, based on the size of the line
junction and closeness with other junctions, be-
cause these are presumably not a real landmark.

Furthermore, the HSV color model was also
used to improve the classification accuracy. Once
we have the wing skeleton extracted, it is possible
to identify the wing color by using the positions of
the skeleton so that the background does not in-
fluence this extraction. And this operation results
in a new feature to the classifier.

This model is formed by the components hue,
saturation, and value, which represent, respective-
ly, the color, the intensity of the color, and the
illumination of the image. It is indicated for image
classifications, as it isolates the lighting in a single
component, which allows the disposal of that
component since the lighting may not be related
to the color of the wing.

The color information is sensitive to the type
of camera, lens, and light present in the photo. It is
not recommended for all applications, especially
using a dataset without a clear specification, so we
did tests with and without the use of this
information.

This procedure ends the segmentation step.
The geometric data, that is, the coordinates of
the skeleton’s pixels, illustrated by Figure 2i,
and the corresponding color from the original
images, joined with the morphometric character-
istics extracted from each wing (Figure 2j), will be
used in a classifier to identify the species and the
genus of each bee.

Our classification strategy uses different types
and combinations of data. It also uses the KNN
algorithm, with distinct similarity metrics, based
on modified Hausdorff distance, which will be
detailed later.

This whole dataset is the result of the seg-
mentation algorithm. However, to increase the
robustness of the classification, in addition to
the standard segmentation, two other variants
of the segmentation were created. Through pa-
rameterization in our algorithm, we created a
second segmentation more tolerant to noise
than the original, and a third less tolerant to
noise compared to the original. With this, we
were able to combine the data from these three
different segmentation strategies to increase the
robustness of the data, which consequently in-
creased the accuracy of the classification. On
the other hand, the execution time has in-
creased, since all stages are tripled to achieve
a combination of results in the end. This strat-
egy was called combination of segmentations .

Figure 3 Two wings, wing partially photographed

Figure 4 Two wings, contain noise, zoomed out wing
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In the classification, we use the supervised
machine learning KNN algorithm. As a measure
of similarity, the modified Hausdorff distance was
chosen. Since different wing information was ex-
tracted, within the same algorithm, it was possible
to obtain three different approaches, with different
accuracy for genus and species.

To classify a wing, it starts by computing the
modified Hausdorff distance of that wing in rela-
tion to all other training wings in the dataset.
Therefore, the prediction will be the wing belongs
to the same group as the training wing that obtain-
ed the shortest distance, that is, a classification
approach based on “the nearest neighbor.”

The modified Hausdorff distance will deter-
mine which approach will be used, within the
possibilities. Three of them were tested, as
follows.

In the skeleton approach , the information used
is from the step represented by Figure 2i, that is,
the entire skeleton of the wings. This approach is
the most robust and time-consuming; for this rea-
son, the skeleton has been reduced (resized),
achieving a similar accuracy result and reducing
the execution time.

The intersection approach uses the features
extracted in Figure 2j. This approach is the
fastest because it contains a small amount of
data, using only the information from the joint
intersections.

Finally, the hybrid approach performs the dis-
t a n c e o f t h e f e a t u r e s e x t r a c t e d i n
Figure 2j(intersections) in relation to the informa-
tion of the skeleton represented by Figure 2i (com-
plete skeletons). Although the approach requires
different information (the skeletons and the ex-
tracted intersections), the processing cost is re-
duced because each skeleton is associated to a
small amount of data (intersections).

In addition, it is worth mentioning that all three
of these approaches have two other variables,
previously explained, that can be used during the
data extraction: color information and combina-
tion of segmentation approaches .

The first variable might improve the results of
our approaches but it could put an unwanted bias
on the equipment and lighting conditions used
during the photograph of the pictures. The second
consists in using different segmentation ap-
proaches and considering, as the skeletons, for
example, the union or intersection of the segment-
ed images, or, even, produce multiple skeletons to
be used in the next steps. It can improve the results
but it will increase the execution time of the
classification.

Thus, we have three classification approaches
with two optional data extraction variables,
resulting in a total of 12 different possibilities
strategies for classifying the species and genus of
bees.

Figure 5 Broken wing, different color effect

Figure 6 Image too bright in certain parts
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In the next section, we present a summary of
the results achieved with these approaches.

5. RESULTS AND DISCUSSIONS

The identification of bee species to non-
taxonomists scientists is a challenge, given the
enormous variety of bee species around the world
(Michener 2007) and the difficult taxonomy of the
group. There are few specialists and their work
should focus on the description of new species
and taxonomic reviews of larger groups instead of
identifying species to a larger audience (de
Carvalho et al. 2007). This section shows the
results of our segmentation approach, and also
points out their strengths and weakness. There-
fore, we selected three very positive segmentation
results (Figures 3, 4, 5) and two negative ones
(Figures 6, 7).

The wings of Figures 3 and 5 are similar in
appearance but their images have different chal-
lenges in color, position, and noise. As can be
seen, both skeleton results are good and capable
of extracting all features correctly.

Additionally, Figure 4 had even more chal-
lenges. The wing is zoomed out; the image has
excessive noise, and had almost two entire wings.
Nevertheless, the final result was great; the algo-
rithm could recognize the central wing and deliver
a proper feature extraction, even with all the men-
tioned challenges.

Notwithstanding the good results, the proposed
algorithm presented some limitations, especially
with images very dark or very bright such as
Figures 6 and 7. The problem with those images
is that the noise reduction filters were not capable
of dealing with that amount of light, which result-
ed in many improper features extracted. Interest-
ing to note that in both cases the light is projected
from a source that is above the wings, instead of a
source under the wings, in which the light would
pass through the membrane and contrast with the
wing veins. This might be an interesting point to
determine a series of procedures to increase iden-
tification efficiency.

Among the worst results we obtained, we high-
light the image in Figure 7. In it, one can see a big
noise very close to the wing. In this situation, our
algorithm recognized the noise as part of the wing,

Figure 7 A noise object connected to the wing

Table II. Classification results of all approaches to genus and species accuracy

Acc. Without CI With CI Time

Genus Sp. Genus Sp.

With_ SA 0.9314 0.7798 0.9944 0.9601 90X

out IA 0.9126 0.7411 0.8949 0.7732 X

CS HA 0,907 0.7577 0.9712 0.8661 3X

SA 0.9712 0.8329 0.9988 0.969 300X

With IA 0.9524 0.7953 0.9524 0.8539 4X

CS HA 0.9469 0.7953 0.9878 0.9048 12X

CS , combination of segmentation’s strategies; CI , color information; Acc. , accuracy; SA , skeleton approach; IA , intersection
approach; HA , hybrid approach; Time , X time to classify 904 images
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which caused an error in the rotation and resizing
steps. The result was an inadequate segmentation.
The noise in question is probably some dirt that
was mounted with the wing in the microscope
slides used to store these organs.

All things considered, the segmentation ap-
proach fulfilled our expectations, even with the
limitations. Our next time was to classify all the
dataset, using a simple machine learning algo-
rithm (KNN)(Table II).

As we can see in Table II, the results varied
depending on the strategy used, with good accuracy
overall. We obtained 97.1% accuracy for the genus,
and 83.2% for species, which can be increased to
99.8% and 96.9% respectively if the wing color is
used as a classification characteristic. The individ-
uals that were misidentified were always confused
within the same genus, except for 3 individuals out
of 904. The other 25 misidentified individuals were
all confused within the genus, most of it in genera
that still lack taxonomic revision, such as
Austroplebeia and Plebeia , which hold 17 out of
25 misidentifications. So, it is impossible to deter-
mine if problem is in the methodology we used or in
the original identification of the individual. Al-
though some of the analyzed genera can present a
very difficult taxonomy, our analyses here are only
related to corbiculate bees, but the initial results are
very satisfactory. We are now planning to test in
other groups of bees, with greater taxonomic
difficulties.

The group with CS (combination of segmenta-
tion’s approaches) of Table II presented superior
results than the group without CS, due to the
greater volume of data. However, the execution
time was also higher, since the amount of data is
tripled in this group.

In addition, the group with CI (color informa-
tion) from Table II also showed better results than
the group without CI, with even more evidence in
species classifications, because the morphology of
wings of the same genus can be very similar,
which shows the importance of using other fea-
tures. The only caveat is if the dataset has pictures
taken by different cameras, lenses, or lighting,
since in these situations, using color information
may not be beneficial. It opens the possibility of
using the different approaches on different situa-
tions. For example, one can use the color

information only when analyzing specimens in
the laboratory, under most controlled conditions
of image acquisition, and leave the color informa-
tion out of the analysis when using photographs
taken in the field, with live specimens. Although
we did not test, the latter situation is possible using
CO2 and a portable stereomicroscope, as stated by
(Schroder et al. 2002).

According to Table II, the best approach, in
terms of accuracy, was the skeleton approach,
which was expected because a larger volume of
data is used, so much so that the time of this
approach is at least 8 times longer than that of
any other approaches.

However, the approach of the intersections ob-
tained very interesting results for such a low exe-
cution time. It is the fastest approach, and still
achieved a solid accuracy of 91% regarding
gender.

Furthermore, the hybrid approach presented a
surprising result in the group with CS and CI in
Table II, the accuracy of genus and species is quite
high, compared to its low execution time.

Thus, the three approaches proved to be effec-
tive in different situations in the tested sets. It is
also worth mentioning that even the most time
consuming is faster than the time spent in sending
the unidentified individual to a taxonomist. An-
other important point here is the possibility of
accurately identifying most of the tested species
for a broader audience, which is an old demand
(Francoy and Imperatriz-Fonseca2010), leaving
only the most difficult cases for the taxonomist
and freeing their time for more important works. It
is worth mentioning that the term “difficult cases
can be understood in two ways: first, those images
with a lot of noise or with other acquisition prob-
lems that make segmentation process to difficult;
and second, the one that could not be identified by
our classifier mainly due to its similarity with
other species.

A limitation of our tests is the lack of code
optimization, so it is believed that it is possible
to improve the execution times for each of these
approaches.

The measure of time “X ” of Table II was used
just as a matter of comparison between each ap-
proach. It represents the execution time of the
fastest approach.
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6. CONCLUSIONSANDFUTUREWORKS

Our methods presented a great overall result in
segmentation and classification steps, still with
room for improvement. Despite the fact we devel-
oped our approaches to classify bee’s species, the
core of our work could also be used in similar
projects.

Our experiments have shown that the proposed
approach reached an accuracy of 96% for species
and 99% for genus. The works found in our
literature review that achieved greater accuracy
than ours (only six) did not focus on bees.

It is possible to observe, in the related literature
(Santana et al., 2014c), that the image acquisition
procedures usually are very demanding; it is re-
quested a specific background color, low level of
glare, a large occupation area of the main object,
and wings in a preserved state. Considering that,
in real-life conditions, it is rare to attend to these
requirements, we decided to develop a more ro-
bust algorithm able to classify bees, even without
these optimal circumstances.

The strength of our approach is the combina-
tion of segmentation techniques that have been
used. This approach allowed for a very high ac-
curacy, in fact greater than the related works in the
literature, even with the use of an extremely sim-
ple classifier, such as the one used in the present
work. It is worth noting that our dataset (48 spe-
cies from 23 genera) was larger than the sets used
in related works. In addition, our approach is fully
automated, requiring no user interference during
all the processes.

The limitations found in our experiments are
related to images containing a large amount of
noise and images with poor lighting conditions.

We can proceed with this work in at least two
aspects: (1) the use of more sophisticated classi-
fiers in order to improve the accuracy of the
results; (2) with the improvement of segmentation
processes so that noisy images and/or images with
poor light conditions can be better segmented.

A free application is on the list of future devel-
opments, aside from the addition of more genera
and species, in order to create a tool for everyone
interested on bees and their identification, since
there is a growing number of beekeepers and bee
enthusiasts worldwide.
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