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WEAK FORMULATION AND FINITE ELEMENT APPROXIMATION OF

THE NAVIER-STOKES EQUATION WITH FREE SURFACE

EMMANUEL AUDUSSE, GABRIEL R. BARRENECHEA, ASTRID DECOENE, AND PIERRICK QUEMAR

Abstract. In this work we study the numerical approximation of incompressible Navier-Stokes

equations with free surface. The evolution of the free surface is driven by the kinematic boundary

condition, and an Arbitrary Lagrangian Eulerian (ALE) approach is used to derive a weak
formulation which involves three fields, namely, velocity, pressure, and the function describing

the free surface. This formulation is discretised using finite elements in space and a time-

advancing explicit finite difference scheme in time. In fact, the domain tracking algorithm is
explicit: first, we solve the equation for the free surface, then move the mesh according to the

sigma transform, and finally we compute the velocity and pressure in the updated domain. This

explicit strategy is built in such a way that global conservation can be proven, which plays a
pivotal role in the proof of stability of the discrete problem. The well-posedness and stability

results are independent of the viscosity of the fluid, but while the proof of stability for the

velocity is valid for all time steps, and all geometries, the stability for the free surface requires
a CFL condition. The performance of the current approach is presented via numerical results

and comparisons with the characteristics finite element method.

1. Introduction

Free surface flows appear in numerous applications, ranging from phase-change problems [31],
through to coating flows [13], to glacier movement [26] and oceanographics and costal flows [17],
to name just a few. From a mathematical point of view, the modelling of such problems changes
depending on what the application requires. Sometimes surface tension is added, for example in
small scale applications such as air bubbles in water (see, e.g., the discussion given in [27]), while
for larger scale applications such as coastal flows the surface tension can be neglected (see, e.g.
[17]). Regardless of the surface tension, the free surface can be described in terms of the kinematic
boundary condition which, in essence, states that the free surface is advected according to the
velocity of the fluid. This can be done in a completely explicit way, that is, by deforming the free
surface according to the fluid velocity, or it can be done by solving a transport equation.

From qualitative partial differential equation perspective, the incompressible Navier-Stokes
equation with free surface has been analysed in numerous papers, most of them considering infinite
spatial domains, or periodic boundary conditions. In [3] local existence is proven for the problem
considering surface tension and a transport equation for the free surface. The regularity issue
for the transport problem describing the free surface is avoided in [35], where existence results
are proven under milder conditions. Later, in [16] local existence results are proven neglecting
the surface tension. In all these works, the fact the equation contains viscosity is of paramount
importance, thus their results are not applicable to Euler’s equation in a direct way. The fact that
the solution of the Navier-Stokes equations with free surface tends to that of Euler’s equation with
free surface has only recently been proven in [22].

From a numerical perspective, solving the incompressible Navier-Stokes equation with free
surface numerically using, e.g., finite element methods has been the topic of numerous studies,
especially in the computational mechanics perspective, where a vast literature can be found, but
mostly lacking a detailed numerical analysis. Other than the solution of the Navier-Stokes equa-
tion by itself, one main difficulty of the free surface problem lies in the fact that the computational
mesh needs to change in time to be able to follow the evolution of the domain. It is a very well
documented fact that the naive approach of remeshing at each time step is prohibitely expensive.
So, alternative approaches need to be considered. For example, level set methods can be used in
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conjunction with characteristics finite element methods as it has been done, e.g., in [21]. Alter-
natively, a monolithic approach can be followed, where a fully space-time problem is solved, see,
e.g., [1] where some stability results are also obtained for a problem including surface tension.

One of the most popular approaches for flow problems on evolving domains is the Arbitrary
Lagrangian Eulerian (ALE) approach [19, 30]. It consists in defining an arbitrary velocity of
the domain that matches the deformation of its boundaries, allowing for a smooth update of the
mesh at each time step. The finite element method for the ALE formulation of the free surface
has been used in several works. For example, in [23] a characteristics finite element method is
proposed, and analysed under the assumption that the discrete velocity is exactly divergence-free;
in [10] a P1 − iso − P2 element is considered for the velocity while continuous piecewise linear
elements were used for the pressure. Also, in [34, 12] stabilised finite element methods are used
to approximate the Navier-Stokes equations with free surface. Despite the large number of papers
devoted to solving the Navier-Stokes equation with free surface using an ALE formulation, up to
our best knowledge, the papers addressing stability and convergence of the numerical schemes are
not numerous. For example, in [24] and ALE finite element method is analysed for a convection-
diffusion equation, while in [29] the analysis is performed for the linear Stokes equations in a
moving domain.

The purpose of this work is to fill the gap hinted in the last paragraph. More precisely, we
analyse a new finite element method for the Navier-Stokes equations with free surface, without
surface tension. The problem’s unknowns are velocity, pressure, and the position of the free
surface, which is modelled by a transport equation arising from the kinematic condition. The
starting point is to provide a weak formulation for this problem based on the use of the Sigma-
ALE transform [8], and the writing of the convective term in its skew-symmetric way. While this
weak formulation seems to be novel, it is closely related to the one used at the discrete level in [14],
where an interface problem in MHD is considered. Once the weak formulation written, we present
a finite element method and a mesh tracking strategy. The problem is solved in a decoupled
explicit way, where we first approximate the evolution of the free surface by solving a stabilised
finite element problem for the transport equation driving the free surface. Under an appropriate
CFL condition it can be proven that the water depth remains positive, which is at the heart of the
numerical strategy, as this allows us to define the deformed mesh. Then, as a second step a mesh
modification is carried out based on the sigma transform, and finally, the Navier-Stokes equation
is approximated in the deformed domain using the MINI element for the velocity and pressure.
Stability results both for the fluid velocity, and for the free surface are given, under appropriate
CFL conditions.

One important property of the present method, which plays a paramount role in the stability
analysis, is the conservation of the water quantity, a property that is not shared by every numerical
method (in fact, our numerical experiments show that the characteristics method does not preserve
the water quantity). Moreover, if the problem is solved in an explicit way by advecting the free
surface without solving a transport equation, as done in [12], then a careful choice for the normal
vectors needs to be made in order to ensure global conservation (see, e.g., [37]). Up to our best
knowledge, no stability analysis has been done for this latter approach. One possible reason for
this lack of analysis is that advecting the free surface by the velocity can be recast as an explicit
solution of an unstabilised transport equation, while in the stability analysis presented below the
stabilisation term was of paramount importance to prove stability of the free surface.

The rest of the manuscript is organised as follows. The rest of this first section is devoted
to present some notations that will be used throughout and the problem of interest. The weak
formulation of the problem is derived in Section 2. The finite element method is presented in
Section 3, where its conservativity, well-posedness, and stability are proven. Finally, in Section 4 we
present the results of numerous simulations in two- and three-dimensional benchmark problems.

1.1. Notation and the problem of interest. Let us first introduce some notations. We will
use standard notation for Lebesgue and Sobolev spaces, aligned, e.g., with [11], and [15]. For
a general domain Ω, W s,p(Ω) denotes the Sobolev space of real-valued functions defined on the
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domain Ω with distributional derivatives of order up to s ∈ N that belong to Lp(Ω). The asso-
ciated norm is ‖ · ‖s,p,Ω and the seminorm is | · |s,p,Ω. In the case where s = 0, we obtain the
Lebesgue space W 0,p(Ω) = Lp(Ω). The case p = 2 will be distinguished by using the Hilbert space
W s,2(Ω) = Hs(Ω). For simplicity, we denote respectively by ‖ · ‖s,Ω and | · |s,Ω the norm and the
seminorm in Hs(Ω). In the case, s = 0, p = 2, the inner product of L2(Ω) is denoted by (·, ·)Ω

and the corresponding norm by ‖ · ‖0,Ω. The norm of the space of essentially bounded functions
L∞(Ω) is denoted by ‖ · ‖∞,Ω. For the sake of simplicity, for a moving domain Ωt, we use the
following notation: (·, ·)t = (·, ·)Ωt

and the corresponding norm is: ‖ · ‖0,t = ‖ · ‖0,Ωt . The norm
of the space of essentially bounded functions L∞(Ωt) is denoted by ‖ · ‖∞,t. Finally, we do not
make a distinction between norms and inner products of scalar, and vector/tensor-valued functions.

We denote by ∇ the three-dimensional gradient operator and by ∇hor the two-dimensional
gradient operator such that for all f : R3 → R and for all g : R2 → R:

∇f =

(
∂f

∂x
,
∂f

∂y
,
∂f

∂z

)
, ∇hor g =

(
∂g

∂x
,
∂g

∂y

)
.(1)

Furthermore, we denote the three-dimensional divergence operator by div , such that for all f =
(f1, f2, f3) : R3 → R3

div f =
∂f1

∂x
+
∂f2

∂y
+
∂f3

∂z
.(2)

Over a period of time [0, T ], we consider a homogeneous, Newtonian fluid occupying a domain
that varies with time. To define the domain, we consider the following ingredients: a

• ω: a fixed two-dimensional domain;
• Γb := {(x, y, b(x, y)) : (x, y) ∈ ω}: the bottom of the domain; and
• Γs,t := {

(
x, y, η(t, (x, y))

)
: (x, y) ∈ ω}: the free surface.

So, at any time t, the domain Ωt is given by

(3) Ωt =
{

(x, y, z) | (x, y) ∈ ω and b(x, y) < z < η
(
t, (x, y)

)}
,

where

• ω is a fixed two-dimensional domain;
• Γb := {(x, y, b(x, y)) : (x, y) ∈ ω} is the bottom of the domain; and
• Γs,t :=

{(
x, y, η(t, (x, y))

)
: (x, y) ∈ ω

}
is the free surface.

For simplicity we will suppose that ω is a polygon, and that Γb is a polyhedral surface. The
boundary of Ωt is then given by ∂Ωt = Γs,t∪Γl,t∪Γb, where Γl,t is the lateral boundary, considered
to be impervious. We denote by n the unit outward normal vector on ∂Ωt. We distinguish between
the unit normal on the boundary, and the normal vector to the free boundary Γs,t given by

(4) ns,t = (−∇η(t, (x, y)), 1)T ,

so n = 1
‖ns,t‖

ns,t on Γs,t. The fluid’s velocity is denoted by u = (u, v, w) and its pressure is

denoted p. The horizontal component of the velocity (u, v) is denoted by uhor. At the free surface
Γs,t, these velocities are respectively denoted by uhor

|z=η and w|z=η .

Throughout we will denote the physical time space domain

(5) S = ∪t∈(0,T )

{
(t,x), x ∈ Ωt

}
.

We will consider a fluid with constant density ρ = 1 for simplicity, although computations are made
with ρ = 1000 kg/m3. Assuming that the only volumetric force is the gravity given by g = −g ez
and neglecting the surface tension, the fluid motion in Ωt is governed by the incompressible Navier-
Stokes equations:

∂u

∂t
+ (u · ∇

)
u− div σ(u, p) = g, in S ,(6)

divu = 0, in S ,(7)
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where

σ(u, p) = 2νD(u)− pI, D(u) =
1

2

(
∇u +∇uT

)
,

are the total stress and the strain tensors, respectively, and ν is the kinematic viscosity (supposed
constant throughout this manuscript). These equations are completed with the following boundary
conditions:

σ(u, p)n = 0, on Γs,t,(8)

u · n = 0, on Γb ∪ Γl,t,(9)

(σ(u, p)n) · t = 0, on Γb ∪ Γl,t,(10)

and the following kinematic condition at the free surface

(11)
∂η

∂t
= u|z=η · ns,t in ω .

Relation (8) is a dynamic boundary condition at the free surface expressing the continuity of
the normal stress; notice that we have considered a constant atmospheric pressure chosen to be
patm = 0. Equalities (10) and (9) are, respectively, a dynamic and a kinematic boundary condition
at the lateral boundaries and at the bottom, modelling slip-conditions. Note that the present work
can be extended in a straightforward way to the case of friction conditions.

Finally, the kinematic condition (11) reflects the fact that fluid particles on the free surface
remain at the surface. This choice guarantees the global conservation of the water quantity, and
will be exploited at the discrete level. Due to the expression (4) for the normal vector on Γs,t, the
kinematic condition can be rewritten as follows :

(12)
∂η

∂t
+ uhor

|z=η · ∇horη = w|z=η in ω .

In order to contruct our numerical method, (12) is the form of the kinematic condition we will
use. Nevertheless, we will keep in mind the formulation (11) as well.

Finally, the initial conditions for η and u are given by

(13) η(t = 0) = η0 in ω and u(t = 0) = u0 in Ω0 ,

where u0 is divergence-free and satisfies (9).

1.2. The ALE framework. Our numerical strategy is based on a moving mesh that remains
conformal to the free surface at each time step. For that purpose, we use the Arbitrary Lagrangian
Eulerian (ALE) approach, which allows for an arbitrary choice of the mesh movement inside the
fluid domain. The approach can be formulated by defining a fixed reference domain denoted

by Ω̂ and a time dependent mapping between Ω̂ and the moving physical domain. We choose

Ω̂ = ω × (0, 1), although it could for instance be given by the initial domain. We consider that
the domain only moves in the vertical direction; this movement can be arbitrarily defined in the
interior but it must match the movement of the physical boundaries. We define it by means of
the following family of “ALE–Sigma” mappings (see for instance [8]) :

A : R+ × Ω̂ 7→ R3

(t, x̂) 7→ x = (x̂, ŷ, Z(t, x̂)) ,

where x̂ = (x̂, ŷ, ẑ) and Z is a continuous and monotonic function (∂Z/∂z > 0) satisfying
Z(t, (x̂, ŷ, 0)) = b(x̂, ŷ) and Z(t, (x̂, ŷ, 1)) = η(t, (x̂, ŷ)), the latter two conditions ensuring that

A(t, Ω̂) = Ωt for all t ≥ 0. A simple and classical choice for the function Z is the so-called
sigma transform [17, 33, 25], which has been widely used in the atmospheric and oceanographic
communities and is defined as follows :

(14) Z
(
t, (x̂, ŷ, ẑ)

)
=
[
η(t, (x̂, ŷ))− b(x̂, ŷ)

]
ẑ + b(x̂, ŷ).
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We denote At = A(t, ·) the mapping which at time t ≥ 0 associates a point x̂ ∈ Ω̂ to a point
x ∈ Ωt. We define the velocity of the domain, denoted by c, as follows:
(15)

c(t,x) =
∂A

∂t

(
t,A−1

t (x)
)

=

(
0, 0,

∂Z

∂t

(
t,A−1

t (x)
))T

=

(
0, 0,

z − b(x, y)

η(t, x, y)− b(x, y)

∂η

∂t
(t, x, y)

)T
.

Remark 1.1. It is worth remarking that the definition (15) of the mesh velocity c, together with
the kinematic condition (11) imply that u and c are linked as follows:

c · n = u · n on the physical boundaries of the domain.(16)

This is the classical consistency condition for an ALE mapping, ensuring that Ωt = A(t, Ω̂) for
all t ≥ 0.

We introduce the following standard definition of the ALE time derivative

(17)
∂u

∂t

∣∣∣∣
Ω̂

(t,x) =
∂û

∂t
(t,A−1

t (x)) , where û(t, x̂) = u(t,At(x̂)) for x̂ ∈ Ω̂,

and recall the following relation

(18)
∂u

∂t
(t,x) =

∂u

∂t

∣∣∣∣
Ω̂

(t,x) − (c(t,x) · ∇)u(t,x).

With the above notations and assumptions, we derive the following strong form of the free
surface Navier–Stokes equations in the ALE framework:

∂u

∂t

∣∣∣∣
Ω̂

+
(
(u− c) · ∇

)
u− div σ(u, p) = g, in S ,(19)

divu = 0, in S ,(20)

∂η

∂t
+ uhor

|z=η · ∇hor η = w|z=η , on (0, T )× ω ,(21)

with boundary conditions (8), (9), and (10).

2. The weak formulation

In this Section, we introduce a weak formulation of the free surface Navier–Stokes equations
(19)-(21). Using the ALE mapping At we define the spaces where the velocity and pressure are
sought

V(t,Ωt) = {v : S→ R3, v(t, ·) = v̂(t, ·) ◦ Â−1
t , v̂(t, ·) ∈ H1(Ω̂)3},(22)

V0(t,Ωt) = {v ∈ V(t,Ωt), v(t, ·) · n = 0 on Γb ∪ Γl,t ∀t ∈ (0, T )},(23)

Q(t,Ωt) = {q : S→ R, q(t, ·) = q̂(t, ·) ◦ Â−1
t , q̂(t, ·) ∈ L2(Ω̂)}.(24)

The spaces for the test functions are defined in a quasi-static way, for each t ∈ (0, T ), as follows:

V(Ωt) = {v : Ωt → R3, v = v̂ ◦ Â−1
t , v̂ ∈ H1(Ω̂)3},(25)

V0(Ωt) = {v ∈ V(Ωt), v · n = 0 on Γb ∪ Γl,t},(26)

Q(Ωt) = {q : Ωt → R, q = q̂ ◦ Â−1
t , q̂ ∈ L2(Ω̂)}.(27)

The functional space for the free surface is defined on ω and given by:

N(ω) = L∞((0, T ), L2(ω)) ∩ L2((0, T ), H1(ω)).(28)

With these spaces for the velocity, pressure, and free surface, we introduce the weak formulation
to be used throughout: Find (u, p, η) ∈ V0(t,Ωt) × Q(t,Ωt) × N(ω) such that for all (v, q, ψ) ∈
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V0(Ωt)× Q(Ωt)×H1(ω) and almost all t ∈ (0, T ) the following holds

d

dt
(u,v)t + a(u,v) + c(u− c,u,v)− 1

2
(udiv c,v)t − b(v, p) = (g,v)t,(29)

−b(u, q) = 0,(30) (∂η
∂t
, ψ
)
ω

+ (uhor
|z=η · ∇η, ψ)ω = (w|z=η , ψ)ω,(31)

where the forms a(·, ·), b(·, ·) and c̄(·; ·, ·) are defined by

a(u,v) = 2ν
(
D(u),D(v)

)
t
,(32)

b(v, q) = (div v, q)t ,(33)

c(u− c,u,v) =
1

2

[((
(u− c) · ∇

)
u,v

)
t
−
((

(u− c) · ∇
)
v,u

)
t

]
.(34)

One salient feature of this weak problem is the antisymmetry of the form c(·; ·, ·), namely
c(u − c,u,v) = −c(u − c,v,u). This property facilitates the stability analysis greatly (see also
[14] where a finite element method based on a similar rewriting of the convective term was derived
in the MHD context). So, in the next result we justify the fact (29)-(31) is a valid weak formulation.

Theorem 2.1. The weak problem (29)-(31) is a weak formulation for the free surface Navier-
Stokes equation (19)-(21).

Proof. We multiply each equation in (19)-(21) by a test function and integrate on the corresponding
space domain. After integration by parts we obtain the following standard weak form : Find
(u, p) ∈ V0(t,Ωt) × Q(t,Ωt) and η ∈ N(ω) such that for all (v, q) ∈ V0(Ωt) × Q(Ωt), ψ ∈ H1(ω)
and for almost all t ∈ (0, T )∫

Ωt

∂u

∂t

∣∣∣∣
Ω̂

· v dx + c(u− c,u,v) + a(u,v)− b(v, p) = (g,v)t,(35)

−b(u, q) = 0,(36) (∂η
∂t
, ψ
)
ω

+ (uhor
|z=η · ∇η, ψ)ω = (w|z=η , ψ)ω ,(37)

where the convective form c(·, ·, ·) is given by

c(u− c,u,v) =
((

(u− c) · ∇
)
u,v

)
t
.

Then, we use the Reynolds Transport Theorem (see, e.g., [28]) and the fact that the ALE time
derivative of the test function v is zero, to write :∫

Ωt

∂u

∂t

∣∣∣∣
Ω̂

· v dx =

∫
Ωt

∂(u · v)

∂t

∣∣∣∣
Ω̂

dx =

∫
Ωt

∂(u · v)

∂t
+ c · ∇(u · v) dx(38)

=
d

dt

∫
Ωt

u · v dx−
∫

Ωt

(u · v) div c dx.(39)

Replacing (39) in (35) leads to

d

dt
(u,v)t + c(u− c,u,v)− (udiv c,v)t + a(u,v)− b(v, p) = (g,v)t.(40)

Next, the convective term c(·, ·, ·) can be rewritten as follows:

c(u− c,u,v) =
1

2

[((
(u− c) · ∇

)
u,v

)
t

+
((

(u− c) · ∇
)
u,v

)
t

]
.(41)

Integrating by parts on the second term leads to:

c(u− c,u,v) = c(u− c,u,v) +
1

2

(
(u− c) · n,u · v

)
∂Ωt
− 1

2

(
udiv (u− c),v

)
t
.(42)
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Thus, using the last equality, u · n = c · n (cf. Remark 1.1) on ∂Ωt and the fact that u is
divergence-free, the convective term finally reads

c(u− c,u,v) = c(u− c,u,v) +
1

2

(
u div c,v

)
t
.(43)

Replacing (43) in (40) shows that (29) is a rewriting of (35). This concludes the proof. �

3. The finite element method

In this section we present the finite element method for the weak problem (29)-(31). Besides
presenting the overall numerical strategy, we also prove global conservation and stability results.

The time interval (0, T ) is divided into N time steps of length ∆t ∈ R+, and denote tn =
tn−1 + ∆t for n = 1, . . . , N (we do not suppose that the time step ∆t is constant in time, but
we keep the notation ∆t to avoid unnecessary complications). We denote by (unh, p

n
h, η

n
h) the

approximation of (u, p, η) at the time tn (these will belong to finite element spaces defined below).
In this work, we have chosen to decouple the deformation of the domain and the fluid approxi-

mation, and then we adopt the following explicit numerical strategy to track the evolution of the
free surface: given (unh, p

n
h, η

n
h), then

i/ advect the free surface in order to compute ηn+1
h ;

ii/ update the discrete domain to Ωn+1
h through the ALE mapping;

iii/ compute the approximate velocity and pressure (un+1
h , pn+1

h ) on the updated domain.

We start defining the finite element spaces in the reference domain Ω̂, and in ω. Let Ph

be a quasi-uniform simplicial triangulation of the horizontal domain ω, made up of triangles of

diameter at most h, and let T̂h be the triangulation of the reference domain obtained by piling
up the horizontal mesh on Nz layers on the vertical from ẑ = 0 to ẑ = 1, and then dividing each

resulting prism into 3 tetrahedra. In T̂h we define the lowest order mini-element (see [15]), that
is, if for a simplex K ⊆ R3 we define the standard quartic bubble function bK , the finite element
spaces for velocity and pressure are given by

V̂h(Ω̂) =
{
v̂h ∈ C0

(
Ω̂
)3

: v̂h|K̂ ∈
(
P1(K̂)⊕ span{b

K̂
}
)3

, for all K̂ ∈ T̂h

}
,(44)

Q̂h(Ω̂) = {q̂h ∈ C0(Ω̂) : q̂h|K̂ ∈ P1(K̂), for all K̂ ∈ T̂h} .(45)

In addition η is approximated in the following finite element space

(46) Nh(ω) = {ψh ∈ C0(ω) : ψh|κ ∈ P1(κ) , ∀κ ∈ Ph} .

The space Nh(ω) is independent of time, and provides a description of the free surface, as at the
time tn the free boundary Γnh,s is given in terms of the finite element approximation of η, denoted

by ηnh . Using ηnh we define the following discrete ALE mapping Ah,n : Ω̂ 7→ R3 defined as follows:

(47) (x, y, z) = Ah,n(x̂) =
(
x̂, ŷ, (ηnh(x̂, ŷ)− b(x̂, ŷ)) ẑ + b(x̂, ŷ)

)
.

We thus define the approximated domain

(48) Ωnh = Ah,n(Ω̂) .

Notice that the discrete domain Ωnh (defined using the approximated free surface ηnh) does not
coincide with Ωtn (defined using the free surface η(tn, .)). The discrete boundary of the domain
Ωnh is denoted ∂Ωnh and the discrete free surface part is Γnh,s, then ∂Ωnh = Γnh,s ∪ Γnh,l ∪ Γb. The

corresponding norm is, by an abuse of notation, denoted by ‖ ·‖0,n, and the discrete inner product
on the discrete domain Ωnh is denoted by (·, ·)h,n.

Using the mapping Ah,n we also build the corresponding triangulation Tnh of the domain Ωnh

(49) Tnh =
{
Ah,n(K̂) / K̂ ∈ T̂h

}
.

The elements belonging to Tnh have diameters at most h. We will distinguish between h (the three-
dimensional diameter of the tetrahedron), and h only when it is needed. Since the ALE mapping
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Ah,n is affine inside each element of the triangulation T̂h, the elements of Tnh are simplices not
containing any hanging nodes as the time advances.

On the mesh Tnh and using the discrete ALE mapping Ah,n we define the finite element spaces
for velocity and pressure by

Vh(Ωnh) = {vnh : Ωnh → R3, vnh = v̂h ◦ Â−1
h,n, v̂h ∈ V̂h(Ω̂)},(50)

Vh,0(Ωnh) = {vnh ∈ Vh(Ωnh)3 | vnh · n = 0 on Γb ∪ Γnh,l} ,(51)

Qh(Ωnh) = {qnh : Ωnh → R, qnh = q̂h ◦ Â−1
h,n, q̂h ∈ Q̂h(Ω̂)}.(52)

It is a well-known fact (see, e.g., [15]) that these spaces satisfy the discrete inf-sup condition

(53) inf
qnh∈Qh(Ωnh)

sup
vnh∈Vh(Ωnh)

(div vnh , q
n
h)

‖vnh‖1,n‖qnh‖0,n
≥ βn0 ,

with βn0 > 0 for all n ∈ {0, . . . , N}. Even if we do not assume a uniform lower bound for βn0 , (53)
ensures that (58)-(59), introduced below, is well-posed.

Remark 3.1. Reading carefully the proof of the inf-sup condition for the MINI-element given
in, e.g., [15], we can deduce that βn0 > 0, even if it might degenerate if the mesh Tnh becomes
anisotropic (e.g., if the water depth becomes very small). This is, in any case, not a limitation for
the proof of well-posedness of the problem, and for the stability results proven below.

With the previous definitions, we now describe the numerical strategy proposed in this work.
We start with the initial conditions. The initial condition η0

h is chosen as the Lagrange interpolant
of η0. As initial condition for the velocity we choose the Riesz projection of u0; that is, we choose
as u0

h the unique solution of: find (u0
h, χh) ∈ Vh,0(Ω0

h)× Qh(Ω0
h) such that

(∇u0
h,∇vh)h,0 − (χh,div vh)h,0 = (∇u0,∇vh)h,0 ∀vh ∈ Vh,0(Ω0

h) ,(54)

(ξh,divu0
h)h,0 = 0 ∀ ξh ∈ Qh(Ω0

h) .(55)

Once the initial conditions are given, we detail each of the steps of our decoupled strategy.

• For the first step, we discretize in time and space the problem (31) for the free surface
using a first order forward Euler scheme in time and the space Nh(ω). That is, we solve

the following problem: Find ηn+1
h ∈ Nh(ω) such that for all ζh ∈ Nh(ω) the following holds(

ηn+1
h − ηnh

∆t
, ζh

)
ω

+

(
un,hor
h|z=ηn

h

· ∇ηnh , ζh
)
ω

+ snh(ηnh , ζh) =
(
wnh|z=ηn

h

, ζh

)
ω
,(56)

where the stabilization term is given by

snh(ηnh , ζh) =
h∥∥un,hor

h|z=ηn
h

∥∥
∞,ω

(
un,hor
h|z=ηn

h

· ∇ηnh ,u
n,hor
h|z=ηn

h

· ∇ζh
)
ω
.(57)

• The second step reduces to define the mesh and the finite element spaces on the new
domain Ωn+1

h using the discrete ALE mapping as in (47)-(52).
• The third (and final) stage consists in solving the following discrete problem for the velocity

and pressure: Find (un+1
h , pn+1

h ) ∈ Vn+1
h,0 (Ωn+1

h )× Qn+1
h (Ωn+1

h ) such that for all (vh, qh) ∈
Vn+1
h,0 (Ωn+1

h )× Qn+1
h (Ωn+1

h ) the following holds

(un+1
h ,vh)h,n+1 − (unh,v

n+1
h,n )h,n + ∆t

[
cn+1(unh,n+1 − cnh,n+1,u

n+1
h ,vh)

−1

2
(un+1

h div cnh,n+1,vh)h,n+1 + an+1(un+1
h ,vh)− bn+1(vh, p

n+1
h )

]
=(g,vh)h,n+1,(58)

−bn+1(un+1
h , qh) =0,(59)

where the multilinear forms an+1(·, ·), bn+1(·, ·) and cn+1(·, ·, ·) are the corresponding

multilinear forms of (32), (33) and (34) on Ωn+1
h , respectively. For two time steps tm and
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t`, and a function f defined in Ω`h, we denote f `m = f ◦ Ah,` ◦ A
−1
h,m; that is, the function

transported to the domain Ωmh . So, in (58)-(59) we have, in particular

vn+1
h,n = vh ◦Ah,n+1 ◦A−1

h,n , unh,n+1 = unh ◦Ah,n ◦A−1
h,n+1 .(60)

Using a discrete version of (15), the discrete mesh velocity cnh,n+1 is defined on the domain

Ωn+1
h by

cnh,n+1 =

(
0, 0,

ηn+1
h − ηnh

∆t

z − b
ηn+1
h − b

)
,(61)

which is the way it is implemented in (58).

Remark 3.2. It is worth mentioning that one fundamental requirement on the scheme is the fact
that ηn+1

h needs to be strictly larger than b in order to define the deformed domain and mesh (cf.
the definition (47) of the ALE mapping). Assuming that the initial condition η0 satisfies η0 > b,
then up to choosing the time step ∆t small enough, we can always assume that ηn+1

h > b for every
n = 0, ..., N − 1. More precisely, we start noticing that (56) can be rewritten in the following
equivalent way

(62)
(
ηn+1
h − ηnh , ζh

)
ω

= ∆t
{

(unh|z=ηn
h

· nnh, ζh)ω − snh(ηnh , ζh)
}
,

for all ζh ∈ Nh(ω). Let now Φh ∈ Nh(ω) as the unique solution of

(63) (Φh, ζh)ω =
(
unh|z=ηn

h

· nnh, ζh
)
ω
− snh(ηnh , ζh) ,

for all ζh ∈ Nh(ω). Then, (62) and (63) lead to the following (pointwise) expression for ηn+1
h :

(64) ηn+1
h (x, y)− b(x, y) = ηnh(x, y)− b(x, y) + ∆tΦh(x, y) ∀ (x, y) ∈ ω .

Let N be the set of nodes (xi, yi) of the mesh Ph where Φh(xi, yi) < 0. Then, if we assume that

(65) ∆t < min
(xi,yi)∈N

ηnh(xi, yi)− b(xi, yi)
−Φh(xi, yi)

,

then, if ηn > b in ω, thanks to (64) we have that ηn+1
h > b in ω. It is interesting to notice that

(65) is fully computable, as the solution of (63) requires only the inversion of a the mass matrix
of Nh(ω), which is, in terms of computational cost, negligeable in comparison to the deformation
of the domain and the computation of the updated velocity. So, from now on we assume that the
time step ∆t satisfies (65).

We start showing that the discrete problem (58)-(59) is well-posed. We stress that since the
equation (56) for ηn+1

h is an explicit formula relying only on the inversibility of the mass matrix,
then proving that the velocity problem is well-posed gives us an immediate uniqueness result for
the free surface.

Proposition 3.3. The discrete variational form (58)-(59) is well-posed.

Proof. Thanks to the discrete inf-sup stability of the mini-element the proof reduces to showing
that the bilinear form

A(un+1
h ,vh) = (un+1

h ,vh)h,n+1 + ∆t
[
cn+1(unh,n+1 − cnh,n+1,u

n+1
h ,vh)

− 1

2
(un+1

h div cnh,n+1,vh)h,n+1 + an+1(un+1
h ,vh)

]
,

is elliptic. For this we study its three componenents separately. First, an+1(·, ·) is an elliptic
bilinear form thanks to the Körn and Poincaré inequalities (see [11, Theorem 42.10] and [11,
Lemma 3.27], respectively). In addition, for every v ∈ H1(Ω)d we have

cn+1
h (unh,n+1 − cnh,n+1,v,v) = 0 .
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So, to prove the ellipticity of A(·, ·) it only remains to show that

1− ∆t

2
div cnh,n+1 ≥ 0.(66)

Definition (61) for cnh,n+1 gives

(67) 1− ∆t

2
div cnh,n+1 ≥

ηn+1
h +ηnh

2 − b
ηn+1
h − b

≥ 0 ,

thus proving the ellipticity of A(·, ·), and finishing the proof. �

3.1. Mass conservation of the water quantity. This section is devoted to proving that the
sequence of approximations for the free surface generated by (56) preserves the global mass con-
servation. This is equivalent to stating that, once the initial approximation for η0 has been chosen,
the volume of the discrete domain remains constant in time, that is, |Ωnh| = |Ω

n−1
h | = · · · = |Ω0

h|.

Proposition 3.4. Let ηn+1
h ∈ Nh(ω) be a solution of (56). For all n ∈ N, we have the following

global mass conservation result: ∫
ω

ηn+1
h dω =

∫
ω

η0
h dω .(68)

As a consequence |Ωnh| = |Ω
n−1
h | = · · · = |Ω0

h|.

Proof. Taking ζh = 1 ∈ Nh(ω) in (56) we arrive at

(ηn+1
h , 1)ω − (ηnh , 1)ω

∆t
+

(
un,hor
h|z=ηn

h

· ∇ηnh , 1
)
ω

=
(
wnh|z=ηn

h

, 1
)
ω
.(69)

Defining the change of variable

dΓnh,s = ‖nnh,s‖ dω =
√

1 + |∇hor η
n
h |2 dω ,(70)

between ω and Γnh,s, (69) can be rewritten as follows:

(ηn+1
h , 1)ω − (ηnh , 1)ω

∆t
=

∫
Γnh,s

unh|z=ηn
h

·
nnh,s
‖nnh,s‖

dΓnh,s .(71)

Using that unh · n = 0 on ∂Ωnh \ Γnh,s (71) becomes

(ηn+1
h , 1)ω − (ηnh , 1)ω

∆t
=

∫
∂Ωnh

unh · ndS .(72)

The Gauss theorem and the fact that unh satisfies (59) and 1 ∈ Qh(Ωnh) yield

(ηn+1
h , 1)ω − (ηnh , 1)ω

∆t
=

∫
Ωnh

divunhdx = b(unh, 1) = 0 ,(73)

which concludes the proof. �

Remark 3.5. The above result justifies our choice to approximate the free surface using an explicit
method. In fact, for the conservation result to hold it is essential that in the right-hand side of
(71) the normal vector and the velocity are defined at the same time step, in order to be able to
use the discrete incompressibility condition on unh.
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3.2. Stability estimate on the velocity field. In this section we provide a stability result for
the discrete velocity. Its proof relies on two preliminary results. The first one is a simplified
Geometric Conservation Law (GCL) whose proof can be found in [7], while the second one is a
discrete Gronwall inequality, proved originally in [18].

Lemma 3.6. Let f : S→ R be a regular function.Then

(74)

∫
Ωn+1
h

fn+1dx−
∫

Ωnh

fn+1
n dx = ∆t

∫
Ωn+1
h

fn+1div cnh,n+1 dx .

Note that this is a discrete counterpart of the following continuous equation, valid for any
regular function f :

d

dt

∫
Ωt

f dx =

∫
Ωt

∂f

∂t

∣∣∣∣
Ω̂

dx +

∫
Ωt

f div c dx.

The discrete counterpart is ensured whenever the domain velocity c has a zero horizontal compo-
nent.

Lemma 3.7. Let k,B, aj , bj , cj , γj, j = 0, . . . , n, be nonnegative numbers such that

an + k

n∑
j=0

bj ≤ k
n∑
j=0

γjaj + k

n∑
j=0

cj +B, for n ≥ 0.

Suppose that kγj < 1, for all j, and set σj = (1− kγj)−1. Then

(75) an + k

n∑
j=0

bj ≤ exp

k n∑
j=0

σjγj

k
n∑
j=0

cj +B

 , for n ≥ 0.

With these tools we now present the main result for stability of the velocity.

Theorem 3.8. Let unh be the solution of (58)-(59). Then, for every m ∈ {0, . . . , N} the following
stability holds for all ∆t < 1

2

‖umh ‖20,m + ∆t

m∑
n=1

an(unh,u
n
h) ≤ e2T

(
‖u0

h‖20,0 + g2T |Ω0
h|
)
.(76)

Proof. We consider vh = un+1
h in (58) to get to

(un+1
h ,un+1

h )h,n+1 − (unh,u
n+1
h,n )h,n −

∆t

2
(un+1

h div cnh,n+1,u
n+1
h )h,n+1

+ ∆t an+1(un+1
h ,un+1

h ) = ∆t (g,un+1
h )h,n+1.(77)

Applying the Cauchy–Schwarz and Young inequalities we get:

‖un+1
h ‖20,n+1 −

1

2
‖unh‖20,n −

1

2
‖un+1

h,n ‖
2
0,n −

∆t

2
(un+1

h div cnh,n+1,u
n+1
h )h,n+1

+ ∆t an+1(un+1
h ,un+1

h ) ≤ ∆t ‖g‖0,n+1 ‖un+1
h ‖0,n+1.(78)

Next, to treat the term involving the divergence of the mesh velocity we apply (74) with
f = |un+1

h |2 and get to

−∆t

2
(un+1

h div cnh,n+1,u
n+1
h )h,n+1 = −1

2
‖un+1

h ‖20,n+1 +
1

2
‖un+1

h,n ‖
2
0,n ,(79)

which, once inserted in (78) leads to:

1

2
‖un+1

h ‖20,n+1 −
1

2
‖unh‖20,n +

∆t

2
an+1(un+1

h ,un+1
h ) ≤ ∆t

2
‖g‖20,n+1 +

∆t

2
‖un+1

h ‖20,n+1 .(80)

Using the discrete mass conservation (68) the first term in the right-hand side above becomes

‖g‖20,n+1 =

∫
Ωn+1
h

|g|2 dx = g2 |Ωn+1
h | = g2 |Ω0

h| ,(81)
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and then (80) becomes

‖un+1
h ‖20,n+1 − ‖unh‖20,n + ∆t an+1(un+1

h ,un+1
h ) ≤ ∆t g2 |Ω0

h|+ ∆t ‖un+1
h ‖20,n+1 .

Finally, adding for n = 0, . . . ,m− 1 we get

(82) ‖umh ‖20,m + ∆t

m∑
n=1

an(unh,u
n
h) ≤ ‖u0

h‖20,0 + g2T |Ω0
h|+ ∆t

m∑
n=1

‖unh‖20,n ,

and the proof follows using the discrete Gronwall’s inequality given in Lemma 3.7 with γj = 1,

cj = 0, k = ∆t, and B = ‖u0
h‖20,0 + g2T |Ω0

h|. �

Remark 3.9. It is important to mention that the above stability result was obtained without any
assumption on the shape of the domain Ωnh or the regularity of the triangulation Tnh . In fact, Green’s
formulas require the domain to be Lipschitz, but this does not imply that the family {Ωnh} needs
to be uniformily Lipschitz. In addition, the global conservation of the water quantity Lemma 3.4
was of paramount importance. Finally, we remark that this stability result is independent of the
fluid viscosity, which explains why the present numerical strategy also provides satisfactory results
in the inviscid case.

Finally, in the absence of gravity (g = 0), we obtain the following energy estimate, reminiscent
of [14, Proposition 3]:

‖un+1
h ‖20,n+1 ≤ ‖unh‖20,n for n = 0, 1, 2, . . . .

3.3. Stability estimate on the free surface. In this section we show the stability of the ap-
proximation for the free surface given by (56). Throughout this section we will suppose that the
time step satisfies, in addition to (65), the following CFL conditions: There exists a constant
α0 > 0 small enough such that

(83) ∆t ≤ α0

‖unh|z=ηnh ‖∞,ω
h .

In addition, we impose the following inverse CFL condition: There exists C̃ > 0, independent of
h and ∆t, but having the right physical units, such that

(84) h2 ≤ C̃ ∆t .

One technical result we will use is the following: since the mesh Ph is quasi-uniform, the

following global inverse inequality holds (see, e.g., [11, Ch. 12]): there exists cinv > 0 such that

(85) |ψh|1,ω ≤ cinvh
−1‖ψh‖0,ω ∀ψh ∈ Nh(ω) .

Lemma 3.10. Let us suppose that the CFL condition (83) holds with a constant α0 such that

α0 ≤
1

4(1 + c2inv)
,

where cinv is the constant in the inverse inequality (85). Then, the following bound holds for
ηnh ∈ Nh(ω), the solution of (56)

‖ηn+1
h − ηnh‖20,ω ≤ ∆t

[
2 ∆t ‖wnh|z=ηn

h

‖20,ω + snh(ηnh , η
n
h)
]
.(86)

Proof. We take ζh = ηn+1
h − ηnh in (56) to obtain

‖ηn+1
h − ηnh‖20,ω = ∆t

[ (
wnh|z=ηn

h

, ηn+1
h − ηnh)ω −

(
un,hor
h|z=ηn

h

· ∇ηnh , ηn+1
h − ηnh

)
ω

]
−∆t snh(ηnh , η

n+1
h − ηnh) ,(87)

and using the Cauchy–Schwarz’s inequality gives

‖ηn+1
h − ηnh‖20,ω ≤∆t ‖ηn+1

h − ηnh‖0,ω
[
‖wnh|z=ηn

h

‖0,ω + ‖un,hor
h|z=ηn

h

· ∇ηnh‖0,ω
]

+ ∆t
∣∣snh(ηnh , η

n+1
h − ηnh)

∣∣ .(88)
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We next bound the terms on the right-hand side of (88). The norm of the convective derivative
is linked to the stabilisation term as follows:

(89) ‖un,hor
h|z=ηn

h

· ∇ηnh‖20,ω =
‖un,hor

h|z=ηn
h

‖∞,ω
h

snh(ηnh , η
n
h) =

‖un,hor
h|z=ηn

h

‖∞,ω
h

|ηnh |2s.

Replacing (89) in (88) leads to

‖ηn+1
h − ηnh‖20,ω ≤∆t ‖ηn+1

h − ηnh‖0,ω
[
‖wnh|z=ηn

h

‖0,ω +

∥∥un,hor
h|z=ηn

h

∥∥ 1
2

∞,ω

h
1
2

|ηnh |s
]

+ ∆t
∣∣snh(ηnh , η

n+1
h − ηnh)

∣∣ .(90)

It only remains to bound the stabilization term snh(ηnh , η
n+1
h − ηnh). Since snh(·, ·) is symmetric

we can use Cauchy-Schwarz’s inequality and obtain

snh(ηnh , η
n+1
h − ηnh) ≤ snh(ηnh , η

n
h)

1
2 snh(ηn+1

h − ηnh , ηn+1
h − ηnh)

1
2

≤ h
1
2∥∥un,hor

h|z=ηn
h

∥∥ 1
2

∞,ω

|ηnh |s ‖u
n,hor
h|z=ηn

h

· ∇(ηn+1
h − ηnh)‖0,ω,(91)

and then:

snh(ηnh , η
n+1
h − ηnh) ≤ h

1
2 |ηnh |s ‖u

n,hor
h|z=ηn

h

‖
1
2∞,ω ‖∇(ηn+1

h − ηnh)‖0,ω.(92)

Using the inverse inequality (85) on (92) yields:

snh(ηnh , η
n+1
h −ηnh) ≤ cinv h−

1
2 |ηnh |s

∥∥un,hor
h|z=ηn

h

∥∥ 1
2

∞,ω ‖η
n+1
h − ηnh‖0,ω.(93)

We insert (93) in (90) and we have:

‖ηn+1
h − ηnh‖20,ω ≤ ∆t ‖ηn+1

h − ηnh‖0,ω
[
‖wnh|z=ηn

h

‖0,ω

+ h−
1
2 |ηnh |s

[
‖un,hor

h|z=ηn
h

‖
1
2∞,ω + cinv ‖un,hor

h|z=ηn
h

‖
1
2∞,ω
]]
.(94)

Dividing by ‖ηn+1
h − ηnh‖0,ω and squaring yields

‖ηn+1
h − ηnh‖20,ω ≤ ∆t2

[
2 ‖wnh|z=ηn

h

‖20,ω + 2 h−1 |ηnh |2s ‖u
n,hor
h|z=ηn

h

‖∞,ω
[
1 + cinv

]2]
≤ 2 ∆t

[
∆t‖wnh|z=ηn

h

‖20,ω + 2
∆t

h
|ηnh |2s ‖u

n,hor
h|z=ηn

h

‖∞,ω
[
1 + c2inv

]]
.

Hence, an application of the CFL condition (83) and the hypothesis on the size of α0 conclude the
proof. �

We finish this section by the main stability result concerning the free surface.

Theorem 3.11. Let us suppose that (83) and (84) are satisfied, and let ηnh ∈ Nh(ω) be the solution

of (56). Then, for all m ∈ {0, . . . , N} the following stability bound holds: There exists C > 0,
independent of h, ∆t, and m, such that

(95) ‖ηmh ‖20,ω + ∆t

m−1∑
n=1

snh(ηnh , η
n
h) ≤ ‖η0

h‖20,ω +
(
C + |Ω0

h|
)
T + Te2T

(
‖u0

h‖20,0 + g2T |Ω0
h|
)
.

Proof. Taking ζh = ηnh in (56) and using that −un,hor
h|z=ηn

h

· ∇ηnh +wnh = unh ·nnh,s on the free surface

we get

(96) ‖ηn+1
h ‖20,ω − ‖ηnh‖20,ω + 2 ∆t snh(ηnh , η

n
h) = 2 ∆t

(
unh · nnh,s, ηnh)ω + ‖ηn+1

h − ηnh‖20,ω.
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We develop each term in the right-hand side of the last equality. Changing variables it can be
seen that

(97)
(
unh · nnh,s, ηnh)ω =

∫
Γnh,s

unh ·
nnh,s
‖nnh,s‖

ηnhdΓnh,s .

Using that ηnh |Γnh,s = z, Green’s formula, the fact that unh satisfies (59) and that z ∈ Qh(Ωnh), the

conservation of the water quantity, and Young’s inequality, we get(
unh · nnh,s, ηnh)ω =

∫
∂Ωnh

z unh · ndΓnh,s

=

∫
Ωnh

z divunhdx︸ ︷︷ ︸
=0

+

∫
Ωnh

∇z · unhdx

=

∫
Ωnh

wnhdx

≤ |Ωnh|
1
2 ‖wnh‖0,Ωnh

≤ 1

2
|Ω0
h| +

1

2
‖wnh‖20,Ωnh .(98)

Next, to bound the other term on the right-hand side of (96), we start using the CFL conditions
(83) and (84) to reach the following bound:

(99) 2∆t2‖wnh|z=ηn
h

‖20,ω ≤ 2∆t2‖wnh|z=ηn
h

‖2∞,ω|ω| ≤ 2α2
0 |ω|h2 ≤ C ∆t .

Inserting this last bound in Lemma 3.10 we arrive at

(100) ‖ηn+1
h − ηnh‖20,ω ≤ ∆t

{
C + snh(ηnh , η

n
h)
}
,

where the constant C > 0 does not depend on h, or ∆t.
Thus, inserting (98) and (100) in (96) we obtain

(101) ‖ηn+1
h ‖20,ω − ‖ηnh‖20,ω + ∆t snh(ηnh , η

n
h) ≤

(
C + |Ω0

h|
)

∆t+ ∆t ‖unh‖20,n ,
and adding over n = 0, . . . ,m− 1 we arrive at

‖ηmh ‖20,ω + ∆t

m−1∑
n=0

snh(ηnh , η
n
h) ≤ ‖η0

h‖20,ω +
(
C + |Ω0

h|
)
T + ∆t

m−1∑
n=0

‖unh‖20,n

≤ ‖η0
h‖20,ω +

(
C + |Ω0

h|
)
T + T max{‖unh‖20,n : n = 0, . . . ,m− 1} .(102)

The proof is finished by applying Theorem 3.8 to bound the norm of the discrete velocity. �

Remark 3.12. We finish this section by mentioning that restrictions on the mesh and time steps
like (84) have appeared in the past, linked to the stability analysis of stabilised finite element
methods for the Stokes and Navier-Stokes problems (see, e.g., [4, 5, 2]).

4. Numerical results

This section is devoted to test the performance of the present numerical strategy through some
classical benchmarks. All the examples presented here involve a flat bottom and slip or no-slip
boundary conditions on the bottom and on lateral boundaries. The first three examples are posed
in a two-dimensional domain, and for them an analytical approximation of the solution is available.
This approximation will be used as the reference, and the numerical solution will be compared
to it. In addition, in the first example we compare our numerical results to those obtained using
the approach presented in [23] and [9], which is based on a characteristics method in the ALE
frame for the convection of the free surface (and the fluid velocity). The characteristics method
is a well-established first order consistent method for the convection equation, whose numerical
performance in the context of the free surface Navier-Stokes equations has been, so far, stable,
although no rigorous proof of its stability is available, up to our best knowledge. However, as
our numerical experiments also show, this characteristics method fails to preserve the total water
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quantity, while the present method does. The second example is devoted to the propagation of a
nonlinear soliton and the third one to a recirculation process. The final example presents a three
dimensional application. In all the test cases, the time step is chosen in order to satisfy the CFL
condition (83).

4.1. Two-dimensional small amplitude water waves. The first numerical test considers a
sinusoidal free surface profile and a fluid at rest at the initial time. This test has been solved
previously in, e.g., [9]. The density of the fluid is ρ = 103kg · m−3 and the fluid is assumed to
be inviscid; thus, the total energy is preserved and a continuous exchange of potential and kinetic
energy takes place. The computational domain is a closed basin with side L = 10m, equilibrium
water depth H = 10m and constant bottom at z = 0. We denote by η0 the amplitude of the initial
wave (taken in this example to be η0 = 0.1m), and by k = π/L its wave number. The initial free
surface profile is then given by

η0(x) = H + η0 cos (kx) .

In this case the small amplitude wave theory for the linearized equations provides an accurate
approximation of the solution – see for instance [6]. It is defined as follows:

(103)


η(t, x) = H + η0 cos (kx) cos (ωt) ,

u(t, x, z) = ω η0
cosh (kz)
sinh (kH) sin (kx) sin (ωt),

w(t, x, z) = −ω η0
sinh (kz)
sinh (kH) cos (kx) sin (ωt),

with the dispersion relation ω2 = g k tanh (kH). The space step is taken equal to 1m and 0.1m,
and for each of these spatial resolutions, the time step is respectively equal to 0.2s and 0.02s.

Figure 1 depicts the time evolution of a point of the free surface (at abscissa x = 0) computed
with the current method and the method based on characteristics, both compared to the reference
solution given by (103) for the two different space/time meshes. For the coarse mesh (figure on the
left), we observe different behaviors for the current and the characteristic methods. The period
of the oscillations is relatively well captured by both methods, even if it is slightly shortened for
the characteristic method. But the amplitude of the oscillations is quite different : for the current
method, one observes a noticeable but classical decreasing linked to the numerical diffusion of the
method whereas for the characteristic method one first observes an increasing of the amplitude of
the oscillations (and then of the potential energy) which then slightly decreases with time. When
considering a refined mesh, both methods give very similar results and are in good agreement with
the linearized solution.

Figure 1. Time evolution of the computed free surface at x = 0m for ∆t = 0.2
(left) and ∆t = 0.02 (right).
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To showcase the conservativity of the present method we define the relative mass loss of the
fluid as follows

∆M(t) =

∫
ω

(η(x, t))dx∫
ω
η(x, 0)dx

.

Figure 2 shows the relative mass loss during the simulations, where we can observe that, while the
present method preserves the mass up to machine precision, the characteristics method presents a
loss of mass that continuously increases in time (although, as expected, this loss of mass decreases
as the mesh and time steps get finer).

Figure 2. Time evolution of the computed relative total mass loss.

4.2. Two-dimensional solitary wave. The second numerical test considers a non linear wave
that propagates on flat bottom from left to right without deformation, see [36]. The computational
domain is a closed basin with length L = 600m, equilibrium water depth H = 10m and constant
bottom at z = −10m. The density of the fluid is ρ = 103kg ·m−3 and the fluid is assumed to be
non viscous. For moderate amplitude waves, an approximated solution is available, see [20]. This
hydrostatic approximation of the velocity (u,w) and free surface η reads

u(t, x) =
√
gH

η0

H
sech2

(√
3

4

η0

H3
(x− ct)

)

η(t, x) = H

(
1 +

u(t, x)√
gh

)
,

w(t, x, z) =
√

3gH

√
η0

H

z +H

H
sech2

(√
3

4

η0

H3
(x− ct)

)
tanh2

(√
3

4

η0

H3
(x− ct)

)
,

c =
√
g(H + η0) ,

where g = 9.81m· s−2 and η0 = 1m.
We approximate this problem using a space step equal to 1m and a time step equal to 6×10−2s.

In Figure 3 we compare our computed solution with this analytical approximated solution at times
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t = 12s and t = 24s. We observe a good agreement for the position and the amplitude of the
soliton. Some small spurious oscillations are visible on the wake of the soliton wave. It is worth
mentioning that such oscillations also appear in the solution for other numerical methods for this
problem; for example, numerical experiments for using the characteristcs method (not reported
here), also show similar oscillations.

Figure 3. Computed free surface and position of the computed soliton at differ-
ent times.

4.3. Wind induced circulation. The third numerical test considers the flow induced by wind
blowing at the surface of a closed channel, see [36]. The computational domain is a rectangular
channel with length L = 6m, equilibrium water depth H = 10m and constant bottom at z =
0m. The fluid is viscous with a kinematic viscosity coefficient µ = 10m2s−1, and its density is
ρ = 1029kg.m−3. On the lateral boundaries, we consider slip boundary conditions, while on the
bottom a no-slip condition u = 0 is imposed. The flow is initially at rest. At the initial time, the
channel is submitted to a constant wind with (horizontal) velocity uw = 1m.s−1. The force due
to the wind is computed with the formula

τw = ρaK‖uw‖uw, K = 0.05.

For this example we have considered a space step equal to 0.1m and a time step equal to 0.03s.
In the left pannel of Figure 4 we depict the evolution of the free surface through time, where
we can observe that the fluid reaches a steady-state recirculation, which is depicted in its right
pannel. In the cross-section x = 3m, a semi-analytical approximation of the horizontal velocity
can be found in [32], and is given by

(104) u(z) =
τwH

ρν
(3z2 − 4z + 1) .

This semi-analytical approximation is used as a target for comparison. In Figure 5 we depict the
numerical solution and the approximation given by (104), where we can see that both are in good
agreement.

4.4. Three dimensional wave separation. The final test case considered in this paper corre-
sponds to the propagation and the reflection of water waves in a three-dimensional closed basin
(see e.g. [9]). We consider a square basin with side L = 10m and with a water depth at the rest
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Figure 4. Computed free surface at different times (left) and velocity field at
t = 150s (right).

Figure 5. Vertical profile of the horizontal velocity at the center of the domain

H = 1m. The basin is filled by a fluid whose the initial free surface is the Gaussian shape function
of amplitude η0 = 0.5m given by:

η(x, 0) = H + η0 exp
[
− 0.5

(
x− L

2

)2]
.(105)

The peak of the Gaussian function is initially located at the center of the two-dimensional domain
ω. We assume a flat bottom located at z = −H. At the initial time, the velocity field is assumed
to be zero. The density and the viscosity of the fluid are respectively ρ = 103kg · m−3 and
µ = 10−1kg · (m · s)−1. Under the influence of the gravity, water waves are created and propagate
to the extrema of the basin. At time t ≈ 3s, the water waves reflect against the side walls and go
back to the center of the basin.

The simulation of the propagation of the water wave is performed over T = 10s. The reference

mesh T̂3D
h is built by choosing the horizontal space step h and the vertical one ∆z equal to 0.25m.
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The mesh {Tn,3Dh }n=0,··· ,T is built by distributing the vertical layers of T̂3D
h using the ALE-Sigma

transformation. The time step is chosen equal to ∆t = 0.02s. In Figure 6 we depict snapshots of
the free surface at different times, where it can be observed the reflection of the free surface once
it has reached the boundary of the domain. Finally, in Figure 7 we present the time evolution of
the position of the free surface at the center of the bassin for quantitative comparisons.

Initial configuration At time t = 1.s

At time t = 2.s At time t = 3.s

At time t = 4.s At time t = 5.s

Figure 6. Free surface at different times
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Figure 7. Time evolution of the computed free surface at the center of the bassin

Acknowledgements

Large portions of this work have been carried out during the stays of GRB at the Laboratoire
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Paris Nord, 99 avenue J.B. Clément 93430 Villetaneuse, France

Email address: audusse@math.univ-paris13.fr

Department of Mathematics and Statistics, University of Strathclyde, 26 Richmond Street, Glas-

gow, G1 1XH United Kingdom
Email address: gabriel.barrenechea@strath.ac.uk
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