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Abstract. Spiking Neural Networks (SNNs) with spike-based computa-
tions and communications may be more energy-efficient than Artificial
Neural Networks (ANNs) for embedded applications. However, SNNs
have mostly been applied to image processing, although audio applica-
tions may better fit their temporal dynamics. We evaluate the accuracy
and energy-efficiency of Leaky Integrate-and-Fire (LIF) models on spik-
ing audio datasets compared to ANNs. We demonstrate that, for process-
ing temporal sequences, the Current-based LIF (Cuba-LIF) outperforms
the LIF. Moreover, gated recurrent networks have demonstrated superior
accuracy than simple recurrent networks for such tasks. Therefore, we in-
troduce SpikGRU, a gated version of the Cuba-LIF. SpikGRU achieves
higher accuracy than other recurrent SNNs on the most difficult task
studied in this work. The Cuba-LIF and SpikGRU reach state-of-the-
art accuracy, only <1.1% below the accuracy of the best ANNs, while
showing up to a 49x reduction in the number of operations compared to
ANNs, due to the high spike sparsity.

Keywords: SNN · RNN · GRU · speech recognition

1 Introduction

Artificial Neural Networks (ANNs) have shown impressive results in a wide range
of applications such as speech recognition or object detection. However, their
energy consumption limits their use in embedded applications. Spiking Neural
Networks (SNNs) are a promising research direction targeting the reduction of
energy consumption in specialized neuromorphic hardware. SNN computations
and communications closely mimick biological neural networks. Spiking neurons
communicate with pulses (spikes) instead of continuous-valued activations. They
accumulate input spikes in their membrane potential and fire an output spike
when the potential reaches a threshold. Similar to biological neural networks,
SNNs have an inherent temporal dynamics. They integrate spikes over time and
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the network inference is performed over several algorithmic timesteps. There-
fore, SNNs computations are based on accumulate (AC) instead of multiply-
and-accumulate (MAC) operations, which consume more energy [10]. Moreover,
SNN computations can be handled in an event-based manner in neuromorphic
hardware [7], allowing to exploit their natural spike sparsity.

SNNs have been mostly benchmarked on static vision tasks, such as im-
age classification. However, the inference on static data must be decomposed
over several timesteps in order to match the SNN temporal dynamics. More-
over, there is a trade-off between the SNN accuracy and latency (the number of
timesteps used to decompose the SNN inference) [8]. On the other hand, SNNs
have been less considered for audio applications, although their inherent tempo-
ral dynamics may better fit temporal rather than static data. Indeed, the data
are already sequential, which means that the latency is not increased compared
to a processing by a standard ANN. Moreover, spiking neurons have a self re-
currence due to the spike accumulation in the membrane potential over time
which may help learning temporal dependencies. Besides, bio-inspired dynamic
sensors, such as artificial cochleas [2], are a relevant application for SNNs as they
produce data already in the form of spikes. This spiking data can be fed into the
SNNs without pre-processing in order to benefit from the high sparsity and high
temporal resolution of these sensors [13]. Recently, spiking audio datasets based
on a neurophysiology-inspired processing, outputting data in a similar format
than dynamic audio sensors, have been proposed to benchmark SNNs [6, 16].

SNNs for deep learning applications are based on variants of the Leaky
Integrate-and-Fire (LIF) model [1]. For instance, in the Current-based LIF (Cuba-
LIF) model, spikes are integrated into a current variable prior to the membrane
potential. Moreover, artificial neuron models can be used with recurrent topolo-
gies to improve the accuracy on sequential data. In addition, gated recurrent
networks, such as the Long Short-Term Memory (LSTM) [9] and the Gated Re-
current Unit (GRU) [5] models, have been proposed to improve the performance
of simple Recurrent Neural Networks (RNNs).

In this paper, we investigate the performance of LIF and Cuba-LIF models
with recurrent topologies on three spiking audio datasets from a Dynamic Au-
dio Sensor (DASDIGITS [2]) or from a neurophysiology-inspired pre-processing
(SHD and SSC [6]), for digits and single words classification. Moreover, we intro-
duce the Spiking Gated Recurrent Unit (SpikGRU), which is an extension of the
Cuba-LIF with a gate. Finally, we compare the accuracy and energy-efficiency
of the LIF, Cuba-LIF, SpikGRU and ANN models (RNN and GRU). The main
contributions of this paper are summarized as follows:

– We show that, for processing temporal sequences, the Cuba-LIF outperforms
the LIF model by showing higher accuracy for a similar energy-efficiency.

– We propose SpikGRU, a novel spiking gated recurrent model achieving higher
accuracy than other spiking models on the most difficult task (SSC).

– We demonstrate state-of-the-art accuracy compared to previous works using
SNNs on the SHD and SSC datasets, bridging the gap with ANN accuracy,
while showing up to a 49x improvement in energy compared to the GRU.
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2 Related Work

2.1 Leaky Integrate-and-Fire and Current-based Models

The LIF model is commonly used in SNNs for deep learning applications. The
LIF model with a recurrent network topology can be described as:

vlt = β ⊙ vlt−1 +Wvs
l−1
t + Uvs

l
t−1 + bv − vths

l
t−1 (1)

slt = H[vlt − vth] (2)

vlt and slt are vectors corresponding respectively to the membrane potential and
output spikes of neurons from layer l at time t. ⊙ denotes element-wise multi-
plication. Spike firing happens when the membrane potential is superior to the
threshold vth, which corresponds to the Heaviside step function H. After each
spike, vth is substracted from the membrane potential of spiking neurons. The
parameters of the models are Wv and Uv, the weight matrices of feed-forward
and recurrent connections (resp.), and bv, the bias vector. The time constant β
corresponds to an exponential decay of v over time.

Neuron models with more temporal dynamics than the simple LIF model
can achieve superior accuracy for processing temporal data. For instance, recent
works [3, 22,23] show the superiority of the Adaptive LIF (Adapt-LIF) over the
LIF model for speech recognition. Adapt-LIF uses an adaptive threshold with
temporal dynamics (the threshold is increased after each spike fired and decays
exponentially with time). In addition, heterogeneous time constant parameters
learned per neuron (as opposed to fixed for a layer) can improve the learning on
temporal data, allowing the neurons to specialize at different time scales [17].
The Cuba-LIF model is another variant of the LIF introducing an input current
i, which integrates the incoming spikes before transmitting them to v with a
time constant α and parameters Wi, Ui and bi. vlt is thus defined as a linear
combination of its previous state vlt−1 and input ilt. Note that in our work, α and
β time constants of LIF and Cuba-LIF models are defined as vectors (different
constants per neuron) of trainable parameters as in [17]. We use the following
definition of the Cuba-LIF model, similar to [17]:

ilt = α⊙ ilt−1 +Wis
l−1
t + Uis

l
t−1 + bi (3)

vlt = β ⊙ vlt−1 + (1− β)⊙ ilt − vths
l
t−1 (4)

slt = H[vlt − vth] (5)

2.2 Gated Recurrent Networks

RNNs learn temporal dependencies by reusing the information from previous
timesteps due to the recurrent connections. However, their training can be un-
stable due to vanishing and exploding gradient problems, which can prevent the
learning of long-term dependencies [4]. Gated RNNs, such as LSTM and GRU,
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can mitigate these problems. Indeed, the gating mechanism allows to better con-
trol the flow of information over the timesteps and can create temporal short-
cuts which prevent gradient vanishing. Some gated SNNs inspired by the LSTM
model have been proposed [14, 18, 20]. In [20], a LSTM is converted to a spik-
ing version using piece-wise linear counterparts for the activation functions. A
spiking LSTM model that can be directly trained with backpropagation through
time is proposed in [14]. A hybrid analog and spiking LSTM is demonstrated
in [18]. This hybrid network benefits from event-based spike accumulation, but
at the expense of decomposing each LSTM timestep into 128 SNN timesteps.
However, the LSTM model is computationally expensive due to the use of three
gates per unit, which highly increases the number of synaptic operations per
layer compared to a simple RNN. The GRU and its variants demonstrate that
it is possible to achieve similar accuracy with fewer gates per unit [5, 19].

3 SpikGRU: a Spiking Gated Recurrent Unit

We investigate the benefits of gated units in recurrent SNNs by proposing a new
model: SpikGRU (Spiking Gated Recurrent Unit). It is inspired by the current-
based approach of the Cuba-LIF and the gated approach of the Light-GRU [19],
a light version of the GRU model with a single gate. Indeed, SpikGRU can be
seen as an extension of the Cuba-LIF model with an additional gate, z, instead
of the parameter β. z is computed using the incoming spikes and another set of
parameters, Wz, Uz and bz, and is processed with a sigmoid activation function.
The purpose of z is to determine the best combination of the previous state
vlt−1 and the input current (or candidate state) ilt used in the computation of vlt,
similar to the update gate in the Light-GRU. We define SpikGRU as:

ilt = α⊙ ilt−1 +Wis
l−1
t + Uis

l
t−1 + bi (6)

zlt = σ(Wzs
l−1
t + Uzs

l
t−1 + bz) (7)

vlt = zlt ⊙ vlt−1 + (1− zlt)⊙ ilt − vths
l
t−1 (8)

slt = H[vlt − vth] (9)

Fig. 1 illustrates the comparison between the LIF, Cuba-LIF and SpikGRU
models. Unlike other spiking versions of gated networks [14, 20] we did not use
spikes to transmit information between the variables (i, z, v) but instead we
transmit directly the value of the variable, which is continuous (represented as a
floating point value in our simulations). This is similar to the idea of the Cuba-
LIF where v takes i as input, introducing element-wise multiplications instead
of only additions. This increases the accuracy (as there is no discretization of
the information) at the expense of only a small increase in energy consumption.
Indeed, these operations occur only at the neuron level and not at each synapse,
the number of synapses being proportional to the square of the number of neu-
rons in a fully connected topology. Moreover, contrary to LSTM networks, we
use a single gate instead of three, which limits the computational cost of the
model.
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Fig. 1. Recurrent SNN models described in equations (1-9), considering a layer with
input and output size N and omitting biases for clarity. a. LIF. b. Cuba-LIF. c. Pro-
posed SpikGRU.

4 Experiments

4.1 Methods

Datasets and pre-processing. We used three spiking datasets with a clas-
sification task to benchmark our SNN models with different degrees of task
complexity. DASDIGITS [2] corresponds to the recording from a Dynamic Au-
dio Sensor (64 channels) of the TIDIGITS audio dataset. DASDIGITS consists
of 11 classes corresponding to the english digits "one" to "nine" plus "oh" and
"zero", spoken by 111 (resp. 109) individuals for training (resp. testing) samples.
The single digit version of the dataset contains 2,464 training and 2,486 testing
samples. We used the dataset from the CochleaAMS1b sensor and a constant
time bin pre-processing at 200 Hz. We cut the samples after 1.25 s (almost no
spikes are emitted from the sensor after that time) to obtain samples of length
250 timesteps. Therefore, at each timestep, the spike count (number of spikes
produced during the time bin) from each channel is fed to both SNN and ANN
models in order to compare them with the same data pre-processing. SHD and
SSC [6] are created with an audio-to-spiking conversion procedure inspired by
neurophysiology using 700 channels. SHD is a spiking version of the Heidelberg
Digits audio dataset consisting in 20 classes of spoken digits in English and Ger-
man from 12 speakers. It contains 8,156 training and 2,264 testing samples. The
test set contains samples from 2 individuals that are not used in the training set
plus 5% of samples from other speakers. SSC is a more difficult task based on the
Google Speech Command dataset. It contains 35 classes corresponding to 35 en-
glish words (digits, single word commands and auxiliary words). In this dataset,
samples from 1864 individuals are randomly split between training (75,466), val-
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Fig. 2. Sample from the SHD dataset and response from a SNN with 1 recurrent layer.

idation (9,981) and test (20,382) sets. SHD and SSC samples have 1s duration
and spikes are binned at 250 Hz. The obtained spike count is also fed directly to
the models at each of the 250 timesteps.

Training procedure. We use network topologies with 1 or 2 recurrent layers
of 128 units and a readout layer (fully-connected to the last recurrent layer),
as shown in Fig. 2. The readout layer consists of neurons integrating inputs
with a self-recurrence, similar to LIF neurons, without the spiking and resetting
mechanisms. We use this readout layer for all models as it increases the accuracy
compared to a standard fully connected layer, except for the GRU. For the
training with DASDIGITS and SHD, we set 20% and 10% (resp.) of the training
set as validation set. To avoid overfitting on the SHD and SSC datasets, we
introduce noise in the input samples during training using spike jitter across
channels, as in [6,17]. We use the max-over-time loss described in [6], which is the
cross-entropy loss applied on the maximum value of the neurons of the readout
layer over all timesteps. All models are trained with backpropagation through
time using Adam [11] optimizer with a learning rate 0.001 for 200 epochs and a
batch size 128 (512 for SSC). The standard RNN model leads to unstable training
and low accuracy on these tasks. We mitigated theses problems by initializing the
recurrent weight matrices with the identity matrix scaled by a factor (0.5) and
using the Rectified Linear Unit (ReLU) activation function as proposed in [12].
For the SNNs, weights and biases are initialized from a uniform distribution
U(−k−1/2, k−1/2), with k being the input size of the layer. The time constants
α and β are learnable parameters per neuron and initialized at 0.9. During
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training, they are clipped between 0 and 1 to avoid unstable behaviors. The
spiking threshold vth is set to 1. The input currents i and membrane potentials
v are clipped during training as we observe it improves the accuracy. As the
spiking activation function is not differentiable, we define a surrogate gradient
using a piece-wise linear triangular function [15].

4.2 Results and Discussion

Table 1 shows the average accuracy of the SNN and ANN models on the three
datasets with the 1x128 and 2x128 topologies. We compare our results with
previous works on recurrent SNNs on these datasets (except for DASDIGITS
for which we are not aware of other works using similar settings). For all three
tasks, the GRU achieves the best accuracy, except with the 2-layer topology
for SSC and SHD where it is similar to the RNN and Cuba-LIF, respectively.
However, these tasks may be too easy for the GRU. Indeed, the accuracy is not
significantly increased from the 1-layer to the 2-layer topology for DASDIGITS
and SHD compared to spiking models. Moreover, for the SSC task, the GRU
shows a high level of overfitting, which is not entirely solved by the addition of
spike jitter accross input channels. We observe that the RNN trained with the
special settings described in the previous section has similar accuracy than the
GRU on the DASDIGITS and SSC tasks. However, this RNN does not reach
a satisfactory average accuracy on the SHD task, partly due to an unstable
training, as shown by the large confidence interval. It is interesting to note that
spiking RNNs (LIF and Cuba-LIF) do not present such training instability. This
may be due to the self recurrence of spiking neurons that is weighted by a time
constant with value close to (but lower than) 1, which may help preventing
gradient vanishing.

Comparing SNN models, we observe that the accuracy of the LIF is below
the Cuba-LIF on all tasks, up to a 8.4% difference on the SSC task with the
1-layer topology. The 2-layer Cuba-LIF yields 85.5% accuracy on DASDIGITS,
which is <1% below the accuracy of the 1-layer and 2-layer GRU. On SHD, the
2-layer Cuba-LIF achieves 87.8% accuracy, which is superior to the accuracy
of the 1-layer and 2-layer GRU (86.8% and 87.3% resp.). For the more diffi-
cult SSC task, SpikGRU outperforms other spiking models for both topologies.
Indeed, SpikGRU achieves 74.7% (resp. 77.0%) accuracy with 1-layer (resp. 2-
layer) topology, which is only 0.8% (resp. 1.1%) below the best ANN accuracy.
Moreover, all our spiking models show higher accuracy on the SHD task than
the Adapt-LIF in [22], for the same topology and number of timesteps. However,
they use strictly binary inputs, meaning that if there is more than one spike
in the time bin it is considered as 1. On the other hand, we directly used the
spike count. Indeed, the average input sparsity measured on the testset is only
increased from 4.6% to 4.7% (resp. 4.7% to 4.8%) spikes per neuron per timestep
on SHD (resp. SSC) for a pre-processing at 250 Hz. Therefore, the additional
energy consumption is small while the model accuracy is increased as no spikes
are lost. Note that, on SHD and SSC, for a pre-processing with high frequency
(such as 2000 Hz), spike count and binary inputs are equivalent as there is never
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Table 1. Testing accuracy (%) of the spiking (LIF, Cuba-LIF, SpikGRU) and non-
spiking (RNN, GRU) models on the DASDIGITS, SHD and SSC datasets, shown with
the 95% confidence interval. The best accuracy for each topology for spiking and non-
spiking models is highlighted. Results from related works are also indicated.

DASDIGITS SHD SSC

1x128 network
GRU 85.9 ± 1.4 86.8 ± 1.2 75.5 ± 0.2
RNN 85.8 ± 1.4 74.9 ± 3.1 75.3 ± 0.7
LIF 78.3 ± 1.9 80.6 ± 2.0 63.1 ± 0.8
Cuba-LIF 81.1 ± 1.1 83.7 ± 1.3 71.5 ± 0.4
SpikGRU 81.8 ± 1.1 83.7 ± 1.5 74.7± 0.4
Adapt-LIF* [22] - 79.4 -
Cuba-LIF† [6] - 71.4 50.9
Cuba-LIF† [17] - 82.7 60.1

2x128 network
GRU 86.2 ± 1.3 87.3 ± 0.9 77.9 ± 0.3
RNN 84.9 ± 1.4 75.0 ± 7.3 78.1 ± 0.3
LIF 82.7 ± 0.8 85.8 ± 1.7 70.3 ± 1.3
Cuba-LIF 85.5 ± 0.9 87.8 ± 1.1 75.7 ± 0.2
SpikGRU 83.3 ± 1.7 86.4 ± 1.8 77.0 ± 0.4
Adapt-LIF* [22] - 84.4 -
Adapt-LIF [23] - 87.8 74.2‡

* binary inputs. † 2000Hz pre-processing. ‡ 2x400 network.

more than one spike per time bin. Our Cuba-LIF also achieves better accuracy
than the Cuba-LIF from [6,17] on both the SHD and SSC datasets for the same
topology. However, in [6,17], the pre-processing is set at 2000 Hz which results in
2000 timesteps. The higher the number of timesteps, the higher the precision of
the inputs, but also the higher the difficulty of the task. Indeed, it increases the
sequence length, making it harder for recurrent units to retain relevant informa-
tion. The lower accuracy of the Cuba-LIF in [6] can be explained by the fact that
they use fixed time constants per layer [17]. The best results among the previous
works with SNNs on SHD and SSC datasets are demonstrated in [23], also using
a 250 Hz pre-processing. For the same topology their Adapt-LIF network shows
the same accuracy (87.8%) as our Cuba-LIF on SHD. However, in the SSC task,
even with a larger topology (2x400), the accuracy of their Adapt-LIF (74.2%) is
lower than the accuracy of our 2-layer Cuba-LIF (75.7%) and SpikGRU (77.0%).

5 Energy-efficiency

In this section, we compare the energy-efficiency of the previously presented
models based on the total effective number of MAC and AC operations. We did
not translate the MAC and AC operations into their respective energy consump-
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tion because most of the energy consumption of neural networks in specialized
architectures comes from memory accesses associated with arithmetic operations
rather than from the arithmetic operations themselves [10]. However, memory
accesses cannot be predicted only based on the number of arithmetic operations,
as they also depends on data reuse and sparsity exploitation, which are highly
architecture-dependent [21]. Therefore, in the interests of comparing the differ-
ent neuron models, we have ignored the energy associated with memory accesses,
and have used the number of MAC and AC operations as a figure of merit for
energy efficiency.

Spiking models exhibit a high sparsity. On the given tasks, our spiking mod-
els produce on average between 0.06 and 0.21 spikes per neuron per timestep
for processing one sample. The 2-layer Cuba-LIF yields 0.06 spikes per neuron
per timestep on DASDIGITS and SSC, which means that a neuron produces on
average only 15 spikes during the 250 timesteps (or 1 spike every 17 timesteps).
Similarly, the 2-layer SpikGRU achieves 0.09 spikes per neuron per timestep on
SSC. Therefore, the number of operations per sample is highly reduced compared
to an ANN where operations are performed at each timestep. Table 2 indicates
the number of MAC and AC operations per timestep of one layer of the ANN
and SNN models to process a sample. We observe that in ANN models (GRU
and RNN) there are mainly MAC operations (except for the bias of neurons),
while in SNN there are mainly AC operations (and some element-wise multi-
plications). In SNN models, the number of AC is weighted by the activity rate
(spikes per neuron per timestep) of the SNN layers, which decreases (resp. in-
creases) the number of operations if it is inferior (resp. superior) to 1, compared
to an ANN. Note that the Cuba-LIF has similar number of operations than the
LIF. Indeed, the input current variable represents only additional MACs at the
neuron level, which is negligible compared to the operations in the feedforward
and recurrent synaptic connections. On the other hand, the SpikGRU model
increases significantly the number of operations compared to LIF and Cuba-LIF
due to the additional feedforward and recurrent synaptic connections.

Fig. 3 shows the accuracy vs. total effective number of operations (MAC +
AC) per timestep of SNN and ANN models on the three datasets. The number
of operations in the 2-layer Cuba-LIF is decreased by 16x compared to the 1-
layer GRU while the models have similar accuracy on DASDIGITS. On SHD,
the 2-layer Cuba-LIF even slightly outperforms the 1-layer and 2-layer GRU
while reducing by 37x and 49x (resp.) the number of operations. On SSC, the
number of operations in the 2-layer SpikGRU is reduced by 8x (resp. 24x) while
the model yields an accuracy only ≈1% below the accuracy of the 2-layer RNN
(resp. GRU). Compared to the Cuba-LIF on SSC, the SpikGRU model shows
better accuracy but at the expense of 2x the number of operations. Our models
are compared with the Adapt-LIF from [23] using the number of MAC and AC
operations provided in their paper. Our most accurate 2-layer spiking models are
more energy-efficient than the Adapt-LIF. Indeed, the number of operations per
timestep is 8.6k (Cuba-LIF) vs. 11.5k for the SHD task, and 17.6k (SpikGRU)
vs. 28.5k for SSC.
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Table 2. Number of MAC and AC operations per timestep per sample for one layer
of the ANN and SNN models. m and n are respectively input and output size of the
layer. For SNN models, ain and aout are respectively input and output activity rate
(spikes per neuron per timestep) of the layer.

Model Nb MAC Nb AC

GRU 3mn+ 3n2 + 3n 3n
RNN mn+ n2 n
LIF n mn ∗ ain + (n2 + n) ∗ aout + n
Cuba-LIF 3n mn ∗ ain + (n2 + n) ∗ aout + n
SpikGRU 3n 2mn ∗ ain + (2n2 + n) ∗ aout + 2n
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Fig. 3. Accuracy vs. total number of operations (MAC + AC) per timestep for pro-
cessing one sample from the (a) DASDIGITS, (b) SHD and (c) SSC datasets.

6 Conclusion and Perspectives

Our experiments on the DASDIGITS, SHD and SSC datasets demonstrate the
ability of recurrent SNNs to perform classification on sequential data with high
energy-efficiency. The number of operations in the Cuba-LIF and proposed Spik-
GRU models is reduced by up to 49x and 24x (resp.) compared to the GRU, for
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almost the same accuracy (<1.1% below). Moreover, we demonstrate that the
Cuba-LIF model outperforms the LIF model, as it achieves better accuracy for
approximately the same number of operations. In addition, the Cuba-LIF may
also outperform the Adapt-LIF model for these tasks. Indeed, the Cuba-LIF
achieved better accuracy than the Adapt-LIF from previous works, for a similar
model complexity. Moreover, our proposed SpikGRU model shows a high po-
tential to outperform non-gated recurrent SNNs on more difficult tasks, at the
expense of an increased number of operations. However, this must be further
investigated. Indeed, we studied tasks with different degrees of difficulty, due to
the input size and number of classes, but we must also evaluate its ability to
retain longer-term dependencies than the Cuba-LIF using tasks with different
temporal sequence length. Besides, our results show that the number of opera-
tions in SNNs is highly dependent on their spiking activity. However, in our work,
we did not specifically tune the spiking activity of the SNN models. Therefore,
methods to boost sparsity in SNNs will result in further energy savings.
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