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Abstract
Work done in recent years has shown the usefulness of using
automatic methods for the study of linguistic typology. How-
ever, the majority of proposed approaches come from natural
language processing and require expert knowledge to predict ty-
pological information for new languages. An alternative would
be to use speech-based methods that do not need extensive lin-
guistic annotations, but considerably less work has been done in
this direction. The current study aims to reduce this gap, by in-
vestigating a promising speech representation, i-vectors, which
by capturing suprasegmental features of language, can be used
for the automatic characterization of languages. Employing
data from 24 languages, covering several linguistic families, we
computed the i-vectors corresponding to each sentence and we
represented the languages by their centroid i-vector. Analyzing
the distance between the language centroids and phonological,
inventory and syntactic distances between the same languages,
we observed a significant correlation between the i-vector dis-
tance and the syntactic distance. Then, we explored in more de-
tailed a number of syntactic features and we proposed a method
for predicting the value of the most promising feature, based on
the i-vector information. The obtained results, an 87% classifi-
cation accuracy, are encouraging and we envision to extend this
method further.
Index Terms: i-vector, language typology, suprasegmental in-
formation, prosody, syntax

1. Introduction
Languages differ on a variety of levels, and studying these vari-
ations is fundamental in understanding how language is struc-
tured [1, 2]. A lot of effort has been put in defining features
to classify languages at multiple levels: from phonology [3, 4],
morphology and syntax [5] up to semantics [6]. These charac-
terizations of languages are done by expert linguists and have
been collected in several typological databases such as WALS
[7], PHOIBLE [8] or SSWL [9]. However, this documenta-
tion is not complete, as the majority of languages spoken in the
world today still lack description in terms of numerous typolog-
ical features, thus making a general classification of languages
difficult to achieve.

Automatic methods of language typology may help with
this problem by characterising specific aspects of languages ei-
ther based on annotated linguistic features [10] or directly from
a corpus [11, 12]. Such methods can, in turn, learn to predict
missing features [13], or can be used in downstream language-
processing models [14]. Although the bulk of the methods that
have been proposed in the literature are coming from natural

language processing (NLP; see [15] for an overview), there is
also some work done towards speech-based language character-
ization. Those studies include analyses which focus on prosody,
either by performing comparative analyses of dialects [16] and
languages [17] using suprasegmental information, by employ-
ing long-term information for the syntactic description of lan-
guages [18], or even by attempting automatic, signal-based,
prosodic typology [19].

The results of these studies provide evidence that signal-
based approaches, especially those based on prosodic informa-
tion, may be developed to help automatic typology in differ-
ent linguistic areas. We investigate here a promising speech
representation which captures long-term information, i-vectors,
with the goal of aiding the automatic characterization of lan-
guages. The i-vectors, features which are able to represent en-
tire utterances of speech into fixed-dimension representations,
have been shown to capture speaker-specific characteristics, be-
ing initially successfully used in speaker identification applica-
tions [20]. Subsequent studies established that these features
may capture also language specific characteristics, when lan-
guage labels are explicitly given, for the task of language iden-
tification [21, 22]. Moreover, when the input features used for
computing the i-vectors contain prosodic information such as
pitch or intensity, this latter type of information is reflected in
the composition of the i-vectors [23]. More recent work em-
ploying i-vectors for a comparative analysis of dialects [24], has
shown that the i-vector distances between the four investigated
Latvian dialects correlated with their geographic position (and
presumably with the inter-dialect distances, although no objec-
tive evaluation was performed to attest this).

We propose to investigate here whether acoustic distance
between language, based on i-vectors, can be used to predict
various typological distances between languages (Section 3).
For this we employ a large set of languages belonging to sev-
eral linguistic families and we evaluate the method by means of
objective distances based on expert linguistic features. In the
second part of the study, we explore an approach based on pair-
wise language distances to directly predict specific features of
the given languages (Section 4).

2. General methods
2.1. Materials

We used languages from CommonVoice 6.1 to generate our
dataset. This collaborative corpus, an initiative supported by the
Mozilla Foundation1, consists of recordings of people reading

1http://voice.mozilla.org/
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prompts in various languages and environments. 60 languages
were available in the original dataset. We selected utterances
from 24 languages2 to create a balanced dataset, with a total du-
ration of one hour per language, equally split between 60 speak-
ers. A high number of speakers was chosen in order to have a
high within-language variability. Preliminary experiments with
larger training sizes show that one hour was sufficient for our
purposes, while allowing us to employ more languages. The
average number of utterances per language set was 761, with
an average utterance duration of 4.62 seconds. No significant
variance in the number of utterances was observed between lan-
guages.

2.2. Training pipeline

We first extracted Mel frequency cepstral coefficient features
(MFCCs) [25] for all utterances in the 24 languages, with 13
coefficients including energy (related to intensity), along with
double-delta coefficients and pitch information. We then used
these features to train a standard i-vector system on all lan-
guages, using the Kaldi toolkit [26], with 2,046 Gaussians and
i-vectors of dimension 400. In order to maximise the distance
between languages, a transformation matrix based on a Linear
Discriminant Analysis (LDA) was also computed, and applied
to the i-vectors.

Next, we generated i-vector representations for all utter-
ances from our dataset and we calculated the mean i-vector for
each language, averaging over all i-vector representations of the
language. We call these vectors “centroids”.

Finally, we determined the distance between a pair of
languages by computing the Euclidean distance between the
centroids of those two languages (previous work suggesting
that Euclidean distance works best with language i-vectors
[24, 27, 28]). Distances were computed for all possible 276
pairs yielded by the languages in our dataset.

3. Experiment 1 : Estimating language
distances using i-vectors

In this first experiment, we are comparing the i-vector distances
to expert-annotated linguistic distances.

3.1. Linguistic distances

We retrieved the inventory, phonological and syntactic language
vectors from the URIEL database [10], having a size of 28, 158
and 103, respectively. These vectors contain various featural
information belonging to these three linguistic areas (inventory,
phonology and syntax), and were gathered from different typo-
logical databases such as WALS and PHOIBLE. To avoid us-
ing sparse vectors, missing features were predicted following
the method proposed in [13]. We also concatenated, for each
language, the vectors corresponding to the three different cate-
gories of information into one, which we refer to as the “gen-
eral” linguistic vector. Distances between languages were then
derived for each of the 276 language pairs using the cosine dis-
tance, following [10] and [13], for each of the four vectors (three
linguistic areas, one general vector).

2Arabic, Catalan, Czech, Dutch, Welsh, German, English, Spanish,
Basque, Persian, French, Frisian (Netherlands), Italian, Kabyle, Pol-
ish, Portuguese, Russian, Kinyarwanda, Swedish, Tamil, Turkish, Tatar,
Ukrainian and Mandarin (Mainland China)

Figure 1: Visualisation of the centroid language vectors using
multidimensional scaling. Colors indicate the language fam-
ily and shape the language genus as documented in the WALS.
Genuses related to only one language are grouped into the
“other” category.

3.2. Results

We applied multidimensional scaling to the centroid i-vectors to
visualise how the different languages were scattered around the
acoustic space. As shown in Figure 1, the most distinctive lan-
guages of our set such as Mandarin, Tamil and Kinyarwanda are
separate from the other languages. Similarly, languages shar-
ing common roots seem to located in the same places, as is the
case for Russian, Ukrainian, Czech and Polish, or for English,
Swedish, German and Dutch. This qualitative analysis seems to
corroborate the fact that the information present in the i-vectors
may capture some sort of language distance.

We computed the Pearson correlation coefficient between
the i-vector distance scores and the general linguistic vectors
distance scores for all language pairs, as well as its 95% confi-
dence interval using bootstrapping with 9,999 samples. We then
compared it to the correlation obtained when randomly pair-
ing i-vector distances and linguistic distances (for 9,999 times,
by resampling with replacement). The correlation is signifi-
cant when the boundaries of the two confidence intervals do not
overlap. As reported in Table 1, the i-vector distances and the
general linguistic distances were positively correlated, further
supporting the fact that i-vectors encode language information.

We continued our analysis by calculating the correlation
between i-vector distances and each of the three categorical
linguistic distances, in order to gain more knowledge regard-
ing which type of information is captured by the i-vectors. As
presented in Table 1, there was no significant correlation nei-
ther between the phonology distances and the i-vector distances
nor between the inventory distances and the i-vector distances.
The syntactic distances however, yielded a significant positive
correlation with the i-vector distance scores. Because the data-
points in our correlations correspond to language pairs and are
therefore not totally independent from each other, in addition to
computing the random permutations, we also re-ran the analysis
on the syntax and i-vector distances correlation removing each
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Table 1: Correlation scores between the i-vector distances and
each of the general, phonology, inventory and syntax distances.
The median Pearson R value is reported over the bootstrapped
alternative hypothesis along with its 95% confidence interval (*
indicates significance). CI for the random permutation is also
reported.

Pearson R 95% CI Random perm.
95% CI

general 0.52* [0.44, 0.59] [-0.29, 0.34]

phonology 0.34 [0.23, 0.44] [-0.29, 0.36]
inventory 0.22 [0.12, 0.32] [-0.28, 0.35]
syntax 0.55* [0.47, 0.62] [-0.28, 0.33]

time one of the languages (so 23 language pairs). A significant
correlation was obtained every time, suggesting that the initial
results are robust.

4. Experiment 2: Predicting syntactic
features from speech representations

We have seen in Experiment 1 that the distances between the
i-vectors centroids correlate best (among the distances investi-
gated here) with the syntactic distance between language pairs.
In this experiment we would like to determine which are the
syntactic features most correlated with the i-vector distances.
Moreover, we conduct a preliminary investigation into using the
information given by the i-vector distances to predict values for
languages which have not been yet described.

Based on evidence from prosodic phonology [29], show-
ing that prosodic information (the placement of prosodic promi-
nence within phonological phrases) is correlated with the rela-
tive order of heads and complements in a language, and from
speech processing revealing that long-term information (the
shape of the amplitude modulation spectrum) may discriminate
between head-complement and complement-head languages
[18], we focused our analysis on word order features.

4.1. Methods

We chose those word order features from the WALS for which
our languages were represented only by two classes and an op-
tional third class, for “mixed” or “no dominant order”. One of
the two classes was then coded with the value 1, while the other
class with the value 0. In case the optional mixed/no dominant
order class existed, it was coded with the value 0.5. We then
kept only those features which had at least three instances of
languages for each of the two classes (0 or 1). Languages for
which their feature value was not recorded in the WALS, were
marked with a question sign (see Table 2) and were not used to
compute the correlation. The following six features were em-
ployed in this experiment:

• 83A: Order of Object and Verb

• 85A: Order of Adposition and Noun Phrase

• 86A: Order of Genitive and Noun

• 87A: Order of Adjective and Noun

• 90A: Order of Relative Clause and Noun

• 93A: Pos. of Interrogative Phrases in Content Questions

Table 2: The WALS syntactic features employed in this exper-
iment. We used features for which the considered languages
had only two distinct values (coded by 0/1) and, optionally, a
mixed/no dominant order (coded by 0.5). Features missing a
value are coded by a question mark in the table and not used in
the correlation computation. The last column shows the predic-
tion of the feature 90A using the proposed approach.

Lang. WALS features Pred.
83A 85A 86A 87A 90A 93A 90A

ara 0 0 0 0 1 0.5 1
cat 0 0 0 0 1 ? 1
ces 0 0 0.5 1 1 0 1
cmn 0 0.5 1 1 0 0 0
cym 0 0 0 0 1 1 1
deu 0.5 0 0 1 1 1 1
eng 0 0 0.5 1 1 1 1
eus 1 1 1 0 0 0 0.5
fas 1 0 0 0 1 0 1
fra 0 0 0 0 1 1 1
fry 0.5 0 0.5 1 1 1 1
ita 0 0 0 0 1 ? 1
kab 0 0 0 0 1 ? 1
kin 0 0 ? 0 ? 0 0
nld 0.5 0 0 1 1 ? 1
pol 0 0 0 1 1 1 1
por 0 0 0 0 1 ? 1
rus 0 0 0 1 1 1 1
spa 0 0 0 0 1 1 1
swe 0 0 1 1 1 1 1
tam 1 1 1 1 0 0 0
tat 1 1 1 1 0 ? 0.5
tur 1 1 1 1 0 0 1
ukr 0 0 ? 1 1 ? 1

We then determined, for each feature, the distance
(feat dist) between all pairs of languages which had values for
that particular features, by computing the absolute difference
between the value of the two classes. For example, if one class
had the value 0 and the other one value 1, the absolute differ-
ence between them was equal to 1. Thus, languages belonging
to a class always had a difference equal to 0 to the other lan-
guages from the same class, a distance of 1 to the instances of
the other class and a distance of 0.5 to the mixed/no dominant
class elements. The pairwise feat dist for all language pairs was
subsequently correlated to the distance between the centroid of
the i-vectors of the same pairs of languages. The R software
[30] was used to compute the Pearson r correlation coefficient
and to test the significance of the correlation.

Finally, we employed the most promising feature (the one
having the highest correlation to the i-vector distance) to pre-
dict the values of languages, both of those that are described
and of those for which no value is given in the WALS. For the
languages which had values, we proceeded as follows: we re-
placed the original value of the language by either 0, 1 or 0.5
and we recomputed feat dist and its correlation to the i-vectors.
We then considered as the predicted class the one which gave
the highest correlation among the three. Also for the languages
without values in the WALS, an identical procedure was applied
(the only difference is that we actually consider all the pairs
which contain that particular languages, as they were initially
not included due to not having a value for that feature).
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Figure 2: Obtained correlations between the i-vector distances
and the feat dist corresponding to that particular WALS feature.
The error bars represent confidence intervals. The asterisks on
top illustrate the significance level (***, p < 0.001).

4.2. Results

The correlation results between the pairwise distances feat dist
and the i-vector ones are illustrated in Figure 2. We observe
positive low to medium correlations for all the investigated fea-
tures, with a maximum value of 0.45 obtained for the feature
90A. Three of the feature distances, 85A, 86A and 90A reached
significant correlations with the i-vector distances.

We then used the best feature, 90A, to predict the values of
the languages that had values for this feature in the WALS, as
well as for Kinyarwanda, the only language from our set of 24
languages which was missing a value for that feature. These re-
sults are presented in the last column of Table 2. Comparing the
predictions with the values given in the WALS we see that most
languages are correctly predicted. The three languages which
were not correct, belonged to the class 0, with two of them be-
ing classified as mixed/no dominant order. The proposed ap-
proach predicted Kinyarwanda to be a Relative Clause - Noun
language (class 0), similar to the prediction made by [13].

5. Discussion and conclusions
Using an i-vector model of language identification, and rely-
ing on the average representation of each language in our train
set, we were able to compute distances between language pairs.
We found that these languages correlated with the general dis-
tance from [13], based on the concatenation of multiple expert-
annotated linguistic features, at different levels. These results
extend those of [24], by showing that i-vectors encode relevant
information to discriminate also between languages. Moreover,
we evaluated our distances against expert-derived observations,
thus providing robust evidence for the suitability of using i-
vectors and showing their appropriateness for methods for au-
tomatic language characterisation.

One of the main advantage of this approach is that only rela-
tively small amount of speech per language is required (here we
used one hour, but we could probably reduce it further). How-
ever, it is important to have sufficient within-language variabil-
ity in the training set languages (e.g., by increasing the number
of different speakers or recording conditions). An alternative
would be to first train a model on a fixed number of languages
which have enough data, and use it to compute representation
vectors of novel languages with less data. Assuming we have

an adequate amount of data and diversity among the languages
in the training set, it might be possible to compute distances
to new languages with only a few utterances. Finally, whilst
not reported here, we also found a significant, although slightly
weaker, correlation when no Linear Discriminant Analysis was
applied, suggesting that the model can capture language char-
acteristics even in a totally unsupervised fashion.

Having found that the i-vector distances correlated with
general expert-derived linguistic features, we analysed further
whether there were particular levels of linguistics that corre-
lated with this new distance. We looked at three different levels:
inventory, phonology and syntax, and found that the syntax-
derived distances yielded a significant correlation with the i-
vector distances. The fact that the i-vector distances do not cor-
relate with neither inventory nor phonology was surprising but
not unexpected, as previous attempts to take into consideration
phoneme information using i-vectors were done by modeling
phoneme information in a supervised fashion [31, 32]. Fur-
ther analyses will also be required to determine whether the
structure of the employed corpus might have had an effect on
these results. Finally, the fact that syntactic distances correlated
with i-vector distances can be explained by the links between
prosody and syntax (e.g. [29]), the former type of information
being likely captured by our model.

In order to better investigate which syntactic distances
might relate to those captured by i-vector distances, we tested
six word-order features from the WALS. We observed that three
features significantly correlated with our i-vector distances,
with two of them capturing phrase-level word order characteris-
tics. These results are in line with the prosodic phonology the-
ory [29], stating that prosody information may help determine
word order, as well as with the findings of previous speech pro-
cessing studies (e.g. [18]). Finally, we found that our approach
was able to correctly predict the 90A feature for 20 out of the
23 languages for which we had this information, and that the
value it predicted for the only language missing this informa-
tion (Kinyarwanda) was the same as the one predicted by the
method in [13]. These preliminary results are promising in that
they suggest that i-vectors could potentially be used in predic-
tion of missing linguistic features.

We can see multiple applications to using i-vector models
for language characterization. First, their output could be em-
ployed in downstream speech processing tasks, in the same way
as text-based models are used in downstream NLP tasks, for ex-
ample to select which languages to pretrain models from, in the
case of under-resourced speech recognition. Secondly, the pre-
liminary results we obtained on feature prediction are encour-
aging in that such models can bring additional knowledge to be
used in predicting some features, particularly syntactic. Future
work could focus on using these representations along with su-
pervised or unsupervised learning paradigms, rather than with
correlations, for determining specific language features.
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