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Sampled-dataDistributedControl forHomo-directional

LinearHyperbolic SystemwithSpatially SampledState

Measurements ?

XinyongWang a, Ying Tang a, Christophe Fiter a, Laurentiu Hetel a,

aUniv. Lille, CNRS, Centrale Lille, UMR 9189 CRIStAL, F-59000 Lille, France

Abstract

This paper addresses the stability analysis problem for a class of linear hyperbolic systems with distributed controllers sampled
in space and time. First, the considered system is recast in an equivalent form with a continuous time control loop and operators
representing the discretization errors (spatio-temporal sampling errors). Then with the help of the Lyapunov-Razumikhin
approach, the Rε-stability of the proposed linear hyperbolic systems of balance laws is verified via sufficient conditions. At
last, the proposed method is illustrated numerically.

Key words: Linear hyperbolic system, sampled-data control, aperiodic sampling, Lyapunov-Razumikhin function.

1 Introduction

In recent decades, with the widespread use of digi-
tal platforms, sampled-data control has become om-
nipresent [1, 6, 22]. A large number of results have been
obtained concerning the stability and control design
of sampled-data finite dimensional systems [23, 26].
For the moment, the analysis and control of infinite-
dimensional sampled-data systems are very attractive
topics. The mathematical problems are very challenging
and very few results have been obtained [15, 25]. In
this paper we address the distributed sampled-data
control problem for 1-D hyperbolic systems of balance
laws. This class of systems is motivated by various
practical applications, such as road traffic control [4, 10],
chemicals reactions and navigation channels [2]. In
particular in [4], the traffic control of Adaptive Cruise
Control-equipped (ACC-equipped) vehicles leads to the
study of hyperbolic systems with in-domain control.

Roughly speaking, in the literature, there are four basic
methods to deal with the sampled-data control of finite-
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dimensional systems (see the survey paper [14]): discrete
time [18, 34], time-delay [12, 24], Input/Output [13, 28],
hybrid approach [27, 32]. For infinite-dimensional sys-
tems described by partial differential equations (PDEs),
the time-delay method was used for parabolic PDEs [11,
17, 33]. Sampled-data boundary control of 1-D parabolic
systems was considered in [20]. Concerning the sampled-
data hyperbolic PDEs, few results exist in the literature.
Event-triggered boundary control has been developed in
[3, 8]. In [7, 9, 19], boundary sampled-data control via
backstepping approach have been considered. In [35],
a sampled-data observer was created for a hyperbolic
system controlled by a one-dimensional semi-linear wave
equation. In [36], a network-based distributed controller
was designed for the damped semi-linear beam equation.

In summary, the analysis of sampled-data hyperbolic
PDEs is still a wide open problem. In the present
paper, we aim at studying the stability properties
of sampled-data controlled linear hyperbolic systems
with discrete-space measurements. More precisely, we
study the case of first-order hyperbolic system which is
different from [35, 36] where higher-order systems are
considered. We consider that the state-space is divided
into several sub-domains, where sensors provide point
state measurements to the controller. By generalizing
the Input/Output approach [29] used for finite dimen-
sional systems, an equivalent system with two sampling
errors is deduced. We derive sufficient LMI conditions
for the Rε-stability by utilizing appropriate Lyapunov
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Razumikhin technique [21]. This paper is a continuation
of our preliminary results in [37, 38], in which we used
a simplified version of the current method for the case
of hyperbolic systems where the controller is discretized
only in time. Here we extend the approach for controllers
with both time and space discretizations.

The structure of this paper is given as follows. Section 2
presents the system under study and the problem formu-
lation. In Section 3, we give our main results. The system
is first reformulated as a nominal continuous control
loop with perturbations induced by time sampling and
space discretization. Then the main stability theorems
are given. A numerical example is shown in Section 4.
Section 5 concludes the paper. Several useful lemmas as
well as the proof of Theorem 1 and some steps of the
proof of Theorem 2 are given in the appendix.

Notations: N is the set of nonnegative integers from 0
to infinity, R+ is the set of nonnegative reals, Rn is used
to denote the set of n-dimensional Euclidean space with
the norm | · |. L2(0, L) stands for the Hilbert space of
square integrable scalar functions on (0, L) with the cor-
responding norm ‖ · ‖ L2(0,L), defined by ‖ τ ‖ L2(0,L) =√∫ L

0
|τ (x)|2dx. The norm to Sobolev space H1(0, L) is

defined as ‖ τ ‖H1(0,L) =

√∫ L
0

(
|τ (x)|2 + |τ ′ (x)|2

)
dx.

A functional V : H1([0, L];Rn) → R+ is given such
that LV≤C =

{
y ∈ H1([0, L];Rn) : V (y) ≤ C

}
. The

notation W � 0 denotes that W is a symmetric and
negative semidefinite matrix. The symmetric elements
are denoted by ∗ in the symmetric matrix. The identity
matrix is denoted by I and λmin(Θ) and λmax(Θ) are
the minimum and maximum eigenvalues of the matrix
Θ. C0 is the space of continuous functions, whereas C1 is
the space of continuously differentiable functions. d·e is
the ceiling function.

2 System description and problem formulation

2.1 System Description

We consider the linear hyperbolic system (1) given below

∂tz (t, x) + Λ∂xz (t, x) + Γz (t, x)

+ z
N−1∑
i=0

di (x) z (tk, x̄i) = 0,

z(t, 0) = Gz(t, L),∀t ≥ 0,

z(0, x) =z0(x),∀x ∈ [0, L] ,

(1a)

(1b)

(1c)

where z : [0,+∞) × [0, L] → Rn, t ∈ R+, x ∈ [0, L],
Λ = diag {λ1, λ2, ..., λn} with λ1, λ2, ..., λn > 0, G, Γ
and z are real n× n matrices.

Following [11], we assume that N sensors are uniformly
distributed over the interval [0, L]. The location of the

Fig. 1. The system control setup.

sensor is denoted by x̄i, i ∈ {0, · · · , N − 1}, such that
x̄0 = 0, x̄i = x̄i−1 + b̄, i ∈ {1, . . . N − 1} where b̄ =
L/(N − 1). Each sensor is in charge of an interval Ξi =
[xi, xi+1), i ∈ {0, · · · , N − 1} wherexi =

x̄i−1 + x̄i
2

, i ∈ {1, · · · , N − 1},

x0 = 0, xN = L.

(2a)

(2b)

We consider the sampling time instants

0 = t0 < t1 < · · · < tk · · · , lim
k→∞

tk =∞,

the sampling sequence is defined as υ = {tk}k∈N. The
sampling intervals in time is bounded tk+1 − tk ∈ [h, h̄],
and h̄ ≥ h > 0 are the corresponding bounds. The
control setup is schematically presented in Fig. 1. The
plant is a linear hyperbolic system. Each sub-domain
Ξi provides discrete time point measurements of the
state. Then the sampling state z (tk, x̄i) is transferred
to the controller, and the resulting feedback with some
constant gains is further implemented to the hyperbolic
system through a zero-order hold (ZOH). We consider
that a ZOH control is applied using the shape function{

di (x) = 1, x ∈ Ξi,

di (x) = 0, otherwise,
i ∈ {0, · · · , N − 1}. (3)

The shape function is used to obtain a linear combina-
tion of controllers, each controller is responsible for the
control of a region.

The last item in (1a) can be represented as the following
control law

u (t, x) = z
N−1∑
i=0

di (x) z (tk, x̄i) , t ∈ [tk, tk+1) . (4)

Remark 1. To analyze the stability of the closed-loop
system (1)-(4), the compatibility condition: z0(0) =
Gz0(L) is guaranteed by (1b) and (1c).
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Remark 2. Let us discuss the notion of solution used in
the present paper. The system (1)-(4) can be rewritten
as a first order system{

dz(t,·)
dt = Υz (t, ·) + f (z (t, ·)) , t ∈ [tk, tk+1) , k ∈ N,

z(0, ·) =z0(·),

where f(z(t, ·)) = −z
N−1∑
i=0

di (x) z (tk, x̄i), and the oper-

ator Υ is defined by Υz = −Λ∂xz − Γz, with domain

D(Υ) =
{
z ∈ H1([0, L];Rn)

∣∣∣ z(t, 0) = Gz(t, L).
}

The operator Υ generates a stable C0 semigroup (see
the proof of theorem A.1. in [2]). Moreover, we note that
f : H1(0, L) → H1(0, L) is continuously differentiable
for t ∈ [tk, tk+1). If z0 ∈ D(Υ), then according to
Theorem 6.1.5 of [30], there exists a classical solution for
each t ∈ [tk, tk+1), k ∈ N. Therefore, we can construct
a solution by choosing the last value of the previous
sampling interval as the initial condition of the following
sampling interval such that it is continuous at each
sampling instant.

2.2 Problem Formulation

In our paper, we prove Rε-stability defined below.

Definition 1. Rε-stability [31]: Consider positive scalars
R and ε, such that 0 < ε < R, and a candidate Lyapunov
function V : H1([0, L];Rn)→ R+. If for all solutions of
system (1)-(4) with z0(x) ∈ LV <R, the trajectory of the
state z(t, x) converges to LV≤ε as t goes to infinity, then,
system (1)-(4) is Rε-stable from LV <R to LV≤ε.

Remark 3. Intuitively, Definition 1 means that for a
given controller (4) and an arbitrary initial condition
satisfying z0(0) = Gz0(L) in the domain where V < R,
the solution of the system (1)-(4) converges from the
attraction domain (R-neighborhood) to a steady motion
domain (ε-neighborhood), and will never go out.

In this paper, our goal is to provide numerical tools for
analysis of the Rε-stability of the system (1)-(4), while
ensuring some performances in terms of the convergence.

3 Main Result

This section is divided into two parts. First, we represent
the sampled-data system as an continuous time hyper-
bolic PDE. In the equivalent system, spatio-temporal
sampling errors appear in the input as the disturbances.
Secondly, based on the provided model, constructive Rε-
stability criteria are provided.

3.1 System Remodelling

Before going into technical details, we first define two
parameters $ and ϑ, where $ is the time sampling error
$ (t, x) = z (tk, x)−z (t, x), and ϑ is the space discretiza-

tion error ϑ (tk, x) = z (tk, x)−
N−1∑
i=0

di (x) z (tk, x̄i) .

Due to (4), we can rewrite u (t, x) ,∀t ∈ [tk, tk+1) as

u (t, x) =zz (t, x) + z (z (tk, x)− z (t, x))

−z

(
z (tk, x)−

N−1∑
i=0

di (x) z (tk, x̄i)

)
=zz (t, x) + z$ (t, x)−zϑ (tk, x). (5)

According to (5), the closed-loop system (1)-(4) can be
equivalently re-expressed as

∂tz (t, x) + Λ∂xz (t, x) + (Γ + z)z (t, x)

+ z$ (t, x)−zϑ (tk, x) = 0,

∀t ∈ [tk, tk+1), k ∈ N,
z(t, 0) = Gz(t, L),∀t ≥ 0,

z(0, x) = z0(x),∀x ∈ [0, L] .

(6a)

(6b)

(6c)

In (6) the parameter $, as a perturbation input, is the
time sampling induced error which can be expressed by
a sampling υ-dependent operator Jυ:

Jυ :

{
$ (t, x) = (Jυϕ)(t, x) = −

∫ t
tk
ϕ (θ, x) dθ,

∀t ∈ [tk, tk+1) , k ∈ N, x ∈ [0, L] ,
(7)

with ϕ as an auxiliary output for system (6)

ϕ (t, x) =
∂z (t, x)

∂t
,∀t ∈ (tk, tk+1) , x ∈ [0, L] . (8)

The parameter ϑ in (6) is another disturbance input,
which is an error caused by space discretization and can
be handled by the operator E:

E :


ϑ (tk, x) = (Eφ)(tk, x)

=
N−1∑
i=0

di (x)
∫ x
x̄i
φ (tk, ς)dς,

∀x ∈ Ξi, i = 0, ..., N − 1.

(9)

with the function φ as another auxiliary output for
system (6), ∀t ≥ 0, x ∈ (xi, xi+1) , i = 0, ..., N − 1,

φ (t, x) =
∂z (t, x)

∂x
. (10)

3



Fig. 2. Schematic diagram of Rε-stability under Lya-
punov-Razumikhin method.

3.2 Stability Analysis

As follows, our main results and Rε-stability conditions
are given.

Theorem 1 Consider systems (6)-(10) with (2)-(3) and
a candidate Lyapunov function V : H1 ([0, L] ; Rn) →
R+ which is differentiable w.r.t. its argument and V (0) =
0, V (%) > 0,∀% ∈ O \ {0}, where O is the neighborhood
of % = 0. Suppose that along the trajectories of the sys-
tem (6)-(10), the corresponding solution z(t, ·) satisfies

V̇ (z) + 2δV (z) ≤ 0, for some δ > 0, whenever

(i) R > V (z(t, ·)) ≥ max{ε, V (z(tk, ·))/α}, with some
α > 1,

(ii) z(tk, ·) ∈ LV <R.

Then the system is Rε-stable from LV <R to LV≤ε.

The proof of Theorem 1 can be found in the appendix.

Remark 4. In the Lyapunov Razumikhin approach, the
main idea is that it is not necessary to ensure the negative
definiteness of V̇ (z(t, ·)) along all the trajectories of the
system. In fact, it is sufficient to guarantee its negative
definiteness only for the solutions that tend to escape
the neighborhood of V (z(t, ·)) ≤ V (z(tk, ·))/α of the
equilibrium (see Fig. 2). Furthermore, the Razumikhin
method is also adapted here to local, practical stability
from one large open set, to a smaller one, with guar-
anteed exponential decay. Theorem 1 is a generic re-
sult concerning the Rε-stability properties of Lyapunov
Razumikhin functionals. It represents a stepping stone
for Theorem 2 which is our main theoretical result.

Theorem 2 Consider systems (6)-(10) with (2)-(3) and
an initial condition satisfying z0(0) = Gz0(L):

(i) Let λ = min
i∈{1,...,n}

λi. Assume that there exist constants

µ, γ, κ > 0, α > 1 and symmetric positive definite

matrices Θ1 ∈ Rn×n , Θ2 ∈ Rn×n satisfying the
commutativity conditions: ΛΘ1 = Θ1Λ, ΛΘ2 = Θ2Λ and

−Λe−2µLΘ1 +G>ΛΘ1G � 0, (11)

P := U>ΛΘ2U − Ξ � 0 (12)

with

U =
[
Λ−1GΛ Λ−1GΓ− Λ−1ΓG Λ−1Gz− Λ−1zG

]
,

Ξ =

 Λe−2µLΘ2 0n×2n

∗ 02n×2n

 ,
and

M(0) � 0, M(L) � 0, (13)

with M(x) defined for all x ∈ [0, L] as

M(x) =

[
Q(x) S(x)

∗ I

]
, (14)

where

Q(x) =


Ω1(x) e−2µxΘ1z+κe−2µxΘ1 0 0

∗ γI+κe−2µxΘ1 0 0

∗ ∗ Ω2(x) 0

∗ ∗ ∗ Ω3(x)

 ,
(15)

S(x) =

[
e−2µxΘ>1

03n×n

]
, (16)

and

Ω1(x) = e−2µx
[
(z + Γ)

>
Θ1 + Θ1(z + Γ)− κ(α− 1)Θ1

]
,

Ω2(x) = e−2µx
[
Γ>Θ2 + Θ2Γ + βΘ2 − καΘ2

]
,

Ω3(x) = − b̄
2

π2
z>z+κe−2µxΘ2. (17)

(ii) Assume that there exist ε, R ∈ R+ s.t. 0 < ε < R and

γ3h̄
((
|Λ|2 + 2|z|2L2

)
Φ1 +

(
|Γ|2 + 2|z|2L|G|2

)
Φ2

)
≤ (2σ − β)ε− 2δR, (18)

with Φ1 = R
λmin(Θ2)e−2µL ,Φ2 = R

λmin(Θ1)e−2µL , where σ =

µλ, 0 < β < 2σ, δ > 0.

Then the considered system is Rε-stable from LV <R to
LV≤ε for any sampling sequence satisfying tk+1 − tk ∈

4



[h, h̄], with the Lyapunov function defined by

V (z) = V1(z) + V2(z), (19)

with

V1(z) =

∫ L

0

z>e−2µxΘ1zdx, (20)

V2(z) =

∫ L

0

z>x e
−2µxΘ2zxdx. (21)

PROOF. Consider the Lyapunov function (19)-(21). It
can be bounded as follows:

Φ ‖z (t, ·)‖2H1( [0,L] ;Rn) ≤ V (z (t, ·)) ≤ Ψ ‖z (t, ·)‖2H1( [0,L] ;Rn) , (22)

where Φ = min{λmin (Θ1) , λmin (Θ2)}e−2µL,Ψ =
max{λmax (Θ1) , λmax (Θ2)}.

Step 1 : In this step we first show that V defined in (19)
is continuous, so we can proceed to the following steps.
The proof is in the appendix.

Remark 5. Here V1 is used in order to bound z, and V2

is used to deal with the term zx that appears in the
derivative of V1.

Step 2: In this step we study the time derivative of the
function of V (z) defined in (19), and its upper bound is
defined by the following inequality:

V̇ (z) ≤ −2σV1(z)− (2σ − β)V2(z)

+

∫ L

0

η>W (x)ηdx+ γ ‖$ (s, ·)‖2L2( [0,L];Rn) (23)

with σ = µλ, η = [z> $> (∂xz)
> (∂xz(tk, ·))>]>,

A1(x) = e−2µx
[
(z + Γ)

>
Θ1 + Θ1(z + Γ)

]
, A2(x) =

e−2µx
[
Γ>Θ2 + Θ2Γ + βΘ2

]
, A3(x) = −A1(x) +

e−4µxΘ>1 Θ1, and

W (x) =


A3(x) −e−2µxΘ1z 0 0

∗ −γI 0 0

∗ ∗ −A2(x) 0

∗ ∗ ∗ b̄2

π2z>z

 .

A detailed proof of (23) is given in the Appendix.

Step 3: In this step, we show that under the conditions
of Theorem 2, for each sampling interval, V is decaying
with a decay rate 2δ whenever it is greater than a target
level set V (z(tk, ·))/α and a positive invariant level set

ε. This can be more intuitively observed through Fig. 2
and can be expressed as V̇ (z) + 2δV (z) ≤ 0, whenever

{
R > V (z(t, ·)) ≥ max{ε, V (z(tk, ·))/α},
z(θ, ·) ∈ LV <R,∀θ ∈ [tk, t), k ∈ N.

(24a)

(24b)

Let us assume that conditions (24) holds. Since condition
(13) holds, by convexity, we have M(x) � 0, for x ∈
[0, L]. Moreover, by using Lemma 2 in the appendix, we
haveW (x)+κN(x) � 0, for x ∈ [0, L]. Therefore, we get∫ L

0

η>(W (x) + κN(x))ηdx ≤ 0, (25)

with N(x) given in (A.7).

Now, consider t ∈ [tk, tk+1) and a trajectory z satis-
fying (24). Since condition (24a) is satisfied, we have
V (z(t, ·)) ≥ V (z(tk, ·))/α with some α > 1, which can
be rewritten as αV (z(t, ·))− V (z(tk, ·)) ≥ 0. According
to (19) and (21), by simple manipulation we get∫ L

0

η>N(x)ηdx ≥ 0. (26)

According to (25) and (26), we get∫ L

0

η>W (x)ηdx ≤ 0. (27)

And because condition (24b) is satisfied, we have∫ L

0

z>e−2µxΘ1zdx < R, ∀z(θ, ·) ∈ LV <R,∫ L

0

∂xz
>e−2µxΘ2∂xzdx < R, ∀∂xz(θ, ·) ∈ LV <R.

The following inequalities are further derived

‖z (θ, ·)‖2L2([0,L];Rn) <
R

λmin(Θ1)e−2µL ,∀θ ∈ [tk, t],

‖∂xz (θ, ·)‖2L2([0,L];Rn) <
R

λmin(Θ2)e−2µL ,∀θ ∈ [tk, t]. (28)

Using (7), (8) and (28), we can compute the upper bound

‖$ (s, ·)‖2L2([0,L];Rn)

=

∫ L

0

|$ (s, x)|2dx =

∫ L

0

∣∣∣∣∫ t

tk

∂z (θ, x)

∂θ
dθ

∣∣∣∣2dx
=

∫ L

0

∣∣∣∣∫ t

tk

(Λ∂xz (θ, x) + Γz (θ, x) + z ε) dθ|2dx

≤3

∫ L

0

∫ t

tk

(
|Λ|2|∂xz (θ, x)|2 + |Γ|2|z (θ, x) |2

5



+|z|2
∣∣∣∣∣
N−1∑
i=0

di (x) z (tk, x̄i)

∣∣∣∣∣
2
 dθdx, (29)

where ε =
N−1∑
i=0

di (x) z (tk, x̄i). According to (6b),

z (tk, x̄i) = z (tk, x̄i)− z (tk, 0) + z (tk, 0)

=

∫ x̄i

0

∂xz (tk, x) dx+Gz (tk, L)

≤
∫ L

0

|∂xz (tk, x) |dx+Gz (tk, L) . (30)

This inequality corresponds to an upper bound on
the control error due to space discretization. Cauchy-
Schwarz inequality yields

∣∣∣∣∣
N−1∑
i=0

di (x)z (tk, x̄i)

∣∣∣∣∣
2

≤L

∣∣∣∣∣
∫ L

0

|∂xz (tk, x) |dx+Gz (tk, L)

∣∣∣∣∣
2

≤2L
(
‖∂xz (tk, x)‖2 + |G|2 |z (tk, L)|2

)
. (31)

Then by substituting (31) into (29) we have

‖$ (s, ·)‖2L2([0,L];Rn)

≤3

∫ t

tk

(
|Λ|2 ‖∂xz (θ, x)‖2L2([0,L];Rn)

+|Γ|2 ‖z (θ, x)‖2L2([0,L];Rn)

+|z|2
∫ L

0

2L‖∂xz (tk, x)‖2L2([0,L];Rn)dx

+2L|z|2 |G|2 ‖z (tk, L)‖2L2([0,L];Rn)

)
dθ

≤3h̄

((
|Λ|2 + 2|z|2L2

) R

λmin (Θ2) e−2µL

+(|Γ|2 + 2L|z|2|G|2)
R

λmin (Θ1) e−2µL

)
= ω. (32)

This upper bound corresponds to an estimate of the
maximum time sampling error. In addition, since condi-
tion (24a) is satisfied, we have

− 2σV1(z)− (2σ − β)V2(z)

≤− (2σ − β)(V1(z) + V2(z)) < −(2σ − β)ε. (33)

The inequality (33) corresponds to an estimate of the
domain of attraction. Therefore, instituting (27), (32)

and (33) into (23), we have for all t ∈ [tk, tk+1), V̇ (z) <
−(2σ − β)ε+ γω.

Since (18) holds, we have V̇ (z) < −2δR ≤ −2δV (z).

Therefore, we have shown that V̇ (z) + 2δV (z) ≤ 0,
whenever conditions (24) are satisfied.

Step 4: In this step, we show that if z(tk, ·) ∈ LV <R,
then z(t, ·) ∈ LV <R,∀t ∈ [tk, tk+1). Consider z such
that z(tk, ·) ∈ LV <R, assume that ∃ t◦ ∈ (tk, tk+1) s.t.
V (z(t◦, ·)) ≥ R. Let us then call T ◦ the minimum of
such t◦, then ∀t ∈ [tk, T

◦), V (z(t, ·)) < R. Therefore
conditions (24) are going to be satisfied for any t ∈
[tk, T

◦). From step 3, we know that V is going to decrease
during that time interval, either continuously, or until V
reaches below max{ε, V (z(tk, ·))/α} and when it reaches
that region, it never gets back out. Therefore, we have
V (z(T ◦, ·)) < V (z(tk, ·)) < R, which contradicts the
assumption that there exists t◦ ∈ (tk, tk+1) such that
V (z(t◦, ·)) ≥ R.

Summary: From step 3 and step 4, it is clear that V̇ (z)+
2δV (z) ≤ 0 wherever

{
R > V (z(t, ·)) ≥ max{ε, V (z(tk, ·))/α},
z(tk, ·) ∈ LV <R,

(34a)

(34b)

and therefore, the conditions of Theorem 1 are satisfied,
which concludes the proof of Rε-stability. �

Theorem 2 provides constructive conditions for the
analysis of the sampled-data hyperbolic system (6)-(10).

Remark 6. We explain as follows the selection of param-
eters in the previous theorem. For Rε-stability, R is the
domain of attraction for a given Lyapunov function, ε
specifies the positive invariant level set of V . They satisfy
0 < ε < R. In this paper, we can fix R then compute ε or
vice versa. α is a parameter introduced in the Lyapunov-
Razumikhin method to define level sets in which the time
derivative of V (z(t, ·)) should be negative between two
sampling times. We choose it greater than 1 but as small
as possible to reduce the conservativeness of conditions.
µ is related to the decay rate of V1, V2, and 2δ is related
to the decay rate of V . γ, κ, h̄ and b̄ are found by line
search to satisfy the conditions given in Theorem 1. Θ1,
Θ2 can be found by solving the LMIs in (13) and (14).
Due to (18), we adjust γ, β to be the smallest possible
and µ to be the largest possible.

4 Numerical example

Consider system (1)-(4) with

Λ =

[
1.4 0

0 1.4

]
,Γ =

[
2 0.5

−0.5 1

]
,z =

[
9 −0.1

−0.5 8

]
,
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Fig. 3. Time-evolutions of V in open-loop (black dashed line)
and closed-loop (red real line) systems for h̄ = 0.0001 and
b̄ = 0.1.

L = 1, G =

[
0.1 0.02

−0.1 −0.01

]
.

The system is open-loop stable. The controller is added
in order to improve locally the system performance in
terms of reaching time. We apply Theorem 2 in order to
verify the Rε-stability of the closed-loop system with a
sampled-data control for several values of the maximum
sampling interval h̄ with a fixed decay rate 2δ = 0.002
and a fixed space discretization step b̄ = 0.1. Table
1 summarizes the results obtained based on the same
Lyapunov-Razumikhin functional V defined in (19)-(21)
with a fixed R = 30 and

Θ1 = 10−3 ×

[
4.7 0.24

∗ 4.8

]
,Θ2 =

[
1.24 0.74

∗ 0.91

]
.

The parameters β = 0.01, µ = 0.7, κ = 1, γ = 0.02,
α = 1.3 are selected according to Remark 6. First, we
solve the LMI conditions (11)-(13) in order to compute
the matrices Θ1, Θ2. Then we use the linear search
algorithm in order to find the maximum sampling bound
h̄ satisfying (18). The system can be shown to be Rε-
stable up to h̄ = 0.0035. It can be seen that ε linearly
depends on h̄ which is consistent with condition (ii) of
Theorem 2. Fig. 3 illustrates the time evolution of V in
open-loop and closed-loop for h̄ = 0.0001 respectively
with

z0(x) =
[

(1− cos 2πx) sin 2πx (cos 2πx− 1) sin 2πx
]>

.

The closed-loop dynamics (Vclose in Fig. 3) has a
reaching time of t = 0.17s (convergence time to the level
set ε = 0.87), while the reaching time in open-loop is
t = 0.43s.

Table 1
Evaluation of ε for different values of h̄ when R = 30.

h̄|b̄=0.1 0.0001 0.0005 0.0015 0.0025 0.0035

ε 0.87 4.23 12.64 21.04 29.45

5 Conclusion

This paper provided methods for the analysis of dis-
tributed sampled-data control of linear hyperbolic bal-
ance laws under space discretization. By using the
Input/Output approach to sampled-data control and
the Lyapunov-Razumikhin method, sufficient numerical
conditions for the Rε-stability were derived. In the future
we will work on methods for the global exponential
stability analysis of such systems.
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A Some useful Lemmas

Lemma 1. Consider system (1)-(3) with an
initial condition z0 satisfying z0(0) = Gz0(L).
Then ∀t ∈ [tk, tk+1), k ∈ N, ∂xz(t, 0) =
Λ−1GΛ∂xz (t, L) +

(
Λ−1GΓ − Λ−1ΓG

)
z (t, L) +(

Λ−1Gz− Λ−1zG
)
z (tk, L).

PROOF. From (1), the time derivative of the boundary
condition is

∂tz (t, 0) = G∂tz (t, L) ,∀t ∈ [tk, tk+1), k ∈ N. (A.1)
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Combining (1a), (A.1) with (2b), we obtain

∂xz (t, 0) = Λ−1 (−Γz (t, 0)−zz (tk, 0)− ∂tz (t, 0))

=Λ−1 (−ΓGz (t, L)−zGz (tk, L)−G (−Λ∂xz (t, L)

−Γz (t, L)−zz (tk, L)))

=Λ−1GΛ∂xz (t, L) +
(
Λ−1GΓ− Λ−1ΓG

)
z (t, L)

+
(
Λ−1Gz− Λ−1zG

)
z (tk, L) (A.2)

�

Lemma 2. Consider the condition (13) is satisfied. Then

W (x) + κN(x) � 0,∀x ∈ [0, L]. (A.3)

PROOF. According to [5], (14) is equivalent to

Q(x)− S4n×n(x)I−1
n×nS

>
4n×n(x) � 0 (A.4)

where Q(x) and S(x) are defined as (15) and (16). If
(A.4) holds, we have

Q(x)− S̄4n×4n(x)I−1
4n×4nS̄

>
4n×4n(x) � 0 (A.5)

with

S̄(x) =
[
S4n×n(x) 04n×3n

]
.

Then (A.5) can be re-expressed for all x ∈ [0, L] as

W (x) + κN(x) � 0, (A.6)

with W (x) defined in step 2 and

N(x) = e−2µx


(α− 1)Θ1 −Θ1 0 0

∗ −Θ1 0 0

∗ ∗ αΘ2 0

∗ ∗ ∗ −Θ2

 . (A.7)

�

B Proof of Theorem 1

PROOF. During a sampling interval [tk, tk+1) with
initial state z(tk, ·):

(1) If V (z(tk, ·)) ≤ ε, V (z(t, ·)) will remain in ε

during [tk, tk+1). Otherwise, we will have V̇ (z) >
0 > −2δV (z) at some point when V (z(t, ·)) ≥
ε ≥ V (z(tk, ·))/α, which would contradict the
proposition in Theorem 1.

(2) If R > V (z(tk, ·)) ≥ ε:
(a) We have V (z(t, ·)) ≤ V (z(tk, ·)) during

[tk, tk+1). Otherwise, we will have V̇ (z) >
0 > −2δV (z) at some point when V (z(t, ·)) ≥
V (z(tk, ·)) ≥ V (z(tk, ·))/α, which would contradict
the proposition in Theorem 1.

(b)We can further show that

V (z(t, ·)) ≤ max{ε, V (z(tk,·))
α , e−2δ(t−tk)V (z(tk, ·))} (B.1)

during [tk, tk+1). In the following, we will discuss
two possibilities in case (b):

(b1) If there exists t′ ∈ [tk, tk+1) such
that V (z(t′, ·)) = max{ε, V (z(tk, ·))/α}. If

t ∈ [tk, t
′), V̇ (z) + 2δV (z) ≤ 0 holds, and we

have V (z(t, ·)) ≤ e−2δ(t−tk)V (z(tk, ·)),∀t ∈ [tk, t
′).

Otherwise, we will have V̇ (z) > 0 > −2δV (z)
at some point when V (z(t, ·)) ≥ V (z(tk, ·))/α,
which would contradict the proposition in
Theorem 1. If t ∈ [t′, tk+1), V (z(t, ·)) cannot
go back above max{ε, V (z(tk, ·))/α}, otherwise,
according to the same principle, it would contradict
the proposition in Theorem 1, then we have
V (z(t, ·)) ≤ max{ε, V (z(tk, ·))/α},∀t ∈ [t′, tk+1).
So, over the whole sampling interval t ∈ [tk, tk+1),
we can get inequality (B.1).

(b2) When V (z(t, ·)) > max{ε, V (z(tk, ·))/α},∀t ∈
[tk, tk+1), since V̇ (z) + 2δV (z) ≤ 0, we have
V (z(t, ·)) ≤ e−2δ(t−tk)V (z(tk, ·)). Then it is not
hard to get (B.1).

Now, let us consider z(tk, ·) ∈ LV <R, t ∈
[tk, tk+1), k ∈ N. We have

V (z(t, ·))
≤ max{ε, V (z(tk, ·))/α, e−2δ(t−tk)V (z(tk, ·))}
= max{ε, ξV (z(tk, ·))}, (B.2)

with ξ = max{1/α, e−2δ(t−tk)} ≤ 1, then

V (z(tk, ·)) ≤ max{ε, ζV (z(tk−1, ·))}, (B.3)

with ζ = max{1/α, e−2δh} < 1, ∀k ∈ N\{0}, where
h is the lower bound of the sampling interval.

By recursion, if z(t0, ·) ∈ LV <R, ∀k ∈ N we have

V (z(tk, ·)) ≤ max{ε, ζ max{ε, ζV (z(tk−2, ·))}}
≤ max{ε, ζε, ζ2V (z(tk−2, ·))}
≤ max{ε, ζ2V (z(tk−2, ·))}
≤ · · ·
≤ max{ε, ζkV (z(t0, ·))}. (B.4)
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Then combining (B.2) and (B.4), we get that

V (z(t, ·)) ≤ max{ε, ξmax{ε, ζkV (z(t0, ·))}}
= max{ε, ξε, ξζkV (z(t0, ·))}
= max{ε, ζkV (z(t0, ·))} = ε (B.5)

when k is large enough. Therefore, ∃ tk ≥
0, z(t, ·) ∈ LV≤ε,∀ t ≥ tk (k = dlogζ

ε/V (z(t0, ·))e),
which define the proof of Rε-stability. �

C Proof of Step 1 and Step 2 in Theorem 2

Proof of Step 1:

(1) Since z(t, x) is continuous with respect to t for all
t ∈ [tk, tk+1), k ∈ N, and continuous at sampling
instants by construction (see Remark 2) , then V1

is continuous for all t ≥ 0.
(2) From system (1) and (4), we can get

zx (t, x) =Λ−1(−zt (t, x)− Γz (t, x)

−z
N−1∑
i=0

di (x) z (tk, x̄i)), (C.1)

for all t ∈ [tk, tk+1), k ∈ N. Since all the terms on
the right of the equation (C.1) are continuous in t
on (tk, tk+1), ∀k ∈ N, then zx(t, x) and thus V2 are
also continuous in t for all (tk, tk+1), k ∈ N.

Now we consider the time interval [tk, tk+1), for
some k ∈ N and an initial condition zk(x). The
solution of (1) is defined as z(t, x) on the time
interval [tk, tk+1), and is such that z and zx are both
C0 in t ∈ [tk, tk+1).

Next, we prolong the solution to C1 in t on
[tk, tk+1]. We denote y(t, x) the solution on [tk, tk+1]
with initial condition zk(x). y(t, x) and yx(t, x) are
C0 in t on [tk, tk+1]. We get on [tk, tk+1){

z(t, x) = y(t, x),

zx(t, x) = yx(t, x).
(C.2)

Then the left limit can be calculated as

lim
t→t−

k+1

zx (t, x) = lim
t→t−

k+1

yx (t, x) = yx (tk+1, x) .

For the next time interval [tk+1, tk+2), we set the
initial condition zk+1(x) = y(tk+1, x). Then the
solution z(t, x) of system (1) on [tk+1, tk+2) has
zx(t, x) is C0. Therefore,

lim
t→t+

k+1

zx (t, x) = zx (tk+1, x) = yx (tk+1, x) .

In conclusion, we can see that by construction,
zx(t, x) is continuous in t at time instant tk+1.
Similarly, we can show that the function zx(t, x) is
continuous at all sampling instants, which shows
both the continuity of zx(t, x) with respect to time
for all t ≥ 0 and the continuity of V2.

Proof of Step 2: Thanks to commutativity condition:
ΛΘ1 = Θ1Λ, we first compute the time derivative of
V1(z) along the solutions to (6)-(10),∀t ∈ [tk, tk+1),

V̇1(z) =

∫ L

0

(
∂tz
>e−2µxΘ1z + z>e−2µxΘ1∂tz

)
dx

=

∫ L

0

(
(−Λ∂xz − (z + Γ)z −z$)

>
e−2µxΘ1z

+ (zϑ )
>
e−2µxΘ1z + z>e−2µxΘ1zϑ

+z>e−2µxΘ1 (−Λ∂xz − (z + Γ)z −z$)
)
dx

=

∫ L

0

−∂x
[
z>Λe−2µxΘ1z

]
dx

+

∫ L

0

(
−z>(z + Γ)

>
e−2µxΘ1z

+ (zϑ)
>
e−2µxΘ1z + z>e−2µxΘ1zϑ

− z>e−2µxΘ1(z + Γ)z − z>e−2µxΘ1z$
−2µz>Λe−2µxΘ1z −$>z>e−2µxΘ1z

)
dx

= zT (·, L)
(
−Λe−2µLΘ1 +G>ΛΘ1G

)
z (·, L)

+

∫ L

0

(
−z>

(
(z + Γ)

>
e−2µxΘ1

+e−2µxΘ1(z + Γ)
)
z

+ (zϑ)
>
e−2µxΘ1z + z>e−2µxΘ1zϑ

−$>z>e−2µxΘ1z − z>e−2µxΘ1z$
)
dx

− 2µ

∫ L

0

z>Λe−2µxΘ1zdx. (C.3)

In order to get the time derivative of zx in V2, we refer to
the original system (1). Since z : [0,+∞)× [0, L]→ Rn
has consecutive partial derivatives in [0,+∞) × [0, L],
according to Schwartz’s theorem ([16]) we can obtain

∂xtz (t, x) =∂txz (t, x) = −Λ∂xxz (t, x)

− Γ∂xz (t, x) ,∀t ∈ (tk, tk+1). (C.4)

Using Lemma 1 in the appendix and commutativity con-
dition: ΛΘ2 = Θ2Λ, the time derivative of V2(z) along
the solutions to (A.2) and (C.4), ∀t ∈ [tk, tk+1) , k ∈ N
is shown as follows

V̇2(z) = Z>PZ − 2µ

∫ L

0

∂xz
>Λe−2µxΘ2∂xzdx

+

∫ L

0

(
−∂xz>

(
Γ>e−2µxΘ2 + e−2µxΘ2Γ

)
∂xz
)
dx.

(C.5)
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where Z =
[
(∂xz (·, L))

>
z> (·, L) z> (tk, L)

]>
,

P is defined in (12). Adding and substracting

γ‖$ (s, ·)‖2L2( [0,L];Rn) to (C.3) and β
∫ L

0
z>x e

−2µxΘ2zxdx

to (C.5) for some γ > 0, β > 0, and using conditions
(11) and (12) we have

V̇ (z) =V̇1(z) + V̇2(z)

≤
∫ L

0

(
−z>A1(x)z −$>zT e−2µxΘ1z

+ (zϑ)
T
e−2µxΘ1z + z>e−2µxΘ1zϑ

−z>e−2µxΘ1z$ − γ$>$
)
dx

− 2σV1(z) + γ ‖$ (s, ·)‖2L2( [0,L];Rn)

+

∫ L

0

(
−∂xz>A2(x)∂xz

)
dx− 2σV2(z)

+ β

∫ L

0

z>x e
−2µxΘ2zxdx. (C.6)

withA1(x) = e−2µx
[
(z + Γ)

>
Θ1 + Θ1(z + Γ)

]
,A2(x) =

e−2µx
[
Γ>Θ2 + Θ2Γ + βΘ2

]
. Then by using Young’s

inequality to
∫ L

0
(zϑ)

T
e−2µxΘ1zdx, we get

∫ L

0

(zϑ)
>
e−2µxΘ1zdx

≤1

2

∫ L

0

(zϑ)
>

(zϑ) dx

+
1

2

∫ L

0

(
e−2µxΘ1z

)> (
e−2µxΘ1z

)
dx

=
1

2

N−1∑
i=0

∫ xi+1

xi

(zϑ)
>

(zϑ) dx

+
1

2

∫ L

0

(
e−2µxΘ1z

)> (
e−2µxΘ1z

)
dx (C.7)

Let us recall the space discretization error (9) with (10)

ϑ (tk, x) =

N−1∑
i=0

di (x)

∫ x

x̄i

zς (tk, ς)dς,

∀x ∈ [xi, xi+1) , i = 0, · · · , N − 1.

and ϑ (tk, x̄i) = 0, for x̄0 = 0, x̄i+1 = x̄i+ b̄, b̄ = L/(N −
1), i = 0, · · · , N − 2.

We rewrite the first term in (C.7) for x ∈ Ξi, i =
0, · · · , N − 1 as

1

2

N−1∑
i=0

∫ xi+1

xi

(zϑ)
>

(zϑ) dx

=
1

2

N−1∑
i=0

∫ x̄i

xi

(
z
N−1∑
i=0

di (x)

∫ x

x̄i

zς (tk, ς)dς

)>
(
z
N−1∑
i=0

di (x)

∫ x

x̄i

zς (tk, ς)dς

)
dx

+
1

2

N−1∑
i=0

∫ xi+1

x̄i

(
z
N−1∑
i=0

di (x)

∫ x

x̄i

zς (tk, ς)dς

)>
(
z
N−1∑
i=0

di (x)

∫ x

x̄i

zς (tk, ς)dς

)
dx

=
1

2

N−1∑
i=0

∫ x̄i

xi

(z (tk, x)− z (tk, x̄i))
>z>

z (z (tk, x)− z (tk, x̄i)) dx

+
1

2

N−1∑
i=0

∫ xi+1

x̄i

(z (tk, x)− z (tk, x̄i))
>z>

z (z (tk, x)− z (tk, x̄i)) dx (C.8)

Using Wirtinger’s inequality [24] with d − c ≤ b̄/2 on
each integral term, the above (C.8) becomes

1

2

N−1∑
i=0

∫ xi+1

xi

(zϑ)
>

(zϑ) dx

≤1

2

b̄2

π2

N−1∑
i=0

[∫ x̄i

xi

z>x (tk, x)z>zzx (tk, x)

+

∫ xi+1

x̄i

z>x (tk, x)z>zzx (tk, x)dx

]
=
b̄2

2π2

N−1∑
i=0

∫ xi+1

xi

z>x (tk, x)z>zzx (tk, x)dx

=
b̄2

2π2

∫ L

0

z>x (tk, x)z>zzx (tk, x)dx (C.9)

The above inequality (C.9) involves the upper bound
of the space discretization error. Combining (C.7) and
(C.9), we get∫ L

0

(zϑ)
>
e−2µxΘ1zdx

≤ b̄2

2π2

∫ L

0

z>x (tk, x)z>zzx (tk, x)dx

+
1

2

∫ L

0

e−4µxz>Θ1
>Θ1zdx (C.10)

Then substituting (C.10) into (C.6), we get

V̇ (z) ≤− 2σV1(z)− 2σV2(z) +

∫ L

0

η>W (x)ηdx

11



+ γ ‖$ (s, ·)‖2L2( [0,L];Rn)

+ β

∫ L

0

z>x e
−2µxΘ2zxdx

=− 2σV1(z)− (2σ − β)V2(z)

+

∫ L

0

η>W (x)ηdx+ γ ‖$ (s, ·)‖2L2( [0,L];Rn)

(C.11)

with σ, η,W (x) defined below (23).

The proof of step 2 is complete. �
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